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ABSTRACT Heterogeneous cross-project defect prediction (HCPDP) aims to predict defects in new
software projects using defect data from previous software projects where the source and target projects
have some different metrics. Most existing methods only find linear relationships in the software defect
datasets. Additionally, these methods use multiple defect datasets from different projects as source datasets.
In this paper, we propose a novel method called heterogeneous cross-project defect prediction using encoder
networks and transfer learning (ENTL). ENTL uses encoder networks to extract the important features from
source and target datasets. Also, to minimize the negative transfer during transfer learning, we used an
augmented dataset that contains pseudo-labels and the source dataset. Additionally, we have used a single
dataset to train the model. To evaluate the performance of the ENTL approach, 16 datasets from four publicly
available software defect projects were used. Furthermore, we compared the proposed method with four
HCPDP methods namely EGW, HDP_KS, CTKCCA and EMKCA, and one WPDP method from existing
literature. The proposed method on average outperforms the baseline methods in terms of PD, PF, F1-score,
G-mean and AUC.

INDEX TERMS Software defect, software engineering, transfer learning.

I. INTRODUCTION
The importance of software quality assurance has signifi-
cantly increased within the software development industry.
Defect prediction, which involves the identification of prob-
able bugs in software systems, is a crucial measure for
mitigating issues and minimising the need for expensive
revisions [1]. Software defect prediction has the capability
to reliably forecast early-stage software defects. The pri-
mary purpose of this method is to predict the likelihood of
bugs occurring across software, making it easier for pro-
grammers and researchers to identify and correct them [2].
The software defect prediction model makes use of his-
torical data from previous software projects by dividing it
into training and testing datasets. The model trains on a
training dataset and evaluates the performance using testing
data, which is referred to as within-project defect predic-
tion (WPDP). Defects are predicted by WPDP models using
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data collected from the same project [3]. There have been
a number of studies that have suggested various strategies
for enhancing the ability to predict the results of WPDP
models. One such method is hyperparameter optimisation for
an enhanced convolutional neural network (CNN) model for
WPDP [4]. Another study investigated the effects of optimis-
ing WPDP hyperparameters [5]. One effective approach for
reliably predicting software system bugs is the use of logistic
regression and ensemble-bagged tree-based prediction mod-
els [6]. In another study, a cost-sensitive strategy based on
discriminating features has been proposed for software bug
prediction [7].

However, in practice, new software projects do not have
sufficient historical data for model training. To solve this
problem researchers have proposed cross-project defect pre-
diction (CPDP). This approach utilises historical data to
create a predictive model that eliminates the requirement for
a large amount of previous data to anticipate the result of
the project. A number of approaches have been proposed
by researchers to enhance the efficiency of CPDP. A range
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of models and strategies have been proposed to address the
disparity between the source and target datasets. The afore-
mentioned techniques include domain adaptation learning,
as proposed by Jin et al. [2], which aims to mitigate the
dissimilarity between the source and target data distributions,
A novel method called Transfer Naïve Bayes (TNB) selects
significant features and transfers the weights into the training
data, as proposed by Ma et al. [8].

However, in the context of actual application, it may not
always be viable to utilise uniform metrics for all soft-
ware data. The software domain and development languages
exhibit variations across different projects. In this particular
context, it is evident that the conventional CPDP paradigm
is ineffective due to the absence of shared common software
metrics between the source and target datasets. Researchers
have therefore proposed heterogeneous cross-project defect
prediction (HCPDP) methods for predicting software defects
when the source and target datasets have distinct metrics.
The Heterogeneous Cross-Project Defect Prediction frame-
work develops a predictive model by using heterogeneous
source and target projects. One study is based on transfer
learning, which is the ability to acquire knowledge from one
domain and apply it to another. The algorithm is designed
to generate a projective matrix that aligns the distributions
of heterogeneous source and target projects, enhancing their
similarity [9]. Another research paper introduced a defect
prediction approach that incorporates multi-source transfer
learning and an encoder. This technique aims to construct
a defect prediction model for a specific project by using
information acquired from many source projects that include
distinct metrics [10].

This paper presents an innovative approach to solve the gap
between source and target datasets by encoder and transfer
learning (ENTL). The proposed approach utilises encoders
as a method to effectively extract important features from two
separate datasets, referred to as the source and target datasets.
Following this, the predictions produced by the initial neural
networkmodel trained on the features and labels of the source
dataset are effectively used as pseudo-labels for the target
dataset. This process contributes to the formation of an aug-
mented dataset. In the following stage, our method utilises a
secondary neural network model that is specifically designed
for classification problems. This model is equipped with
cost-sensitive learning processes to handle the difficulties
that arise from class imbalances. The secondary model has
been trained using an augmented dataset that combines both
labelled data from the source dataset and pseudo-labelled
data. The effectiveness of this technique is highlighted by a
thorough assessment that includes common evaluation met-
rics such as PD, PF, F1-score, G-mean and AUC.

The rest of the paper is structured as follows: Section II pro-
vides a comprehensive survey of related work in the field to
provide context for the study. In Section III, the methodology
is described in detail, including the approach and techniques
used. Section IV presents the experimental setup. Section V

results of the model and compares them to baselines. The
results are thoroughly discussed in Section VI, which also
highlights the limitations of the proposed approach and
provides insightful recommendations for future research.
In the conclusion, Section VII summarises the findings
and potentially suggests areas for future research. Finally,
Section 8 provides a list of references to the sources that we
used to collect information and support our research.

II. RELATED WORKS
Researchers have proposed several approaches in the CPDP
and HCPDP domains. They are introduced in detail in this
section.

A. CROSS-PROJECT DEFECT PREDICTION
Briand et al. [11] carried out the first study on CPDP.
The researchers conducted an investigation on the trans-
ferability of fault-proneness models across different soft-
ware projects. The researchers gathered defect data from
two software projects, which were subsequently utilised to
construct and assess models predicting the likelihood of
defects. The researchers discovered that the transferabil-
ity of fault-proneness models between projects is limited
by variations in project size and complexity, disparities
in the development process, and discrepancies in data quality.
The study conducted by Zimmermann et al. [12] investigates
the complexities and efficacy of implementing defect predic-
tion models in various software projects. The authors of this
comprehensive study examine three crucial elements, namely
data, domain, and process, in order to assess their impact on
the efficacy of cross-project defect prediction. The authors
assess a range of machine learning approaches and statistical
models in order to make predictions about defects in software
projects across diverse domains and employ distinct develop-
ment procedures.

Researchers have investigated the domain similarity tech-
nique to improve the performance of CPDP. Cohesionmetrics
such as the lack of method cohesion, coupling metrics
including weighted methods per class, and complexity met-
rics including coupling between objects were studied by
Zhang et al. [13]. They presented that domain similarity
metrics improve CPDP performance when features are more
similar in source and target datasets [13]. Krishna and Men-
zies [14] employed various product and process metrics in
addition to lines of code, McCabe’s cyclomatic complexity,
number of prior defects, and code churn. They investigated
CPDP-guiding bellwether strategies [14].

In recent years, transfer learning has been proposed
by researchers to improve the performance of CPDP.
Nam et al. [15] extracted common features from source and
target projects using latent Dirichlet allocation. The features
were used for transfer learning with naive Bayes and logistic
regression models. Peters et al. [16] proposed a software
module subset selection method called the Peter-Filter, which
works by combining clustering and feature selection. Their
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method has been shown to work well for CPDP. Ma et al. [8]
extracted common complexity metrics and applied a deep
transfer learning model called DbNet. It uses stacked denois-
ing autoencoders to learn feature representations and a binary
classifier for prediction [8].

However, all these studies assume that the source and target
datasets have common features. When there are different fea-
tures in the source and target datasets, these methods fail [17].

B. HETEROGENEOUS CROSS-PROJECT DEFECT
PREDICTION
Heterogeneous cross-project defect prediction refers to the
extension of the CPDP concept to scenarios when the
source and target projects represent significant differences in
programming languages, development processes, or other rel-
evant characteristics [9]. Severalmethods have been proposed
by researchers to improve the performance of HCPDP.

Zong et al. [18] propose a novel method for HCPDP based
on optimal transport. The proposed method functions by first
learning mapping from the target project features and source
project features. This mapping is subsequently utilised to
determine the optimal transport distance between the two
distributions. This distance is then utilised to weight the pre-
dictions of external initiatives. The proposed approach was
evaluated on numerous projects, and the results revealed that
it performed better for HCPDP than other approaches in the
literature.

Li et al. [19] propose a novel method for heteroge-
neous defect prediction by using cost-sensitive transfer kernel
canonical correlation analysis (CTKCCA). By including the
defect data from the source project, their research aims to
overcome the issue of limited defect data in the target project.
The suggested technique makes use of CTKCCA to enhance
prediction performance and understand the relation between
the source and target projects. By using the defect data from
the source project, the suggested technique can increase the
accuracy of HCPDP. The suggested strategy for predicting
HCPDP is thus better than other baseline approaches.

Nam and Kim [20] present a novel approach for addressing
heterogeneous defect prediction (HDP) by effectively align-
ing diverse metrics across several projects. The paper aims to
tackle the issue of limited defect data in the target project by
utilising the defect data obtained from the source project. The
approaches suggested in this study employ machine learning
techniques to construct, validate, and enhance bug predic-
tion models by using a collection of metrics obtained from
software projects. The study conducts a comparative analy-
sis between the suggested techniques and several baselines,
including random forest, logistic regression, and Bayesian
network. The findings indicate that the proposed methods
exhibit superior performance in terms of accuracy, F1-score,
and AUC when compared to the baselines.

Li et al. [17] proposed ensemble learning and multiple-
kernel learning. Multiple kernel learning is a kernel-based
learning technique that improves the separability of historical

defect data by mapping it into a high-dimensional feature
space. whereas ensemble learning integrates numerous mod-
els in order to enhance the precision and accuracy of the
predictive model. In order to tackle the challenges associated
with imbalanced and linearly inseparable classification in
HDP, an innovative method known as Ensemble Multiple
Kernel Correlation Alignment (EMKCA) has been proposed.
Ensemble learning is utilised in conjunction with multiple
kernel classifiers to enhance the performance of the defect
prediction model in EMKCA. By utilising multiple-kernel
domain adaptation learning, EMKCA is able to optimise the
utilisation of the source and target data information. A mul-
titude of experiments conducted on 30 public datasets have
demonstrated that EMKCA exhibits superior performance
compared to other methods in the existing literature.

Our proposed approach is different from the current
methodologies. We have used a single dataset for training.
Also, we have used encoder networks to extract the infor-
mative feature representations from the source and target
datasets. The transfer learning technique in this approach
reuses the source model for generating predictions referred
to as pseudo-labels on the target dataset rather than directly
transferring model parameters. As the structure of the source
data does not overly constrain the model, this approach
increases adaptability and lowers the risk of negative trans-
fer. Furthermore, the model undergoes a fine-tuning phase
on the augmented dataset, which contains both the source
dataset and target dataset features with pseudo-labels. This
fine-tuning process facilitates the adjustment of the model to
the target dataset.

III. THE PROPOSED ENTL APPROACH
The initial part of this section introduces the framework of the
ENTL approach, followed by data preprocessing procedures.
Following this, the process of transfer learning is discussed
in this section.

A. FRAMEWORK
The framework of ENTL is depicted in Figure 1. The inputs of
themodel consist of a source dataset and a target dataset. Both
datasets went through preprocessing procedures. After the
preprocessing step, the encoder is used to extract important
features from both the source and the target dataset. Follow-
ing this, an initial predictive model was constructed using
the labels and the features extracted from the source dataset
by the encoder network. Subsequently, the predicted labels
generated by the first model are combined with the source
dataset. that, the final model was trained with the augmented
dataset. Finally, the performance of the model is evaluated by
comparing it to the target dataset labels.

B. PREPROCESSING
During the initial phase of data preparation, we imported
two different datasets, one serving as the source and the
other as the target. Categorical label columns that included
values such as ‘Y’ or ‘N,’ ‘Yes’ or ‘No,’ ‘True’ or ‘False,’
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FIGURE 1. The framework of the proposed approach (ENTL).

and ‘Buggy’ or ‘Clean’ were converted into a binary
representation.

Subsequently, we applied Z-score normalisation to stan-
dardise the numerical features in both datasets, ensuring they
shared a common scale. We then separated the features and
labels from both datasets to simplify model training and
testing, establishing a solid foundation for subsequent model
development and testing.

C. FEATURE EXTRACTION
Feature extraction is performed by employing two distinct
encoder models for both the source and target datasets. Using
two distinct encoder models allows the encoder networks to
independently learn tailored representations for two differ-
ent datasets. This is advantageous when the datasets exhibit
diverse patterns, ensuring that the learned features capture the
unique characteristics of each dataset. These encoder mod-
els transform the input feature data into lower-dimensional
representations [21]. It takes an input data vector x with n
features, represented as [x1 + x2 + . . . .. + xn], and employs
weight matrices W bias terms b, and an activation function
f [22]. The process involves a linear transformation, where
for each neuron i in the hidden layer, the encoder computes
a weighted sum of input features zi = Wi ∗ x + bi where
Wi represents the weight matrix for neuron i and bi is the
bias term. Subsequently, an activation function f introduces

non-linearity, leading to hi = f (zi), producing the output
values hi for each neuron. These hi values collectively form
the encoded representation h = [h1, h2, . . . ..hm] where m is
the number of neurons in the hidden layer. The feature vector
h captures vital patterns and features from the input data.
It is important to note that these encoder models are precisely
built with the same designs for the source and target datasets.
The encoder models ensure the uniformity of feature vector
dimensionality by employing a consistent design [23]. The
alignment between the source and target datasets is crucial for
the future training of the model, as it facilitates the seamless
transfer of data from the source dataset to the target dataset.
These feature representations are easier to add to later mod-
els because of the common dimension. This facilitates the
exchange of information between datasets, thereby enhancing
the accuracy of classification.

D. TRANSFER LEARNING
Transfer learning is an effective approach that leverages the
information gained from a source dataset to improve the
performance of a different target dataset [8]. This method
is especially useful in cases where there is no labelled data
available in the target dataset.

The proposed approach involves the systematic process of
transfer learning. Initially, a neural network model is trained
using the source dataset. Throughout this training session, the
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source model is equipped with class weights, which serve
as an effective strategy for efficiently handling class imbal-
ances [24]. Let Xs and Ys be the source dataset features and
labels and XT be the target dataset features.Hs is the encoded
source dataset features and HT is the encoded target dataset
features. The initial model Ms is trained on Hs and Ys to
minimize binary cross-entropy loss [25]. The equation is as
follows:

Ls = −6(w0 (1 − Y s) log(1 −M s (Hs))

+ w1∗Y slog(Ms (Hs))) (1)

The class weightsw0 andw1 are used to assign different levels
of importance to handle class imbalance.

Once the initial model Ms has been trained, it is used to
make predictions on the target dataset. The earlier predic-
tions, often referred to as pseudo-labels, ŶT = Ms(HT ).
In the final phase, the model undergoes retraining using the
augmented dataset (HA,YA), where HA = [Hs, HT ] and
YA = [Ys, Ŷ Tbin]. The threshold is set to 0.5 to convert ŶT
to binary. The loss function equation is as follows:

Ls = −6(w0 (1 − Y A) log (1 −MT (HA))

+ w1∗Y Alog (MT (HA))) (2)

The process of retraining enables the model to refine
its existing knowledge and enhance its performance in the
target domain. By iteratively refining its understanding of
both datasets, the model excels at addressing classification
challenges and uncovering patterns that might have remained
elusive with the initial model.

After the secondary model training, an ensemble approach
is used. The ensemble prediction combines the predictions
from both MT and the individual XGBoost models (denoted
as Xi, where i represents each model in the ensemble). The
XGBoost model is trained using theHA and YA. The ensemble
prediction, denoted as E , is obtained by averaging these
predictions. Mathematically, it can be expressed as follows:

E =
s+

∑n
i=1 Xi
n

(3)

where S represents the predictions from the MT and Xi
represents the predictions from each XGBoost model in the
ensemble, and n is the total number of XGBoost models in the
ensemble. Individual XGBoost models are employed to har-
ness diverse perspectives and enhance adaptability within the
ensemble. The use of individual models allows for iterative
learning, enabling the ensemble to capture nuanced patterns
and adapt to the intricacies of the dataset. This ensemble
prediction approach is based on averaging the outputs from
different models, incorporating both the knowledge learned
from the MT model and the domain adaptation capabilities
of the individual XGBoost models. The ensemble prediction
aims to provide a more robust and accurate prediction for
the target dataset by aggregating the insights from multiple
models.

Algorithm 1 The ENTL Approach for HCPDP
Input: Xs- source features, Ys – source labels and XT - target features
Output: YT – target labels
1. Use encoder to extract Hs from Xs and HT from XT
2. Assign class weight w to handle class imbalance
3. Initialize an empty listM to store XGBoost models.
4. For n iterations

4.1. Train a neural network model MS on (H s, YS ) with w
4.2. UseMS to predict ŶT
4.3. Make an augmented dataset (HA,YA)
4.4. TrainMT on (HA,YA)
4.5. Train XGBoost model XG on (HA,YA)
4.6. Add XG to the list M

5. Initialise an empty list P
6. For each model XG in M :

6.1. Use XG to predict YT on HT
6.2. add YT to list P

7. Calculate the ensemble prediction E from Eq.3 by averaging
the predictions in P

8. Return E as YT

IV. EXPERIMENTAL SETUP
In this section experimental questions, dataset descriptions,
evaluation measures, and evaluation settings are explained in
detail.

A. EXPERIMENTAL QUESTIONS
To investigate the performance of the proposed approach,
we have designed two research questions.

RQ1: Does ENTL outperform other HCPDP methods
when using a single dataset for training?

RQ2: Does ENTL outperform the WPDP method?

B. DATASETS
In this study, we have used 16 publicly available datasets
from 4 different projects namely AEEM [26], NASA [27],
Promise [28] and JIRA.

The name of the project, the number of entries, the number
of bugs, the number of metrics, and the percentage of bugs in
the dataset are presented in Table 1. The number of metrics
is different in all projects. It is important to note that, the
baseline methods may outperform some specific datasets but
perform worse on other datasets. To ensure a fair comparison,
we have used the datasets that are commonly used in all the
baseline methods.

C. EVALUATION MEASURES
To ensure a fair comparison, five evaluation metrics that were
common in the baseline methodologies were chosen. The
metrics for evaluation are PD, PF, F1-score, G-mean, and
AUC. Since HCPDP is a binary task, TP (True Positives) is
the number of correctly identified positive cases, FN (False
Negatives) is the number of actual positive cases that were
incorrectly classified as negative, TN (True Negatives) is the
number of correctly identified negative cases, and FP (False
Positives) is the number of actual negative cases that were
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TABLE 1. Experimental dataset descriptions.

incorrectly classified as positive. The evaluation metrics are
explained below:

PD: The term ‘‘PD’’ refers to the metric known as ‘‘pos-
itive detection,’’ which quantifies the percentage of positive
instances accurately recognised as positive by the model [26].

PD =
TP

TP+ FN
(4)

PF: The term ‘‘PF’’ refers to the percentage of negative
examples that the model correctly identified as positive [26].

PF =
FP

FP+ TN
(5)

F1- score: The F1 Score is a metric that quantifies the
harmonic mean of precision and recall, offering a balanced
assessment of both precision and recall [29].

F1 − score =
2(Precision ∗ Recall)
Precision+ Recall

(6)

where,

Precision =
TP

TP+ FP
(7)

Recall =
TP

TP+ FN
(8)

G-mean: The G-mean is a metric that provides a balanced
evaluation of both sensitivity (recall) and specificity (true
negative rate) [31].

G− mean =
√
(Sensitivity ∗ Specificity) (9)

where,

Sensitivity =
TP

TP+ FN
(10)

FIGURE 2. Experimental settings.

Specificity =
TN

TN + FP
(11)

AUC: Area Under the Curve (AUC) is a metric used to eval-
uate the efficacy of binary classification models, specifically
in ROC curve analysis. It measures the capacity of a model
to differentiate between positive and negative classes [31].

D. EVALUATION SETTINGS
We have assessed the performance of our model using
16 datasets from 4 different projects. We chose one dataset
from a particular project as the source dataset and another
dataset from a different project as the target dataset. For

414 VOLUME 12, 2024



R. Haque et al.: HCPDP Using ENTL

example, in the AEEM project, we used EQ as the target
dataset, and in the JIRA project, we selected activemaq-
5.0.0 as the source dataset. We repeated this process for all
the datasets, making sure the source and target datasets came
from different projects, as illustrated in Figure 2.

After the training phase, the labels predicted by the
model were compared with the actual label of the target
dataset. The averaging ensemble approach with an iteration
size of 20 is chosen to mitigate the impact of individual
model variability and enhance the reliability of predic-
tions. By aggregating predictions over multiple iterations, the
ensemble model smooths the potential randomness or biases
inherent in individual XGBoost models. This averaging
process helps to create a more stable and robust final pre-
diction by reducing the influence of outliers in the individual
models.

V. EXPERIMENTAL RESULTS
A. ANSWER TO RQ1: THE PERFORMANCE OF ENTL
COMPARED TO OTHER HCPDP METHODS
1) METHODS
There are many HCPDP models proposed by the researchers.
For the comparison, we have selected some models such as
EGW [18], HDP_KS [20], CTKCCA [19], and EMKCA [17],
which have been frequently used for comparison in the lit-
erature. EGW applied optimal transport theory, HDP_KS
effectively aligned diverse metrics across several projects,
CTKCCA utilized transfer kernel canonical correlation anal-
ysis to minimize the gap between source and target dataset,
and EMKCA used multiple kernel-based learning techniques
that improves the separability of historical defect data by
mapping it into a high-dimensional feature space. They have
tried to minimise the gap between the source and the target
datasets in different ways. It is also worth noting that the com-
monality of datasets and evaluation metrics are also reasons
for selecting these methods.

2) RESULTS
Tables 2-6 represent the PD, PF, F1-score, G-mean, and AUC
values of ENTL compared to baseline methods. The results
are represented as the average and standard deviation of
each dataset in a project. The last line depicts the average
values across all the projects and the best result is in bold
font.

A high PD value and a lower PF reflect the good per-
formance of a model. It can be seen in Tables 2–3 that the
proposed ENTL method achieved the highest average PD
value and also achieved the highest average PF value. On the
contrary, EMKCA had the lowest average PF value, but the
PD was also the lowest, which is less than 0.1. However,
evaluating all the datasets as a whole, the performance of
the ENTL methods on PD and PF was better than that
of other baseline methods. Tables 3–4 depict the perfor-
mance of ENTL in terms of F1-score and G-mean. It can be
seen that ENTL achieved the highest average F1-score and

FIGURE 3. The performance of ENTL compared to other HCPDP methods.

FIGURE 4. The performance of ENTL compared to WPDP method.

G-mean compared to the baseline methods. The difference in
f1-score between ENTL and baseline methods such as EGW
and HDP_KS is not very high; however, in terms of G-mean,
the difference is very high compared to other baselines.
In terms of AUC value, ENTL also performs better than the
baseline methods. Overall, ENTL performs better in terms of
all evaluation metrics, as illustrated in Figure 3.

B. ANSWER TO RQ2: THE PERFORMANCE OF ENTL
COMPARED TO WPDP
1) METHODS
Researchers have proposed a variety of WPDP techniques.
In this study, we have selected one method presented by
Catal et al. [33]. The reason for selecting this method is that
it used 10% of the data for building the predictive model and
90% for testing the model. Which ensures a fair comparison
with the HCPDP method.

2) RESULTS
It can be seen from Tables 2–6 that ENTL performs bet-
ter compared to WPDP in terms of PD, F1-score, G-mean,
and AUC. The performance of ENTL is improved in terms
of PD, F1-score, G-mean and AUC by 72.99%, 15.01%,
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TABLE 2. PD value comparison between ENTL and baselines. Results are in the form of mean ± standard deviation.

TABLE 3. PF value comparison between ENTL and baselines. Results are in the form of mean ± standard deviation.

TABLE 4. F1-score comparison between ENTL and baselines. Results are in the form of mean ± standard deviation.

TABLE 5. G-mean value comparison between ENTL and baselines. Results are in the form of mean ± standard deviation.

39.24 %, and 3.43% respectively, as illustrated in Figure 3.
The WPDP method achieved a lower average PF value than
ENTL. However, the PD value was also considerably lower
than the ENTL method. Overall, the proposed ENTL method
on average outperforms the WPDP method in terms of all
evaluation metrics.

VI. DISCUSSION
The objective of this research is to predict defects in software
projects using previous software defect datasets. The new
software project can have different software metrics than the
source dataset. To solve this data heterogeneity, we have pro-
posed a novel method (ENTL) in this research. The datasets
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TABLE 6. AUC value comparison between ENTL and baselines. Results are in the form of mean ± standard deviation.

used in this research are publicly available. The proposed
model has been evaluated by comparing the predicted label
with the actual label of the target dataset. Also, the proposed
method was compatible with existing methods proposed by
researchers. ENTL performed better on average than the
existing method in the literature.

Additionally, the existing methodologies described in
the literature utilise several datasets collected from various
projects to train their models. In contrast, our proposed
approach utilises a single dataset as the primary source for
training, while making predictions on a separate dataset. This
technique also solves the issue of having a limited dataset
to train the model. This technique introduces trade-offs and
potential advantages. On one hand, utilising a single dataset
limits available training data compared to leveraging diverse
datasets across projects, potentially hindering model gen-
eralizability. However, it reduces heterogeneity and noise,
allowing models to fit more closely to the specific project’s
characteristics and contributing to a potentially more inter-
pretable model. While it does not integrate the knowledge
from several projects, it demonstrates on average superior
performance in terms of PD, PF, F1-score, G-mean, andAUC.

A. LIMITATIONS
In our study, we have used 16 datasets from four publicly
available software defect projects to evaluate the performance
of our proposed model. There are other benchmark software
defect datasets used in CPDP and HCPDP, such as the Relink
and SOFTLAB datasets. These datasets are left for future
work. Furthermore, most of the work used for comparison
does not provide code for their method; we have used the
results that are available in their papers. Additionally, to han-
dle the class imbalance in a more accurate way, we will use
other methods, such as SMOTE, in future works.

VII. CONCLUSION
Recently HCPDP has gained much research interest. In het-
erogeneous cross-project scenarios, the training and testing
datasets have different features. It can be applicable to find
defects in new software that does not have any labelled data.
In this paper, we have proposed a novel encoder networks
and transfer learning (ENTL) approach to HCPDP. To reduce
the negative transfer during transfer learning we have used
an augmented dataset containing pseudo-labels. We have

used 16 datasets from 4 different projects to evaluate the
proposed approach. We have used a wide range of evaluation
metrics such as PD, PD, F1-score, G-mean and AUC. While
working on this project, we have also found that the datasets
are imbalanced. Without treating the imbalanced dataset, the
model overfits with the majority class and struggles to predict
the minority class properly. To handle this class imbalance
problem, we used cost-sensitive learning. The performance
of the model is compared with four HCPDP methods and
one WPDP method from existing literature. On average it
performs better than the baselines.

For future works, wewill use more software defect datasets
and HCPDP baselines to verify the proposed approach. Addi-
tionally, we will use other class imbalance handling methods
in future to improve the method performance.
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