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ABSTRACT Violent behaviour is always an important issue that threatens any society. Therefore, many
organizations have used surveillance cameras to monitor such events to preserve public safety and mitigate
potential harm. It is difficult for human operators to monitor the copious camera feed manually, however,
automated systems are employed to enhance the accuracy of violence detection and reduce errors. In this
paper, we propose a novel model named KianNet that effectively detects violent incidents inside recorded
events by combining ResNet50 and ConvLSTM architectures with a multi-head self-attention layer. The
utilization of ResNet50 enables robust feature extraction, while ConvLSTMmakes it easier to take advantage
of the temporal dependencies in the video sequences. Furthermore, the multi-head self-attention layer
enhances the model’s ability to focus on relevant spatiotemporal regions and their discriminatory capacity.
Empirical investigations confirm that the proposed model outperforms its competitors by roughly 10 percent,
achieving a 97.48% AUC on binary classification on the UCF-Crime dataset, and a 96.21% accuracy on the
RWF dataset, surpassing Violence 4D.

INDEX TERMS Violence detection, anomaly detection, computer vision, ResNet, ConvLSTM, attention
mechanism, multi-head self-attention, UCF-Crime, RWF, vision saccade.

I. INTRODUCTION
With the growing challenges in public safety and security,
the demand for comprehensive public safety monitoring via
video surveillance cameras has significantly increased.

However, the abundance of video data generated by these
surveillance cameras, associated with the limited availability
and diversity of anomalous events such as violence, theft,
or other types of crimes, presents a notable challenge to
detecting abnormal behaviours. Manual monitoring of this
expansive data is impractical and labour-intensive and tends
to cause errors due to human visual fatigue. Thus, this
highlights the urgent requirement for effective and automated
systems for detecting violence.

Like any technological advance, the applications of these
systems can be manifold in different aspects. One of the
most significant societal implications of automated violence
detection systems is improving public safety and proactivity.
In that, surveillance systems that can automatically detect
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signs of violence or aggressive behaviour have the potential
to save lives. For instance, if a system can detect a potential
act of violence in a public space, rapid response units can
be deployed before situations escalate, thereby preventing
harm. In contrast to traditional surveillance methods that rely
on human monitoring, automated systems can continuously
monitor numerous feeds simultaneously, leading to proactive
interventions rather than waiting for something severe to
happen and reacting.

One of the principal methodologies utilized in video
classification is Supervised Learning, widely used in violence
detection (VD) models for distinguishing violent behaviours
from normal ones. This method can efficiently use labelled
data and learn unique characteristics for each category.
However, when it comes to detecting abnormalities in videos,
the spatiotemporal nature of the video data makes it more
challenging. This is because it requires processing a sequence
of frames in a time-series format. Therefore, to overcome
this challenge, it is crucial to extract significant features from
every frame and consider their relationship with adjacent
frames over time.

2198

 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ VOLUME 12, 2024

https://orcid.org/0000-0002-6043-3970
https://orcid.org/0000-0002-8610-661X


S. Vosta, K.-C. Yow: KianNet: A VD Model Using an Attention-Based CNN-LSTM Structure

Convolutional Neural Networks (CNNs) have gained pop-
ularity in Deep Learning for extracting features from image
data because they can learn hierarchical representations of
image features. They extract in-depth features from high-
dimensional data sets using complex structure and classifica-
tion techniques, making them ideal for various applications
[1]. Although CNNs are widely used in various deep learning
tasks like text classification andNatural Language Processing
(NLP) [2], they are mainly used in computer vision, like
Face Recognition [3], Image Classification [4], and Object
Detection [5].
On the other hand, Recurrent Neural Networks (RNNs) are

known for their ability to model temporal dependencies in
time-series data thanks to their ability to process information
in both forward and backward directions. This allows the
network to recall information from the past and use it to
make informed decisions at the current time step. However,
as information passes through multiple time steps, the
data from the initial sequence may become diluted. To
overcome this problem, advanced versions of RNNs, like long
short-termmemory (LSTM) [6] networks and gated recurrent
units (GRUs) [7], have been developed, which can better
retain information over more extended periods.

However, recent studies have suggested using deep
learning architectures that combine CNNs and RNNs to
enhance the performance of supervised models for violence
detection in video data [8], [9]. This method efficiently
extracts spatiotemporal characteristics by utilizing a CNN
model to collect critical features from each video frame
and then feeding them to an RNN model to analyze their
temporal relationships and forecast whether any violent
events happened in a video.

Aside from the mentioned methods, AI research has
also concentrated on reducing the gap between human and
machine behaviour in detecting violence through attention
mechanisms. In computer vision, attention mechanisms were
introduced to imitate the human visual system with a natural
ability to find salient areas in complex scenes. Primarily, this
can dynamically adjust the weight of input image features
[10]. Attention mechanisms have demonstrated their effec-
tiveness in many visual tasks such as image classification
[11], object detection [12], and video understanding [13].
Different types of attention mechanisms have been proposed
and utilized in VD, including Self-Attention [14], Multi-
Head Self-Attention (MHSA) [15], and Convolutional Block
Attention Module (CBAM) [16].

Over recent years, the safety of people has been a
concern for various areas of the world. Due to the global
economic crisis and the current socio-economic differences,
the number of violent crimes has increased. Fig 1 presents the
police-reported crime statistics for Canada between 2013 and
2021, clearly illustrating the upward trend in violent incidents
during this period [30]. As a result, it underscores the
critical need for systems that detect these violent crimes,
thus contributing to a more secure society. The complexity

FIGURE 1. Crime severity index over the years [18].

of violence detection, which requires identifying anomalous
events over time, is a primary focus of this study. The
motivation for this paper is to develop a model that
employs a novel methodology for detecting abnormal events,
focusing on those anomalies that represent violent behaviour,
given their significant implications for public safety and
security.

This manuscript proposes a combination of a CNN
(ResNet50) and an RNN (ConvLSTM) that utilizes MHSA
modules [13] for VD from surveillance cameras. We will
explore multiple models utilizing publicly available datasets,
such as UCF-Crime [9] and RWF [17]. Subsequently, we will
propose strategies to enhance the accuracy and robustness of
these models in real-world scenarios.

The main contributions of this paper are as follows:
• We have designed a structure that uses an MHSA
layer followed by a ConvLSTM cell, which brings the
information of each attention layer to the next one.

• We have developed a unique VD model, KianNet,
that merges MHSA-ConvLSTM with the ResNet50-
ConvLSTM architecture for violence detection. This
approach captures complex spatiotemporal features in
videos, improving violence identification.

• We have comprehensively evaluated our model and
showed that it outperforms other state-of-the-art
algorithms.

The subsequent sections of this paper entail a compre-
hensive analysis of relevant works that employ distinct
models, along with their respective sub-models, for detecting
violence in surveillance cameras (Section II). After that,
we present our proposed model (Section III) and evaluate
its performance through several experiments (Section IV).
Finally, we conclude with a discussion on future research
ideas in Section V.

II. RELATED WORKS
The evolution of VD models has gained significant attention
in recent years due to the increasing need for automated
solutions to address violence in various settings. Researchers
have proposed numerous approaches for VD, leveraging
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visual features extracted from video frames. This section will
provide an overview of different approaches in VD.

A. 3D-CNN
Three-dimensional CNNs are a type of deep learning
architecture used for video analysis tasks requiring spatial
and temporal information. 3D-CNN is an extension of
2D-CNN that can handle video sequences as inputs. The 3D
CNN architecture typically consists of multiple convolutional
layers and pooling layers that learn to extract spatiotemporal
features from video sequences. The output of the convolu-
tional layers is then passed through fully connected layers and
activation functions to make the final prediction. 3D CNNs
have been successfully applied in various video analysis
tasks, including action recognition, gesture recognition, and
video-based violence detection. By leveraging spatial and
temporal information, 3D CNNs can achieve state-of-the-
art performance on these tasks, mainly when dealing with
complex and dynamic videos. In a recent study, Tran et al.
[19] proposed a 3D CNNmodel that achieved state-of-the-art
performance on the Sports-1M [20] dataset, which contains
many violent and non-violent videos.

Also, Sultani et al. in [9] introduced an approach based on
Multiple Instance Learning (MIL) [21], using 3D Convolu-
tional [22] features from various video segments to train a
fully-connected neural network framework the model only
with video-level labels. Then, a remarkable ranking loss
algorithm was utilized to analyze the network’s performance
between the highest and lowest-scored instances for each
positive (includes abnormal videos) and negative (includes
normal videos) bag.

Recently, Magdy et al. in [23] proposed Violence 4D
model for automatic VD from video datasets. Violence 4D
is composed of three primary components, which Dense
optical flow, ResNet50 and 4D residual blocks leverage the
capabilities of four-dimensional convolution neural networks
V4D CNN. Three other techniques [24], [25], and [26] are
also introduced for the VD problem as the latest approaches
so far, which all of them are based on 3D-CNN for the feature
extraction part.

Another use of 3D-CNN can be seen in two-stream CNN
as a deep learning architecture frequently used in VD tasks.
This method became famous because of its ability to capture
spatial and temporal information. This approach involves
processing video frames using two separate streams - a spatial
stream that extracts static appearance information from the
frames and a temporal stream that captures the motion
information. The spatial stream feeds each frame’s raw RGB
pixel values into a CNN architecture to extract appearance
features. The temporal stream, on the other hand, computes
optical flow from the frames and feeds them into a separate
CNN to extract motion features. Finally, the output features
from both streams are merged to make a final prediction. In a
recent study, Pratama et al. [27] proposed a two-stream 3D
CNN model that uses RGB and optical flow images for VD.

B. CNN-RNN
Many researchers believe more than extracting features with
CNNs is needed for video data. They maintain that there
is a need for adding RNNs to their model to consider
the extracted features in a time interval. Therefore, they
proposed CNN-RNN models for anomaly detection in video
datasets. CNN-RNN models are a type of deep learning
architecture used for video analysis tasks requiring spatial
and temporal information. They are designed to combine
the strengths of CNNs and RNNs to capture spatial and
temporal features from video sequences. In hybrid CNN-
RNN models, the CNN component extracts spatial features
from individual frames, while the RNN component captures
temporal dependencies between adjacent frames. The CNN
component typically consists of several convolutional and
pooling layers that learn to extract features from individual
frames. The RNN component, on the other hand, takes the
output of the CNN component and processes it through a
series of recurrent layers that capture temporal dependencies
between adjacent frames.

Vosta and Yow [8] proposed a hybrid CNN-RNN model
that uses both CNNs andRNNs to extract spatial and temporal
features from the video frames. Hybrid CNN-RNNmodels in
video-based violence detection have improved performance
compared to models that use only CNNs or RNNs. These
models can effectively capture spatial and temporal features,
leading to better detection of violent events in videos. Later,
by replacing ConvLSTM with ConvGRU, another model
called ConvGRU-CNN was introduced in [28] for VD.

Another CNN-RNN model in VD was proposed in [29],
where authors added Bi-Directional LSTM to a CNN
feature extraction model for real-time anomaly detection in
surveillance cameras.

C. ATTENTION-BASED
Attention-based models are deep learning architectures
that selectively focus on certain parts of the input data
while ignoring others [30]. They are designed to improve
the performance of neural networks by allowing them to
weigh the importance of different input features selectively.
In traditional neural networks, all input features are given
equal importance, regardless of their relevance to the task.
Attention-based models, however, assign different weights
to input features based on their importance. This allows the
model to selectively attend to the most informative parts of
the input while ignoring irrelevant information. In video-
based violence detection, attention-based models can help
the network selectively focus on the most informative frames
or regions within a frame, leading to better performance.
For example, some approaches use spatial attention to
focus on specific regions within a frame, while others use
temporal attention to focus on specific frames within a video.
Using attention mechanisms, video-based violence detection
models can achieve higher accuracy while reducing the
computational cost.
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FIGURE 2. KianNet - the architecture.

In recent years several works have taken advan-
tage of attention mechanisms for violence detection
mainly in two categories of attention-based techniques:
Self-Attention (citejoo2022clip,zhang2021generative) and
MHSA (citezhou2023dual,rendon2021violencenet).

III. MODEL ARCHITECTURE
A. OVERALL ARCHITECTURE
The KianNet architecture has several steps, including Data
preprocessing, CNN-RNN, MHSA-ConvLSTM, and Clas-
sification. Fig. 2 offers a general picture of the KianNet
structure, showing how everything fits together.

• Data preprocessing: Each video file is divided into its
frames in a desired format, and the difference between
frame n and n+ 1 will be calculated.

• CNN-RNN: The frame differences gained from the
last step become an input for our ResNet50ConvLSTM
structure to extract their features in a time series
sequence.

• MHSA-ConvLSTM: The output of each ConvLSTM
is fed to an MHSA layer to find the most important
objects the model needs for detecting violence. This
attention module is followed by another ConvLSTM cell
to consider the recently extracted features in a sequence
of frames.

• Classification: After passing through the final ConvL-
STM layer, the output undergoes multiple max pooling
and fully connected layers to determine if the input video
is normal in binary classification. However, the model
aims to identify the specific type of violent event in
multi-class classification for each video input.

Fig. 3 shows the whole structure of KianNet in details of
each primary steps; Data Preprocessing, CNN-RNN,MHSA-
ConvLSTM, and Classification. Each of thesemain stages are
discussed in the following sections:

B. DATA PREPROCESSING
Video cameras capture videos depending on their supporting
resolution shown by FPS (Frame Per Second), which shows
how many frames are captured in a second. For instance,
a video that is recorded with an FPS of 30 for 10 seconds
will comprise 300 frames (30 frames per second × 10 sec-
onds = 300 frames). The figure in Fig. 4 depicts a selected
set of frames from a video file that the model will be trained
on.

In order to obtain a certain number of frames for the model,
some frames must be skipped, with the number determined
by skipped_frames. For instance, if we require 20 frames as
input and the video file contains 300 frames, skipped_frames

would equal 15. Thus, we will choose every 15th frame to
create our input sequence frames. Additionally, it is important
to consider that each video in the dataset has a different
size. Therefore, every frame needs to be resized to a unique
dimension to enhance compatibility with the model that
processes the frames. For this research, we have resized each
frame to a resolution of 224 × 224 pixels, which allows it to
work seamlessly with the ResNet50 model.

Given that this work aims to detect violence in videos,
we are not just looking at each frame as a standalone input.
Instead, we use the difference between two consecutive
frames to highlight the action. Therefore, we subtract each
frame from the next one to gain the action between time t and
t + 1 and ignore the parts that did not move during the time.
Then, the produced image from subtraction frames will be the
input for the feature extraction model. Instead of analyzing
each video frame, we need to find the differences between
frames in a period to show the movements. Figure 5 shows
the difference between two consecutive frames. Since each
frame is a uniform size of (224× 224), and this size remains
constant after subtraction, the input format for ResNet50 will
be (n_frames, n_row, n_column, n_channels), which in our
case is (20, 224, 224, 3).

C. CNN-RNN
1) CNN: RESNET50
Using CNNmodels in deep learning has become increasingly
popular for extracting features from image data. These
models are built with multiple layers, including convolutional
and pooling layers, that can identify the most crucial features
of input images. Several CNN architectures are developed
each year to handle different subjects and datasets. Some of
these models have become more widely used due to their
exceptional performance and efficiency. Examples of such
models include VGG, Inception, and ResNet, which have
various versions available [34].
While a CNN structure with multiple layers can assist the

model in identifying intricate features, the network’s depth
can cause vanishing gradient problems that can result in slow
convergence or even halt the learning process [35]. One of
the techniques to mitigate the vanishing gradient problem
and improve the training of CNNs is using skip connection
and residual blocks, which allows the gradients to flow more
directly through the network, bypassing some layers and
reducing the impact of the vanishing gradient problem [36].

In Fig. 6, we depict our experiments with different CNN
structures in our model to find the best technique to provide
us with higher accuracy with fewer parameters. The diagram
shows that different models’ parameters vary based on
their network’s depth and the convolutional layers they
incorporate. However, accuracy only sometimes follows this
trend. Although ResNet152 has more trainable parameters
than ResNet50, it does not achieve higher accuracy on the
UCF-Crime dataset. Despite having more parameters, this
discrepancy can be attributed to factors like the potential
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FIGURE 3. The detailed architecture of KianNet.

FIGURE 4. Divide a video file into its frames.

FIGURE 5. The subtraction of each neighbouring frame.

for overfitting, the specifics of the UCF-Crime dataset, and
optimization challenges arising from issues such as vanishing
or exploding gradients. As a result, we have chosen ResNet50
for KianNet as a CNN extraction because of its higher
accuracy with fewer parameters. ResNet50 does have enough
layers to extract features to detect the activities in a video and
use residual blocks that prevent the model from the vanishing
gradient problem [8].

Besides, ResNet50 has been pre-trained on large image
datasets like ImageNet [37], which provides the model with a
strong foundation for learning relevant features from images,
including those related to violence. This pre-training enables
the model to yield higher accuracy in violence detection

FIGURE 6. Comparison of using several CNN models in KianNet.

tasks, especially when trained on limited datasets [38]. Fig. 7
also depicts the ResNet50 structure we used in our proposed
model. This structure comprises five stages, each with a
varying number of residual blocks, and each block consists of
multiple convolutional layers. Besides, to better understand
the shape of each layer’s input and output, Table 1 provides
the details of each step of ResNet50.
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FIGURE 7. ResNet50 inner structure in our proposed model.

TABLE 1. The input and output size of each step in the proposed
ResNet50.

2) RNN: CONVLSTM
Given that we work with video datasets composed of
sequences of frames, we require a framework that can
effectively handle time-series data. RNNs are renowned
for managing time-series data in domains such as Natural
Language Processing (NLP), speech recognition, and video
analysis [39]. However, the standard RNNs also suffer from
gradient vanishing problems like CNNs. To address this, units
such as Long Short-Term Memory (LSTM) are invented to
take advantage of having a ‘‘hidden state’’ in the network that
can store information about the previous inputs, making them
suitable for tasks requiring context or memory.

LSTM has become a valuable tool for handling time series
data in neural network models. In this paper, we used the
ConvLSTM model, one of the modified types of LSTM
designed for dealing with images and works better than the
standard vanilla LSTM. ConvLSTM is a neural network
architecture that utilizes a convolutional layer at the input
gate to extract spatial features from each sequence frame
while capturing temporal dependencies between the frames
using LSTM layers. This combination allows ConvLSTM
to efficiently model the spatial-temporal structure in data,
resulting in fewer parameters required for training [40].
Among Bi-LSTM, ConvLSTM, and ConvGRU, we chose
ConvLSTM for our model. We preferred ConvLSTM over
the other two because Bi-LSTM lacks a convolutional layer to

FIGURE 8. ConvLSTM operations in details.

handle spatio-temporal information, and ConvGRU does not
have an explicit memory cell, which is crucial for capturing
long-term information.

In KianNet’s structure, the output of the ResNet50 from
the previous stage has a size of (n_frames, 7, 7, 2048), which
goes to the X(t−1) input of the ConvLSTM layer. We used a
convolutional operation with 256 filters with a filter size of
3×3 and a stride of 1 in all the gates (input, forget, output, and
the gate controlling the cell state). As a result, the hidden state
of the ConvLSTM consists of 256 feature maps. This means
that each of the gate mechanisms in the ConvLSTM operates
in a convolutional manner, making this model particularly
suited for tasks involving spatial data like images or video.
The output (hidden state) is a three-dimensional tensor (for
each step), maintaining the spatial structure of the input data
while encoding temporal dependencies. Therefore, the output
shape of our ConvLSTM will be (n_frames, 7, 7, 256).

D. MHSA-CONVLSTM
Researchers have been investigating methods to provide
machines with consciousness to bridge the gap between
humans and machines, thanks to the advancements in arti-
ficial intelligence over the past few decades [41], [42], [43].
One feature of human cognition that has been explored for
implementation in machine learning approaches, particularly
in computer vision, is the mental or vision saccades [44].

Many techniques in the field of computer vision have
been proposed to integrate attention mechanisms into deep
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learning models. Self-Attention [30], MHSA [30], and the
Convolutional Block Attention Module (CBAM) [16] are the
most commonly used attention models. In our proposed VD,
we used the MHSA technique to train the model to focus
on specific points where violent events are more likely to
occur. We analyzed the input feature map in a time sequence
structure. We used the MHSA layer to enhance the accuracy
of the final classification by selectively concentrating on
crucial parts [45].

Our model uses the ConvLSTM output as an input
(X ) to the proposed attention module. As Equation 1
shows, each input X reshaped to the size of (n_row ×

n_column, n_channels), undergoes a transformation to pro-
vide Q, K, and V by using learned weight matricesWQ,WK ,
and WV respectively.

Q = XWQ

K = XWK

V = XWV (1)

While the single attention function has dmodel-dimensional
keys, values, and queries, dmodel for an MHSA layer will be h
times dk , dk , and dv of a set of queries, keys, and values. Then,
these parameters are packed together into matrices Q, K,
and V, respectively. The Attention function will be calculated
as shown in Equation 2.

Attention(Q,K ,V ) = softmax(
QKT
√
dk

)V (2)

Since MHSA is composed of several single self-attention
modules, and each head represents one scaled-dot attention
layer, the MultiHead function concatenates the headi =

Attention(QWQ
i ,KWK

i ,VWV
i ) as Equation 3 illustrates in the

following

MultiHead(Q,K ,V ) = Concat(head1, . . . , headh)WO,

(3)

where WQ
i ∈ Rdmodel×dk ,WK

i ∈ Rdmodel×dk ,WV
i ∈

Rdmodel×dv , and WO
∈ Rhdv×dmodel are weight matrices in this

process.
Fig. 9 shows the details of the MHSA-ConvLSTM model

used in KianNet, where we utilize the output from the
ConvLSTM layer as input for ourMHSA layer. This approach
enables the model to concentrate on several objects, the same
as the number of attention heads configured in the MHSA
layer [46]. Following the application of these attention heads,
the feature map for each input frame proceeds through
another ConvLSTM layer.

The primary purpose of this step is to revisit and further
process the features prioritized by the previous attention
layers. Specifically, this second ConvLSTM layer facilitates
the model’s ability to consider these emphasized features
again, but this time over a temporal sequence of frames.
Therefore, the MHSA-ConvLSTM mechanism identifies the
most important features within each frame and tracks and

FIGURE 9. The details of our proposed MHSA-ConvLSTM structure in
KianNet.

FIGURE 10. Comparison the value of AUC in binary classification with
different number of heads.

analyzes them across a series of frames. In designing Kian-
Net, we strategically integrated the MHSA layer between
two ConvLSTM layers as our model’s specific components.
The primary rationale behind this decision was to cater to
scenarios where multiple objects are simultaneously involved
in various types of violent behaviours. This integration allows
our model to prioritize the most significant objects and
analyze them in the context of their previous and subsequent
frames. This distinctive configuration gives KianNet an edge
over other architectures, improving its precision in detecting
violent events.

One of the decisive factors in this attention technique is
the number of heads, which shows the number of attention
layers or heads used. Each head computes its attention scores,
allowing the model to focus on different features in the input
data. Each model can adjust the number of attention heads for
their specific task depending on the dataset and techniques.
Fig. 10 displays the value of AUC over the number of heads
(h) in our experiments for our proposed model, KianNet,
on the UCF-Crime dataset in binary classification. The blue
line indicates the highest AUC value at 97.48% when h = 8.
Consequently, we decided to use eight heads for our further
experiments.

We use a multi-head self-attention layer because it can
focus on several objects based on its number of heads.
Although other methods like CBAM can be used in our
model, the inner structure of our model, which contains
two ConvLSTMs, provides us with convolutional layers with
LSTMs, which work well on sequences of frames. This
approach captures the spatial and temporal dynamics within
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FIGURE 11. MaxPooling and Fully connected layers in classification stage
of KianNet.

TABLE 2. Details for several datasets in violence detection.

the sequence, enhancing the model’s overall understanding
and interpretation of actions across time.

E. CLASSIFICATION
The final stage of the proposed model will be in the shape
of a 4-dimensional tensor including n_frames, n_rows, and
n_column, n_channels. Fig. 11 illustrates the layers of the
classification stage. In that, after applying a 3D MaxPooling
layer of size (2×2), we flatten the tensor (n_frames, 3, 3, 256)
into a vector of the size of (1, n_frames × 3 × 3 ×

256) for classification object. Then, reduce the dimen-
sion by dropping out the less important features. Finally,
we only need to use several fully connected layers of size
1000, 256, 10, n_classes to classify the input video as normal
or violent (abnormal).

IV. EXPERIMENTS
In this section, we present the experimental results of our
proposed model, ‘‘KianNet’’, and show how this model
improves the violence detection performance in our trained
video datasets, UCF-Crime [9] and RWF [17].

A. DATA
While finding a dataset that covers all types of violent
behaviour may not be possible, several datasets shown in
Table 2 can assist in violence detection.

One of the benchmark datasets in VD, which includes
different types of violent behaviour captured by surveillance
cameras, is UCF-Crime. Several examples of this dataset are
shown in Fig. 12.
The UCF-Crime dataset includes 1900 videos of 13 crime

categories captured from surveillance cameras in various
situations with diverse backgrounds. As a result, a model
trained on this dataset is more likely to detect violence when

FIGURE 12. Example images of UCF-Crime dataset [9].

presented with new input videos accurately. UCF-Crime is
usually considered a binary classification where it divides
into a group of 950 data, including 13 types of crimes
and 950 data for normal scenes. However, they can also be
considered individual groups for detecting their specific type
of crime. In this case, we only used 700 videos, including
50 from each of the 14 categories.

UCF-Crime has been modified in [8] by adding two new
subcategories: 4MajCat and NREF.

4MajCat sub-dataset divides the dataset into four major
categories: Theft, Vandalism, Violent behaviours, and Nor-
mal, which distinguishes more clearly between videos.

NREF contains 300 videos of Normal Road accidents,
Explosions, and Fighting split into 5 seconds. In this sub-
dataset, the Normal category is gained by the trimmed
parts of the violent video, which has the same objects and
backgrounds, which helps the model to be trained more
accurately.

Table 3 explains the details of the UCF-Crime dataset when
it is used for binary classification (Binary), all categories
(AllCat), and the two modified sub-categories, 4MajCat and
NREF.

Another dataset captured from real-world scenes using
surveillance cameras is RWF, which contains 2000 real-world
fighting videos for 5 seconds. Fig. 13 represents several
samples of the RWF dataset.

We chose the two benchmark datasets, UCF-Crime and
RWF because they derive from real-world events. In contrast
to other datasets used in VD, such as HockeyFight, where
data is collected in the same environments with many similar
objects, UCF-Crime and RWF encompass a wide range of
scenarios, positions, situations, and objects. As a result, our
proposed model is more likely to perform efficiently in
real-world applications when adequately trained on these
datasets.
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TABLE 3. Details of the UCF-Crime dataset’s variants; Binary, AllCat, 4MajCat, and NREF.

FIGURE 13. Example images of RWF dataset [17].

In the next section, we will evaluate our proposed
method using the aforementioned datasets and compare its
performance with other models to demonstrate its efficacy in
different approaches.

B. PERFORMANCE METRICS
This study uses two primary metrics to evaluate the model’s
performance: Accuracy and AUC (Area Under Curve).
Accuracy measures the percentage of correctly classified
instances by a model (Equation 4). It is calculated as the
ratio of correctly classified instances to the total number of
samples in the dataset. In the case of binary classification,
accuracy can be calculated as Equation 5, where TP = True
Positives, TN = True Negatives, FP = False Positives, and
FN = False Negatives.

Accuracy =
#Correct_predictions
#Total_predictions

(4)

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

While accuracy can be a helpful metric for evaluating the
overall performance of a model, it can be misleading in some
cases. For instance, in a dataset with imbalanced classes,
where one class is much more prevalent than the other,
a model that predicts the majority class for every instance
can achieve high accuracy, even if it fails to classify instances
of the minority class correctly. Another drawback of using
accuracy is using a threshold (default set to 0.5 for binary
classification), which is tricky. If the threshold is set too low,
the model classifies many scenes as violent files, including
many normal activities. Also, if set too high, many crimes
will be missed, increasing the false negative rate.

On the other hand, AUC is a performance metric used
to evaluate the quality of a binary classification model’s
predictions. It measures the ability of the model to distinguish
between the normal and abnormal classes in our case. AUC
is typically used in the context of the receiver operating
characteristic (ROC) curve, which is a plot of the True
Positive Rate (TPR) against the False Positive Rate (FPR)
at various classification thresholds. Therefore, AUC can
work as a threshold-independent metric. The AUC is then
calculated by computing the area under the ROC curve, which
ranges from 0 to 1, in that, as the value is close to 1, it shows
a more robust classifier.

C. SETTINGS
Wedid several experiments for our proposedmodel, KianNet,
using ResNet50, ConvLSTM, andMHSA viaKeras libraries.
We set batch_size = 16, learning_rate = 1 × 10−4,
epochs = 50, glorot_uniform as the initial weight, and
RMSprop as an optimizer to compare the KianNet model with
other methods on UCF-Crime and RWF datasets.

D. EVALUATION AND COMPARISON
1) EXPERIMENTS ON RWF
RWF has become one of the benchmark datasets in recent
years. Several models achieved high accuracy, more than
80% in classifying violent or non-violent behaviours like 2D
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TABLE 4. Binary classification on RWF dataset based on accuracy.

TABLE 5. Binary classification on UCF-Crime dataset based on AUC.

CNN+LSTM [49] and Violence 4D [47]. We run KianNet
on the RWF dataset to evaluate the capability of our model
in violence detection with real-world fighting movies. In our
experiments, we trained the model by 80% of the dataset
while the rest was selected for testing. Table 4 compares
KianNet with several other models on the RWF dataset based
on accuracy, where our proposed model achieved the highest
accuracy of 96.21% for violence detection.

2) EXPERIMENTS ON UCF-CRIME
The UCF-Crime dataset includes 13 types of anomalies,
while the rest are all normal scenes. Many researchers
evaluated their model using AUC for their experiments on
the UCF-Crime dataset. This is because AUC is a suitable
performance metric due to its threshold independence feature
and the ability to work with imbalanced data, which can
play an essential role in UCF-Crimemulti-class classification
tasks, where each category has various samples.

In Table 5, several VD models are compared using AUC
in binary classification on the UCF-Crime dataset. As we can
see from Table 5, the MIL-C3D model proposed by Sultani
et al. in their paper [9] gained 74% in AUC. Also, Zhong
et al. in [17] presented TSNmodels based on RGB and optical
flow, with the value of AUC 82% and 78%, respectively.
However, one of the best models for violence detection on
UCF-Crime was proposed by Ullah et al. in [29] where they
applied a multi-layer BD-LSTM technique to achieve 85% in
AUC.

TABLE 6. Precision, recall, and F1-score equations.

TABLE 7. Comparison between KianNet and ResNetConvLSTM on the
UCF-Crime AllCat dataset.

TABLE 8. Ablation study of architecture ResNetConvLSTM and KianNet:
ResNet50ConvLSTM-MHSA-ConvLSTM on UCF-Crime original and
modeified datasets based on accuracy and AUC.

E. ABLATION STUDY
For the ablation study, a double experiment was proposed to
test how using a multi-head self-attention module followed
by a ConvLSTM layer mechanism affected the violence
detection on the UCF-Crime dataset regarding Accuracy
and AUC. Although a more powerful backbone network
was used than in previous work, we considered it inter-
esting to check how the performance improved by using
the attention mechanism. When comparing our proposed
model with the one without the MHSA-ConvLSTM module,
we obtained better results in accuracy and AUC. Table 8
presents the results of the ablation study of the architecture
of ResNet50ConvLSTM and KianNet, where the MHSA-
ConvLSTMmodule was added to the previous model. As can
be seen in Table 8, both accuracy and AUC were consistently
better when the attention module was used. The most
significant improvement of using KianNet happened when
the model was applied to the binary classification dataset,
where the AUC value rose from 81.71 to 97.48 percent. There
are also improvements in violence detection performance
in other datasets, NREF, 4MajCat, and AllCat. Another
challenge in UCF-Crime is classifying each video in the
exact match class in AllCat. Therefore, the classifier should
classify each input into one of the 13 crime types and normal
in AllCat. The situation worsens when some categories are
too similar to distinguish them, like shoplifting and stealing.
However, KianNet improved the accuracy value for this
classification marginally from 22.72% to 23.88%.

In Table 7, we also compared KianNet with ResNetCon-
vLSTM [8] in Precision, Recall, and F1-Score in addition
to Accuracy and AUC to show the importance of the
added attention mechanism to our proposed model. Table 6
shows how each measurement will be calculated. Precision
calculates by aiming to diminish the effect of False Positive.
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Recall is vital because of the ability to show the importance
of False Negatives, which is essential in violence detection
problems. Considering both values, the F-1 score is the
harmonic mean of Precision and Recall. Therefore, we have
a much more reliable model when the value of the F1-Score
is higher.

V. CONCLUSION AND FUTURE WORK
This paper introduced KianNet, an approach for violence
detection from surveillance camera footage. To deal with
such video datasets, we used ResNet50 to extract features
from each video frame and the ConvLSTM technique for
considering the relationship between frame sequences. We
also brought vision saccade to our model through MHSA
to make the model more conscious, like how the human
brain works. We conducted extensive experiments using the
UCF-Crime dataset (original and modified versions) and
the RWF dataset to test our proposed model, KianNet.
The results demonstrated KianNet’s superior performance to
other violence detection techniques in binary classification.
This further underlines the potential of our approach for prac-
tical implementations in violence detection and prevention.

• Despite the outstanding performance of KianNet in
Violence Detection, the number of training parameters is
high due to the use of two attention mechanisms in the
model’s architecture. Therefore, we will work on designing
a lightweight VD attention mechanism in our future work.

• To better understand the actions happening in a video
file, we can offer a technique to recognize the action after
the feature extraction part by using YOLOv3 to recognize the
extracted body part and then build separate ConvLSTM to
learn the movement patterns of each body part.

•KianNet can also be applied to other areas to analyze and
detect several events. With its unique learning structure and
strong performance in detecting violent behaviour from video
surveillance, it can be effectively employed in areas such as
fall detection in homecare settings or hospitals.

• Another improvement we can make to our technique
is using the original image alongside the moving parts
gained from the subtraction of frames to improve the feature
extraction.

• Since we work on videos, which usually have sounds,
it would be much more helpful if we use the sounds as a
separate line of input to the model to detect violent actions
in videos more accurately.
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