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ABSTRACT Spectral super-resolution is critical in transforming multispectral images into hyperspectral
variants. Its profound importance is evident, yet its adoption in medical imaging reveals a palpable gap.
Historically, many networks rely on correlation for grouping spectral bands within the visible light spectrum.
However, several medical case images are enriched with information in the near-infrared spectrum, mainly
attributed to the near-infrared’s ability to penetrate the cellular surface, thereby accessing deeper layers of
information. Therefore, grouping from a new perspective is very important. To bridge this gap, we introduce
a Spatial-attention Transformer In Spectral-probability Transformer Network (TNT++), explicitly designed
to enhance the spectral super-resolution of medical imagery. This methodology is tailored uniquely, drawing
upon the inherent pixel statistical properties typical of medical hyperspectral images. Notably, by calculating
the entropy value based on the pixel distribution of individual spectral bands, we unveiled the inherent joint
spectral entropy patterns in the dataset, introducing an entropy-based grouping and revealing the nuances
in image disorder levels—subtleties previously neglected. Our revamped transformer exhibits superior
adaptability, proficiently capturing both the spatial and spectral complexities while adeptly navigating the
intricacies of image architectures. Rigorous evaluations on the open-source Multidimensional Liver Cancer
pathology dataset validate our model’s excellence. Outshining six contemporary state-of-the-art (SOTA)
techniques across four established metrics, it achieves a PSNR of 31.95dB and an SSIM of 0.9065, marking
a significant stride forward in this discipline.

INDEX TERMS Entropy, medical images, spectral super-resolution, transformer.

I. INTRODUCTION biomedical spectral imaging. Among the numerous promis-

Hyperspectral images find extensive applications across var-
ious sectors such as remote sensing, agriculture, mining,
military, and more. In the medical domain, based on the
electromagnetic properties of hyperspectral images and their
interactions with different materials, distinct organs, and
tissue molecules exhibit unique response curves to vary-
ing spectral wavelengths. Building on this foundational
theory, a myriad of spectral imaging systems have been
employed to probe biological organ tissues, aiming to glean
enhanced medical insights. Such information propels med-
ical advancements, emphasizing the growing importance of
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ing prospects, microscopic cellular hyperspectral images
stand out. Unlike conventional RGB images, Microscopic
HyperSpectral Images (MHSI) amalgamate both spatial and
spectral information and have been successfully deployed
in identifying a range of diseases, including brain cancer,
oral cancer, skin cancer, prostate cancer, tongue cancer, and
cholangiocarcinoma, among others [1], [2], [3], [4], [5],
[6]. Such data often furnishes more precise outcomes for
segmentation and classification. Tissue cells and molecules
reflect differently across the spectrum. However, from a hard-
ware perspective in capturing hyperspectral images, various
acquisition methods like Whiskbroom [7], Pushbroom [8],
Snapshot [9], and Staring [10] have been proposed. Still,
compromises are inherent concerning acquisition costs and
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other factors. Instruments commonly used for microscopic
hyperspectral acquisition are prohibitively expensive, cou-
pled with a convoluted data-gathering process. Hardware
constraints often make it challenging to achieve high spatial
and spectral resolutions concurrently, limiting the applica-
tion scope of hyperspectral images. Consequently, there’s a
growing interest in reconstructing hyperspectral images from
conventional RGB images, a technique aptly termed Spectral
Super-Resolution (SSR) [11].

SSR techniques primarily bifurcate into data-driven and
prior-based approaches [12]. Within the prior-based category,
prominent methods encompass Dictionary Learning, Mani-
fold Learning, and Gaussian Process. The hallmark of these
methods lies in their capability to reconstruct hyperspectral
images even when confronted with limited datasets. Nguyen
et al. proposed a method that fits color images through differ-
ent camera response functions, which are then subjected to
white balance adjustments. Subsequently, the reconstruction
of hyperspectral images is achieved based on radial func-
tions [13]. Robles-Kelly introduced a hand-crafted inversion
algorithm, assimilating insights from changes in light sources
and appearance [12]. Arad and Ben-Shahar capitalized on
spectral priors to establish a super-complete dictionary for
hyperspectral image reconstruction [11]. An enhancement to
the Anchored Neighborhood Regression (ANR) combined
the merits of ANR and Simple Functions (SF). A+ hinges
on the features of ANR and anchored regressors. However,
in contrast to learning regressors in the dictionary, it leverages
the entirety of the training material, echoing the approach of
SF [14]. Methods grounded in priors are often constrained
by a handful of known handcrafted features priors, enabling
them to restore only superficial features. Their efficacy tends
to wane when dealing with contemporary datasets character-
ized by complexity and rich image structures.

In recent years, with the enrichment of hardware equip-
ment and data, data-driven methods have gradually become
the mainstream for hyperspectral reconstruction, for exam-
ple in textile, agriculture, and remote sensing industries
[15], [16], [17], [18]. Convolutional Neural Networks
(CNN)-based methods like the HSCNN-D [19] approach
integrate path expansion through a dense structure, concate-
nating the outputs of convolutional kernels across various
scales, thereby surpassing the earlier version, HSCNN [20].
Multiscale CNN [21]harnesses spectral similarity to recon-
struct hyperspectral images in a multi-granular manner.
By synergistically combining the strengths of both 2-D and
3-D convolutional neural networks, it achieves a refined and
comprehensive reconstruction, progressing from a coarse to a
more detailed representation. The Dense-Unet [18] operates
without relying on any prior knowledge, offering an end-to-
end reconstruction of hyperspectral images. Attention-based
methods like HRnet [22], AWAN [23], and DRCR [24]
guide models to pay attention to spectral similarity within
images. The HRnet method [22] utilizes Pixel-Shuffle for
sampling to retain more information and incorporates the
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Squeeze and Excitation (SE) channel attention mechanism to
feed multi-scale information into the network. The AWAN
[23] method, drawing inspiration from the Nonlocal net-
work, introduced the Patch-level Second-order Nonlocal
(PSNL) and DRAB dual residual channel attention blocks.
Tailored loss functions were devised based on the camera
response function. Notably, in the 2020 NTIRE competi-
tion, it clinched the first prize in the clean track. DRCR
method [24], when symmetrically embedded with the Chan-
nel Re-calibration Modules (CRM) module under the UNet
structure, is used to learn spectral similarity. It achieved third
place in the NTIRE2022 competition. MST++4 [25] and
MST [26] use transformers to capture long-distance infor-
mation. However, methods based on CNN are insufficient
in capturing long-range information and struggle with com-
plex medical images. Attention-based and transformer-based
networks rely on spectral self-similarity. Analyzing spec-
tral images using spectral similarity methods has already
been applied in various fields [27]. However, in the domain
of SSR, some studies have noted the occurrence of inter-
ference between spectral bands, and [28] suggests that
networks should be designed based on sensor characteristics.
Hang et al. [29] harnessed the interrelation between spectral
bands and the inherent association between hyperspectral and
RGB images. They introduced a methodology that involves
grouped reconstruction and back-mapping tailored for RGB
training. A type of model for spectral group recovery based
on physical prior design has been proposed. However, These
methods often lack a more intuitive basis for categoriza-
tion. Medical data information is predominantly concentrated
in the red and near-infrared spectrum. Conventional group-
ing strategies calculate correlations and primarily rely on
mapping hyperspectral images to RGB priors. However,
this approach might be unsuitable for medical image data
involving the near-infrared band. Thus, developing a reliable
grouping strategy tailored for specific medical data is an
urgent issue [30].

Park et al. [31] and Kim et al. [32] have utilized regression
analysis for SSR of medical RGB images. The advantage is
that less data and just a smartphone are sufficient for SSR.
However, linear and polynomial regression can only recon-
struct shallow features. Sharma and Hefeeda used residual
networks for hyperspectral reconstruction of RGB images of
veins [33]. However, due to the limitations of the method, The
reconstruction results can still be further improved. Ma et al.
[34] proposed an approach based on unsupervised learning to
enhance the spectral and spatial resolution of microscopic cell
imaging, which is of significant importance. However, there
is still a need for spectral scanning equipment to obtain low
spatial resolution spectral images. In practical situations, this
is more costly compared to obtaining high-resolution RGB
images. Ortega et al. [35] proposed a computationally effi-
cient super-resolution method to enhance spatial resolution,
which holds tremendous application value. However, this also
necessitates the use of spectral imaging equipment to capture
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low-resolution hyperspectral images. In summary, existing
deep learning-based SSR methods have paid less attention to
the medical field, and most methods are deployed in daily life
scenarios, as well as remote sensing and agricultural imaging
datasets [36]. Only a few works have recognized the potential
of SSR in the medical field, but these methods are based on
expensive snapshot hyperspectral cameras [37].

In light of the advent of the Vision Transformer, a variety
of transformer-based models have been proposed in recent
years. Among them, Transformer in Transformer (TNT) [38]
stands as a superior deep learning model, employing two
layers of transformers for visual tasks. In this architecture,
each image patch is treated as an individual sequence. The
inner transformer performs a secondary segmentation on the
image to extract more refined object features. The processed
results are then added to the input and subsequently fed into
the outer transformer for final output.

The Metaformer [39] posits that the impressive perfor-
mance of transformers across various computer vision tasks
is attributable to the robustness of the transformer archi-
tecture itself. To substantiate this claim, the Metaformer
replaces the multi-head attention mechanism with simple
pooling layers. Experimental results on multiple high-level
tasks, such as object detection, semantic segmentation, and
image classification, demonstrate that the network retains
its competitiveness even with this modification. The pres-
ence of various transformer models, particularly TNT and
Metaformer, indicate the versatility and robustness of the
transformer architecture, thereby making a strong case for its
applicability in diverse visual computing scenarios.

To address the aforementioned issues, this study proposes
the Spectral-Possibility Transformer and TNT-++, which
utilize the degree of image disorder for spectral grouping
and perform SSR from both spatial and spectral dimensions.
Incorporating the advantages of both Metaformer and TNT
and delving deeply into the laws of image entropy, this
study aims to address the aforementioned issues. We intro-
duce the Spectral-probability Transformer and TNT-++,
which leverage the degree of disorder in images for spec-
tral grouping and calculating the spectral similarity matrix.
These models perform SSR from both spatial and spectral
dimensions.

1) This study established a theoretical model for micro-
scopic hyperspectral reconstruction and analyzed the regular-
ity of the level of disorder in hyperspectral images based on
entropy values. Moreover, to the best of our knowledge, there
is limited research on reconstructing microscopic hyperspec-
tral images from microscopic RGB images.

2) This study customizes a new transformer for medical
datasets. Thanks to prior analysis, it possesses enhanced
generalization capabilities and reduced computational
complexity.

3)This study introduces entropy-based grouping. Distinct
from previous grouping methods, entropy-based grouping
neither relies on hardware information nor on the prior map-
ping from hyperspectral to RGB. It can be achieved with
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straightforward computation. To the best of our knowledge,
this marks the inaugural application of information entropy
in this domain.

4) The TNT++ proposed in this study surpasses the
6 advanced methods of RGB reconstruction of microscopic
hyperspectral images. It reconstructs the microscopic hyper-
spectral images of 30 bands in the 550nm-1000nm range from
the RGB image.

The remainder of this paper primarily introduces the
proposed Probability Multi-head Self-Attention (P-MSA)
mechanism and the model structure, presenting the recon-
struction results in three ways. Ablation experiments validate
the effectiveness of the proposed module and grouping
strategy

Il. RELATED WORK

A. HISTOPATHOLOGY DATA

Histopathology holds tremendous potential value for disease
diagnosis. However, the majority of existing histopathology
datasets focus on RGB images. Such RGB images limit the
capacity of deep learning models to fully harness their infor-
mation utilization capabilities. According to the literature
[5], this dataset is among the few hyperspectral microscopy
datasets available. Furthermore, the dataset provides detailed
annotations. Moreover, as provided in the literature, near-
infrared can penetrate the cellular surface [40], accessing
deeper layers of information, a feature frequently observed
in case images. The microscopy cell imaging and dataset
acquisition process is illustrated in Figure 1, as highlighted
by the yellow box depicting the microscopy imaging system.
All these aspects underscore the considerable potential and
value of this dataset for spectral super-resolution research.

B. PROBLEM DESCRIPTION

The microscopic image, illuminated by a 550-1000nm light
source, is transmitted to the color CCD. Its photosensitive ele-
ments collect the light intensity, and the Bayer filter records
the blue, red, and green components. These color components
are then read out as numerical values. L represents the inten-
sity distribution of the halogen lamp light source wavelength,
M, represents the reflectance of the microcellular surface
after staining with He dye, and B? as the SRF (Spectral
Response Function).

Lirxwxc) = A LM, B M

In a general sense, X(waX 2) can be considered as the real
MHSI, X(waX ) is obtained by multiplying L with M.
Luswxey = /)L X (5w x2) B @)

In discrete cases, equation (1) degenerates to equation (2),
where n is the index of the discrete representation of the
wavelengths. Based on the spectral resolution of the dataset,
the spectral band step size is obtained as 7.5nm.

I xwxc) = Zn Xt W 2 B (&)
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FIGURE 1. Microscopic hyperspectral image acquisition process and
spectral super-resolution.

To simplify the expression in equation (3). where
I eRAY*C denotes the vectorial representation of RGB
image, X RAW XA represents the corresponding HSI, and
B cR**C s the SRE. Lens noise D eR”W*C s also incor-
porated to simulate a real camera shooting scenario.

I=XB+D “

As can be seen, super-resolving hyperspectral images from
RGB images are a severe ill-posed problem. According to the
pioneering work of Arad and Ben-Shahar [11], the feasibility
of reconstructing hyperspectral images from RGB can be
categorized under the following two assumptions:

1) The spectral signal of the sensor is restricted to a
low-dimensional form in high-dimensional space.

2) Within this low-dimensional form, the frequency of
isochromatic heterogeneities is very low.

As illustrated in Fig.1, this reconstruction satisfies the
aforementioned two conditions. Hyperspectral images and
microscopic color images are obtained under the same light
source. Through Acousto-Optic Tunable Filter(AOTF), the
continuous spectral signal is reduced to discrete spectra.
As the observed samples are all microscopic cells stained with
H&E dye, there are relatively few instances of same-color-
different-spectrum.

C. THE ENTROPY OF MHSI

Entropy is often used to measure the level of disorder in
an image [41]. Based on this, the pixel distribution of a
single-band image is computed. The index i indicates the
statistical probability of pixels of size i, and the index j
refers to the j th spectral segment. The notation PEEERM“%
denotes the matrix of pixel distributions across all spectral
bands, and vXeR**! denotes the vector of entropy values
for each spectral band. count(Xz » w  2,,)) is used to calculate
the pixel distribution of each spectral band.

pX _ count(X(wax,ln))
j
HW

&)
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255
X X
v == " Pllog,P) (6)

i=0

As illustrated in Fig.2. The middle bands 6 to 20, i.e.,
the red bands, are complex and relatively chaotic, while the
entropy values of the early bands 21 to 30 and late bands 1 to
5 are lower, and the entropy distribution of the late bands is
concentrated. This regularity can be used to solve the problem
of the number of groups in group recovery.

Various molecules within cellular tissue (such as proteins,
lipids, nucleic acids, etc.) possess corresponding absorption
and emission spectra, resulting in significant differences in
results across different spectral bands. The reconstruction
model, denoted as H, is considered. The input is the RGB
image I, and the reconstruction result isX.

X=H() )

S(X) represents the prior constraint of the entropy range,
serving as the prior knowledge of the model. When the
entropy of different bands in X exceeds the reward range,
it returns to penalize the loss of the network.

Compared to previous direct computations of the norms
between the reconstructed result X and the sample X the
introduction of statistical measures P?f and P?f can be viewed
as an entropy convex optimization problem. The first term
represents the distance between the reconstructed distribution
and the sample distribution, calculating the spectral aggre-
gation feature differences. The second term calculates the
difference in entropy values between the two, indicating the
disparity in their levels of disorder. This first term is used to
design the new input for the transformer.

s (XX) = Zleog Y [v¥ -

ij

o ®

The process of solving model H is a constrained opti-
mization process. L (X,f() represents the prior knowledge

concerning the number of spectral groups. R, indicates the
grouping of the matrix by channels, as shown by the entropy
prior principle in Fig.2 where g is the grouping index, and G is
the total number of groups. The notation | ||r represents the
computation of the discrepancy between the reconstruction
result and the true result.

L) -2 roo-w (9)], o

Meanwhile, o and A serve as the influencing coefficients.
Therefore, the problem is formulated as follows:

H= argénin HX—XHF +alL (X,X) +AS (X,X) ,
s.t. X =H () (10)
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FIGURE 2. Comparison of entropy-based pooling versus global pooling. Global pooling can extract spatial information with higher entropy
values but lacks representation for spatial information with lower entropy values. This limitation primarily arises because global pooling
captures scenarios where information frequencies are high, overlooking representations when information frequencies are low. After grouped
pooling, spatial information during low entropy values is preserved, providing a reliable prior for subsequent local information modeling.

D. ATTENTION MECHANISM AND TRANSFORMER

The flexible use of attention mechanisms in image seg-
mentation, classification, super-resolution, and many other
computer vision fields has gained great attention. The atten-
tion mechanism is combined with the design of the human
cognitive process so that the model emphasizes the atten-
tion to different details of the image. Based on this, the
transformer architecture further developed in recent years
has a stronger ability to process sequences. According
to different tasks, researchers develop different attention
mechanism strategies and embed them in transformer. For
example, swin-transformer based on Window Multi-head
Self-Attention (W-MSA) uses different Windows as head-
ers. Channel Multi-head Self-Attention (C-MSA) for channel
attention mechanisms is a Restromer developed with a single
channel as the header.

lll. PROPOSED METHOD
Multi-level structures process feature maps of different
scales, thus avoiding the spatial information loss caused by
Unet-like methods [30]. The inspiration for this work comes
from TNT [38] and Metaformer [39]. On one hand, we com-
bine the internal and external reconstruction of images from
TNT, and on the other hand, Metaformer proposes a general
architecture for transformers. We leverage the idea of a gen-
eral framework to enhance the performance.

capability of the spatial attention mechanism [38] The
inner transformer adopts spatial attention, is capable of mod-
eling local information [42], and uses residual connections
[43] to avoid gradient vanishing. There exist two conflicting
viewpoints in the SSR field [30], i.e., spectral similarity [25],
[29], and interference among different spectral bands [21],
[44]. To address this issue, the inner transformer performs
group recovery based on the level of entropy disorder, with
the number of groups set to 3. The outer transformer per-
forms channel-weighted reconstruction, and the design of the
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P-MSA considers pixel distribution to generate Q; and K;.
By considering the degree of feature map disorder, channel
dimension information is adjusted again.

Based on Fig 2 and equation (9), group pooling will be
applied to the internal transformer reconstruction, and as
analyzed from the visualization results in Fig 2, different
group pooling can better retain multi-dimensional informa-
tion. Furthermore, according to the entropy prior curve on the
right of Fig 2, and equations (8) and (6), the pixel distribution
possesses a degree of similarity, therefore, weighting scores
should be assigned based on the pixel distribution, which can
be computed according to equation (10). The model achieves
the optimal solution under several prior constraint scenarios.

A. NETWORK ARCHITECTURE

In equation (9), the variable i represents the scale ratio at
the current branch of the multi-scale network. The pixel
unshuffle operation is defined as the channel concatenation
of all possible shifted versions. As shown in Fig 3(a)

AU x450) _ pixelunshuffle; (Aﬁf XWXC)) (11)
we represent AU X450 56 AL The index i represents the
network sampling scaling ratio. Feature maps from different
sampling layers will pass through TNT++-, and the results
of different scales will be up-sampled and concatenated at
different levels. The inputs from these different levels will
then go through TNT++ again, facilitating cross-scale fea-
ture fusion. We denote TNT++ as T.

B, =T (Aii) (12)

Pixel-shuffle is an up-sampling method, and B; represents the
result after the i-th sampling feature map passes through the
backbone.

C, = Concat[Pixelshuffle (B3) , Bo] (13)
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FIGURE 3. (a) Overall architecture of our model (b) Composition of TNT++ (c) Inner transformer (e) Structure of a
single-head P-MSA (f) Spatial structure for complex understanding of space similarity (g) Feedforward network The
entropy grouping strategy is employed to compute spatial contextual information. The external transformer takes into
account pixel aggregation characteristics and utilizes a linear layer to adjust the aggregation distribution features,

aligning them closer to the actual distribution.

we represent Pixelshuffle (B3) as BgT and so on.

C; = Concat (BgT,Cg,&) (14)

Finally, the previous features are concatenated and combined
with the input to obtain the result, and the multi-channel
features are fused through the convolutional layer.

ConV2d{Concat[B3T (05 TCT Conv2d (Ajp) 1}
(15)

AOut

B. INNER TRANSFORMER
Based on Fig.2 and Equation (9), the internal transformer
will conduct entropy grouping, completing the preliminary
grouping reconstruction. The input is divided into groups to
obtain Xj,, and spatial weights are generated by processing
single-group information through average pooling and max
pooling. As shown in Fig 3(c)
Xin = Rg (Conv2d(A)) (16)
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M = Concat [Maxpool (Xin) , Avgpool (Xin)] ~ (17)

Subsequently, the spatial attention matrix is normalized.
As shown in Fig 3(d)

HyW . .
Attn 7% 7 = sigmoid [Conv2d (M)] (18)

The spatial attention matrix is subjected to a Hadamard
product with the input, and the result is propagated forward,
yielding the output of the inner transformer.

H =X, - Attn + X,
Inner (A;) = Gelu{Conv2d[Layernorm (H) ]}) + H

(19)
(20)

C. OUTER TRANSFORMER

Based on equations (5) and (8), the computation of pixel dis-
tribution difference will be carried out through P-MSA.The
result of the inner transformer is normalized first. Then,
for the P-MSA, the distribution of Xin is initially evaluated
through pixel statistics, and Q; and K are calculated through
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a linear layer. As shown in Fig 3(d) and Fig 3(e)

256%C) count (Xﬁfxwxc))
X count = HW 2D
Q¥56%C K256xC _ Ljincar [X(Cﬁ?”xc)] (22)

V = Linear [reshape (ngxwxc))] (23)

The attention matrix is calculated based on the Q; and K;
values obtained through the pixel distribution computation.

AttnjC *C — softmax (K]-TQ]-) (24)

X, = Concat (Vj - Attne*€ ) (25)

D. COMPARISON OF DIFFERENT SELF-ATTENTION

The following are simplified diagrams of three types of atten-
tion, excluding tricks such as position encoding and masking.
The focus is on the generation of attention and the result
output computation, which are the parts with the greatest
differences in complexity.

As shown in Fig 4, Spatial-MSA (S-MSA) utilizes global
information to generate Q, K, creating spatial information
weights. Channel-MSA (C-MSA) employs channel informa-
tion for generating Q, K, producing channel weights. On the
other hand, P-MSA solely requires pixel distribution prob-
ability information to generate Q, K, also yielding channel
weights.

The most significant difference in complexity calculation
lies in two matrix multiplications. The complexity of the
spatial multi-head attention mechanism can be obtained from
the [25].

O (S — MSA) = 2C (HW)? (26)

The computational complexity of the spectral multi-head
attention mechanism can be obtained from [25] and [45]. N is
considered as the number of heads in the multi-head attention
mechanism.

CZHW
O(C —MSA) =2

27)
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TABLE 1. Computational complexity of different attention mechanisms.

Complexity S-MSA C-MSA P-MSA
Params 68080 59980 45720
Giga FLOPs 1.89 0.06 0.02

The computational complexity of the P-MSA mechanism can

be calculated as follows.

C’HW N C?256
N N

OP —-MSA) = (28)
It can be observed that, when the spatial resolution
exceeds 256, the complexity of the channel multi-head
attention mechanism and spatial multi-head attention
mechanism will be higher than the complexity of
the pixel distribution multi-head attention mechanism.
Additionally, the P-MSA encapsulates spatial dimension
information. Therefore, for images with different struc-
tures but the same pixel distribution, the calculated
self-similarity matrix will remain consistent, showcasing
better generalization capabilities. TABLE 1 computes the
computational complexity of different multi-head attention
mechanisms.

IV. EXPERIMENT

A. SETTING

The hyperspectral dataset used in this study is sourced from
[5], with the original image dimensions being 1024 x 1280.
The RGB image is synthesized through SRF and augmented
with lens noise to simulate a real-world dataset. The data
splitting strategy employed in this study ensures a fair distri-
bution of instances across the training, testing, and validation
sets to mitigate the risk of inter-patient biases. Specifically,
a stratified splitting approach was adopted, where the data
was divided in a manner that maintains the same distribu-
tion of patient characteristics (e.g., age, condition severity,
etc.) across all three sets. This strategy ensures that each
set—training, testing, and validation—is representative of the
overall patient population, thus providing a reliable basis for
evaluating the model’s performance without overestimation.
The partitioning was performed such that 80% of the data
was allocated to the training set, and 10% each to the testing
and validation sets, while adhering to the stratified splitting
criteria to maintain the consistency in patient representation
across the sets.

This study employs a patch-based training strategy. The
image patch size is set at 256 x 256, the feature extraction size
is 30, and the batch size is 12. The learning rate is configured
at 0.0001 and employs a cosine annealing strategy for decay
over 200 epochs to ensure the model’s convergence on the
test set. All experiments were conducted on an NVIDIA RTX
4090, with 128G RAM, and a CPU of i7-13700KF. The
results are shown in Table 2, where the latency refers to the
time required to compute for images with a resolution of
1024 x 1280.
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FIGURE 5. Compared with the reconstruction results of different SOTA methods for nine targets, the error heatmap
calculated by MRAE is displayed, with the error bar chart on the far right. Our TNT++ algorithm exhibits superior global

reconstruction performance.

B. LOSS FUNCTION

Unlike previous approaches, although we use Mean Relative
Absolute Error (MRAE) for training, we add a small constant
of le-6 to the denominator to prevent gradient explosion.
MRAE [19] allows the model to converge faster and provides
a better understanding of the discrepancy between the image
and reality.

H \X(LJ)—X(LJ')

X (1,)) +e 29)

1
Loss (X.X) =
i=0 j=0

C. RESULT AND PERFORMANCE METRICS

MRAE, is used to calculate the average pixel deviation
between the true hyperspectral image and the reconstructed
hyperspectral image. It is also commonly used to represent
overall reconstruction effects and error heatmaps, as shown
in Fig.5.

" \X(z PR,

30
X (@,)) G0

|
MRAE( )——
HW =0 j
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RMSE (Root Mean Square Error) serves as a metric to gauge
the discrepancy within individual spectral bands. In this con-
text, we compute the difference between the reconstructed
single X and X itself. Ultimately, the average is taken from
the sum of the RMSE values across all hyperspectral bands.
The smaller the RMSE and MRAE values, the better the
reconstruction quality

H W . 5
S22 (xXap-Xap) 6D

z=0 j=0

RMSE (Xx) -

PSNR (Peak Signal-to-Noise Ratio) is derived from RMSE.
The higher the PSNR value, the better the reconstruction
quality.

max (X)

PSNR (XX) — 20 x logg W(X,X)

(32)

SSIM (Structural Similarity Index) measures the degree of
structural similarity and ranges between 0 and 1. A value
closer to 1 indicates better quality, while a value closer to
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Sample issue1

Sample issue2

FIGURE 6. Wavelength-pixel size curve for a certain window in two samples, with the true value represented in black.

TABLE 2. Comparison with several SOTA methods.

Method MRAE RMSE PSNR SSIM Params(Gflops) Traning time(h) Latency(s)
HSCNN-R 0.1808 0.04709 26.86 0.8358 2.87 25.12 13.37
HSCNN-D 0.1269 0.03112 30.33 0.8773 4.65 49.36 16.27

AWAN 0.1212 0.03123 30.26 0.8782 4.04 76.32 13.54

HRnet 0.1196 0.03080 30.37 0.8857 31.70 37.94 22.07

DRCR 0.1204 0.02903 30.53 0.8815 13.2 64.21 14.89

MST++ 0.1155 0.02870 31.04 0.8867 1.62 31.68 11.22

TNT++ 0.1030 0.02568 31.95 0.9065 3.82 21.93 10.87

TABLE 3. Different spectral group resuits. TABLE 4. The impact of inner transformer and outer transformer on
result reconstruction. ‘without’ is denoted as ‘Wo".
Spectral Group MRAE RMSE  PSNR  SSIM
1-30 0.1118 003016 30.63  0.8867 Strategy MRAE  RMSE _ PSNR _ SSIM
1-15,16-30 0.1087  0.02796 31.22 0.8951 Wo inner 0.1158 0.02883 30.92 0.8916
1-10,11-20,21-30 0.1051 0.02612  31.78 0.9014 Wo outer 0.1167 0.02914 30.84 0.8912
1-8,9-15,16-23,23-30 0.1065  0.02720  31.44  0.8988 Wo inner and outer  0.1326 0.03328 2975 0.8732
1-6,7-12,13-18,19-24,24-30  0.1079 0.02738  31.41 0.8971
results, and reconstructing both inner and outer channels in
0 signifies poorer quality. TNT enables a more refined reconstruction outcome. The
absence of either inner or outer transformers results in a
5 (uxpz + C1) Qoy; + C2) )
SSIM(X, X) = (33) decrease in performance, and the absence of the outer trans-

(2 + 12+ C1) (07 +07 + )

D. ABLATION STUDY

To demonstrate the reliability of our spectral group prior,
we also conducted ablation experiments on different spectral
groupings. The results are shown in Table 3. The outcomes
from various grouping strategies are found to be inferior to
those of entropy grouping, underscoring the reliable effec-
tiveness of entropy-based partitioning. Furthermore, splitting
evenly three times produced the most favorable results rel-
ative to other grouping approaches. When there are too
many groups, the performance deteriorates because general-
ization decreases, making it more challenging to fit a uniform
pattern.

To demonstrate the effectiveness of the internal and exter-
nal transformers proposed in this study, we observed the
experimental results after separately eliminating the internal
and external components. The results are shown in Table 4.
Even without inner and outer situations, this structure can still
produce good results. It can be deduced that the joint TNT
structure is meaningful for maintaining the reconstruction
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former has a more significant impact. It can be concluded
that both outer transformers contribute significantly to the
performance improvement.

We computed the variations in the results caused by adopt-
ing different pairings of multi-head attention mechanisms.
The S-MSA and C-MSA structures maintain consistency
with the attention mechanisms referenced in Section II-D.
The results are shown in Table 5. It is evident from the
two comparative experiments that incorporated P-MSA,
the final performance improved. This suggests a superior
generalization ability.

V. DISCUSSION

In instances where there are pronounced similarity differ-
ences between different wavelengths, the performance of
reconstruction sees a decline. Also, the model’s ability to gen-
eralize diminishes when the number of groups is excessive.
Conversely, with fewer groups, interference occurs among
the relationships between different wavelengths. Offering a
fresh viewpoint on spectral grouping, this study is centered
around entropy prior grouping. This approach is capable of
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FIGURE 7. For detailed reconstruction results, it can be observed that TNT++ is closer to reality in terms of detail. In microscopic cell data, different
spectral bands penetrate the cell surface, resulting in significant differences in inter-spectral detail.

TABLE 5. The influence of internally and externally nested multi-head attention mechanisms on the results.

C-MSA S-MSA P-MSA MRAE RMSE PSNR SSIM

X N J 0.1133 0.02835 31.11 0.8916
N X J 0.1163 0.02957 30.84 0.8857
N N X 0.1203 0.03035 30.48 0.8815

delivering a relatively reliable grouping prior without the
need for specific hardware information. Embedding hyper-
spectral joint entropy prior to network design is worth trying
in multiple domains. Especially for advanced visual tasks like
classification, segmentation, etc., in hyperspectral images,
extending the application of information entropy evidently
enables further exploitation of information. The level of dis-
order provides an alternative perspective for the identification
of different entities, given that each entity possesses distinct
entropy values. Moreover, as pixel statistics are performed,
image enhancement and transformation do not significantly
impact it, which also contributes to the accelerated learning
rate of this model. This also bodes well for better integration
into several other domains.

In the case of hyperspectral classification, different fea-
tures have distinct pixel distributions across different bands.
Correspondingly, for the same feature with different spatial
representations, can be classified as the same feature and
further generalized. Due to the complex and intricate vari-
ations in medical images, a higher-dimensional statistical
experience is required for reconstruction. P-MSA enables
weight learning in the pixel statistical dimension, resulting in
faster learning and an improved reconstruction process. RGB
and hyperspectral images are obtained under the same light
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source. This is an ideal data acquisition environment for the
field of SSR. Our algorithm holds positive significance for
the advancement of spectroscopy and tissue optics.

VI. LIMITATION
Although integrating pixel distribution and entropy priors in

the reconstruction process yields improved results, it relies
heavily on the assimilation of additional prior information
for segmentation. This leads to an increased necessity for
pre-processing the data. A fully automated analysis that
can reliably segment information and offer a dependable
segmentation process can further enhance the accuracy.
This direction of self-reliable segmentation will be pivotal
for future research and holds significant implications for
large multi-modal models. The development of real-time
spectral super-resolution reconstruction algorithms is mean-
ingful for practical applications. Current algorithms can
achieve good reconstruction results, but they require extended
reconstruction times, making them unsuitable for real-time
observation processes.

VIl. CONCLUSION

Acquiring MHSI is challenging and comes with complex
conditions. SSR has the potential to further extend the
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applicability of hyperspectral analysis in medical imaging.
Most existing SSR algorithms overlook their utility in the
medical field. The medical domain demands higher accuracy
for SSR, yet also offers more prior information. Our proposed
TNT++ method, based on information entropy, not only
achieves higher accuracy but also speeds up model conver-
gence and reduces computational complexity through entropy
grouping and P-MSA. This is primarily due to the consistent
pixel distribution across different images, despite their vary-
ing spatial characteristics. Unlike previous research, we have
reconstructed images from three similar perspectives: spec-
tral similarity within a single image, spatial similarity, and
similarity in complexity or entropy across different images.
For medical data, the entropy patterns and pixel distribution
enabled by this method allow the network to better understand
and learn pathological cell data. Additionally, the introduc-
tion of priors for object categories in super-resolution ensures
that different objects have distinct entropy priors, leading
to improved model performance. In summary, the proposed
method outperforms previous approaches due to the incor-
poration of P-MSA, which enables the model to recognize
dataset characteristics, and the well-arranged combination of
group reconstruction.

We have validated our method on multi-dimensional gall-
bladder and liver cancer medical datasets, an area often
overlooked in previous studies. Our approach effectively
reduces super-resolution errors and yields better image
quality.
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