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ABSTRACT Digital image collections are becoming increasingly popular due to their ease of use. Still, the
need for adequate indexing information makes it difficult for users to find the specific images they need.
With the vast number of digital images generated daily, these databases have become enormous, making
accurate image retrieval challenging. One of the most challenging tasks in computer vision and multimedia
research is image annotation, where keywords are assigned to an image. Unlike humans, computers can
measure colors, textures, and shapes of images but fail to interpret them semantically, known as the semantic
gap. This makes image annotation complex. For semantic-level concepts generation the raw image pixels
provide not enough Unmistakable information. Which mean for of “words” or “‘sentences’ there is no
clear definition with the semantics of an image unlike text annotation. Therefore, this study aims to bridge
the semantic gap between low-level computer features and human interpretation of images. The proposed
enhanced automatic image annotation system maps multiple labels or into single image, providing an in-
depth understanding of the visual content’s meaning. This is achieved by combining Convolutional Neural
Networks-based multiple features (Y is the green component of the color, Cb and Cr is the blue component
and red component called YCbCr color space and Gaussian—Laplacian Pyramid) and neighbors to recall and
balance precision. The image annotation (IA) scheme uses a Global Vectors for Word Representation (GloVe)
model with CNN-Gaussian—Laplacian Pyramid and learning representation to predict image annotation (IA)
accurately. The proposed image annotation (IA) system was execution on three public datasets and showed
excellent flexibility of annotation, improved accuracy, and reduced computational costs compared to existing
state-of-the-art methods. The image annotation (IA) framework can provide immense benefits in accurately
selecting and extracting image features, minimizing computational complexity and facilitating annotation.

INDEX TERMS Features extraction, YCbCr color, digital learning, Gaussian—Laplacian pyramid, image
annotation, technological development.

I. INTRODUCTION
The significance and meaning of images in our lives can be
explained by the famous Confucian proverb, ““A single image

The associate editor coordinating the review of this manuscript and

approving it for publication was Jon Atli Benediktsson

carries the impact of countless words.”” Images can communi-
cate intricate ideas and feelings without the need for extensive
explanations. Digital images have become an integral part
of our lives in both professional and domestic settings,
frequently employed in fields such as security systems,
advertising, medicine, insurance, finance, and commerce.
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In personal life, digital images identify individuals, animals,
locations, and occasions such as birthdays, marriages, vaca-
tions, accidents, and sporting events. This pervasive use of
digital images with billions of images uploaded to specialized
websites has led to a rapidly increase in their quantity. For
example, according to statistics from early 2017 [1], [2]
136,000 photos were uploaded to Facebook every minute,
95 million photos and videos were posted on Instagram each
day, and over 20,000 snapshots were shared every second on
Snapchat [3]. These numbers highlight the growing demand
for digital images on social media platforms.

With the proliferation of digital images on various
online platforms and personal collections, the size of image
databases has reached unprecedented levels. These collec-
tions’ popularity largely depends on how easily internet users
access them. However, many of these image databases need
more indexing information, making it challenging for users to
retrieve the images they need from anywhere and at any time.
Currently, users often need help accessing image information
by entering search commands. Therefore, an automated sys-
tem is required that can efficiently analyze the contents of
images in a more meaningful way and instantly retrieve the
information required by the user. The significant contribu-
tions of this article are summarized below.

1) To incorporate information about multiple feature types
into a new vector representation of features for the IA system.

2) Enhance the efficacy of image coding and anno-
tation utilizing deep learning multiple Convolutional
Neural Networks with Gaussian—Laplacian Pyramid
(DL-MCNN- GLP).

3) Incorporate multiple image descriptors into a merging
multi-convolutional neural network model to enhance the
image annotation framework’s performance and evaluate the
proposed scheme’s image retrieval system. The next section
provides context for prior research reported in the literature.
In Section III, a sophisticated technique for the capture is
described for subsurface features. The main emphasis of the
paper lies in Section IV, where it presents an innovative
approach for labeling images. The evaluated of new method
in comparison to SEM [3], 2PKNN [4], and CNN-THOP
[5]. The conclusion concludes by summarizing the current
identifying and findings possibly future research directions.

Il. IMAGE ANNOTATION RELATED WORKS

Visual content repositories like image and video-sharing
websites need indexing, multimedia information search, and
image search. Indexing and querying big image sets is
straightforward using annotations. Look at prior research on
image annotation and feature extraction.

A. IMAGE ANNOTATION FEATURES

It’s shown that image annotation features like colors, textures,
structures, and forms can represent all extracted areas. This
work characterized each image region with varied features
to reduction the computational cost for identifying from the
training and testing data the most of the appropriate features
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extracted and improve the image annotation algorithm’s
shape extraction.

1) RED, GREEN, AND BLUE (RGB) COLOR HISTOGRAM
First, each region’s R, G and B color channels were quantized
into 64 bins and represented by a 64-dimensional histogram.
Next, each color histogram feature was normalized such that
its components sum is equal to 1 [6].

2) HSV COLOR MOMENTS

Each region was mapped to the HSV color space followed
by the computation of the mean, standard deviation, and
skewness of the H, S, and V components which were used
as features. Finally, this feature subset was represented by a
9-dimensional vector [7].

3) UV COLOR MOMENTS

First, each region was mapped into the LUV color space.
Next, the mean, standard deviation, and skewness of the L, U,
and V components were computed. A 9-dimensional vector
represented this feature subset. The color moments feature
subsets of both HSV and LUV were normalized to achieve
zero mean and unit standard deviation [8].

4) EDGE HISTOGRAM

A MPEG-7 edge histogram descriptor (EHD) variation was
used to express edge frequency and directionality in each
image area. A simple edge detector operator identified edges
and divided them into five categories: vertical, horizontal,
diagonal, anti-diagonal, and non-edge. The EHD has five bins
based on category frequencies [9].

5) WAVELET TEXTURE FEATURES

Frequencies and resolutions were evaluated for each area. The
Haar filter bank split the image into three scales, yielding
10 components. They have three-scale horizontal, verti-
cal, and diagonal components. The features vector became
20-dimensional after computing each component’s mean and
standard deviation. Normalizing this feature subset yielded
zero mean and unit standard deviation [10].

6) SHAPE FEATURES

Region eccentricity, direction, size, solidity, and exten-
sion were calculated. An ellipse using the region’s second
moments was used to calculate eccentricity. Calculate the
ellipse’s foci-major axis length next. The orientation was
the angle between the ellipse’s x-axis and major axis. The
region’s pixels also specified its area. The region’s convex
hull pixel proportion determined solidity. The extent was
the ratio of pixels in the enclosing box of the regions to its
area [11].

7) THE YCBCR COLOR FEATURES
The YCbCr color model is a way of representing colors in
an image using three components: Y (luminance), Cb (blue

11341



IEEE Access

M. M. Adnan et al.: Image Annotation With YCbCr Color Features Based on Multiple Deep CNN- GLP

Top 15 Computer-Predicted Tags

ALIPR ia lie & child trying to leam about the world. Please help us to teach ALIPR. Check those comrectly annotated words.

Optional information:
Picture tile|

' building L historical ' indoor + food _! ghurch
L fruit | fish T ocean_animal "' sub_sea ! landscape
[ man-made _ industry [ modern ! plant ¥ orange

Thought of ather terms missed by ALIPR? Please add here, separated by commas

teach alipr

and make the piciure searchable

URL to sea related pictures
Copyright {hypertaxt ok} |

|| submit

FIGURE 1. Example of annotation of an ALIPR image [15].

chrominance), and Cr (red chrominance). These components
are calculated from the original RGB (Red, Green, and Blue)
color channels in the following way: Y (Luminance): The Y
component represents the brightness or intensity of the color.
It is calculated as a weighted sum of the RGB channels [11].

Y =029 %R+0.587+«G+0.114xB (1)

These coefficients (0.299, 0.587, and 0.114) represent the
perceived intensity of the colors by the human eye. Cb (Blue
Chrominance): The Cb component represents the blue-
difference information, or how much blue differs from a
neutral gray color [11]. It is calculated as follows:

Cb=(B —-Y)=*x0.564 4+ 128 2)

The 0.564 is a scaling factor, and 128 is an offset to center the
values on 128. Cr (Red Chrominance): The Cr component
represents the red-difference information, or how much red
differs from a neutral gray color [11]. It is calculated as
follows:

Cr=R-Y)*0.713 + 128 3)

Similar to Cb, 0.713 is a scaling factor, and 128 is an offset.

B. IMAGE ANNOTATION METHODS

Annotation of images by keywords is a way to associate
“semantics” with an image. Each image is assigned a key-
word or set of keywords that describe the semantic content of
the image. In addition to manual annotation, there are semi-
automatic annotations and automatic annotations.

1) MANUAL ANNOTATION

Users manually annotate images with keywords. Ground
truths need image bases. These verify automated annotation
techniques. Manual annotation is time-consuming and costly,
but it better describes an image’s content. Manual annotations
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are subjective, depending on the individual annotating the
image [12] States that the same image may have several
interpretations. The next experiment proved his theory.

2) AUTOMATIC ANNOTATION

Automated image annotation is the process of automatically
assigning descriptive terms from a dictionary to images. The
input image is referred to as the target image, while the
annotated image is regarded as the Output image. By ana-
lyzing color, texture, and shape, computers can calculate
low-level features, but they do not comprehend them like
humans do. To achieve automatic image annotation, there
must be a bridge between the low-level features computed by
computers and human interpretations at a semantic level [13].
Researchers have been continuously working on developing
automated image annotation methods in recent years. Auto-
matic annotation uses generative, discriminating, and graphic
models.

3) SEMI-AUTOMATIC ANNOTATION

Semi-automated annotation bridges manual and automatic
annotation. Annotating photos or refining automated anno-
tations involves human input. Image search uses it. The
recovery system displays picture results after a keyword
search. The user chooses the most relevant input. Images
that the user likes will automatically have the query term
annotated. Several systems allow picture annotation. ALIPR
[14] is an example. Keywords appear when images are
uploaded. The user selects keywords from this list or adds
keywords related to the picture. Figure 1 illustrates. Semi-
automatic annotation provides better accuracy results than
purely automatic annotation since a user validates the pro-
posed annotations. It is faster than manual annotation because
the user chooses keywords from a proposed list. However,
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FIGURE 2. Example of the IA problem to find a mapping that can bridge
the semantic gap between raw image pixels and semantic concepts like
objects and scene categories

since it combines two types of annotation, it inherits the same
drawbacks as manual and automatic annotation.

lll. PROBLEM DEFINITION

The number of images generated daily by various internet
websites and personal archives is continuously increasing,
wherein the databases are attaining unimaginable sizes. The
popularity of these large digital images’ collections depends
on their ease of utilization by internet users. However, not all
of these image databases are often equipped with adequate
indexing information so that any user can easily retrieve such
images from anywhere on globe at any time. Presently, it isn’t
easy to access the image information through the Command
interested by the user. Thus, an appropriate automated mech-
anism must be developed to efficiently characterize the image
contents more meaningfully, instantly searching the informa-
tion about the images required by the user. In the computer
vision and multimedia domains, IA remains one of the most
challenging problems, wherein the main aim is to create a
map from a digital image to several labels. Creating such
a map requires a clear understanding of the multifaceted
semantic meaning based on the visual image contents. For
example, the mountain image in Figure 2 containing some
Sky, Mount, and a house post may be the appropriate objects
to annotate, while the scene may be suitably labelled as
“farm” or “view”. It is feasible to utilize image annotation
(IA) for the purpose of image retrieval, where images can
be categorized and indexed according to their visual char-
acteristics for future search purposes. In practice, a robust
mechanism for such IA is lacking.

In computer science and engineering, the raw image pixels’
inability to provide adequate devoid of ambiguity infor-
mation, represent main IA’s challenge which creating the
semantic-level concepts. In addition, the text annotation suf-
fers from various issues as the dictionary is well-defined and
the syntax for combining alphabets into words and words
Into sentences is well-established, unlike text annotation, for
which the dictionary relates words directly to the semantics
[16] There no standard definition of ‘words’ or ‘sentences’
at present can be associated with the meaning of an image
in the annotation. The aforementioned example (Figure 1)
clearly illustrated the lack of a correlation between the pixels
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and semantics that can be signified as the ‘semantic gap.’
Thus, it is necessary to resolve this semantic gap wherein the
synergy of DL, DNNs, ML, ANNs and computer vision may
be possible to embankment the existing gaps, thus developing
called automated imaging association (IA) is a robust image
classification scheme.

IV. IMAGE ANNOTATION APPROACH ARCHITECTURE

A. PROPOSED CNN ARCHITECTURE

Within the realm of artificial neural networks (ANNSs), con-
volutional neural networks (CNNs) are harnessed for the
purpose of capturing localized data characteristics. By assign-
ing distinct weights to individual features, CNNs effectively
streamline the overall complexity of the network. Due to
their distinctive attributes, CNNs have garnered significant
acclaim in the domain of pattern recognition [20]. For
instance, a document-reading system is trained by jointly
employing a CNN and a probabilistic model that incorpo-
rates language constraints. The architectural composition of a
CNN encompasses three pivotal elements: 1) the input layer,
2) the hidden layer, and 3) the latent layer. Our proposed
CNN architecture tuning the parameters of a neural network
is a crucial aspect of optimizing its performance. The first
convolutional layer applies 64 filters of size 3 x 3 to the input
image. It uses the ReLU activation function, which introduces
non-linearity to the network. The resulting feature maps have
dimensions of 254 x 254 x 64. The second convolutional
layer applies 32 filters of size 3 x 3 to the output of the
first layer. Again, ReLU activation is used. The feature maps
produced by this layer have dimensions of 252 x 252 x 32.
The max pooling layer reduces the spatial dimensions by a
factor of 2. It applies a 2 x 2 pooling window to the input and
retains the maximum value within each window, resulting in
feature maps of size 126 x 126 x 32. The flatten layer reshapes
the 3D output from the previous layer into a 1D vector. This
step is necessary to connect the convolutional layers to the
fully connected layers. Dropout is a regularization technique
that helps prevent overfitting by randomly setting a fraction
of input units to zero during training. The dropout rate is a
hyperparameter that needs to be tuned. This dropout layer
is applied to the output of the first dropout layer, which has
been flattened. It further helps regularize the network. The
first fully connected layer has 128 neurons and is connected
to the output of the previous layer. The choice of activation
function (ReLU) is a hyperparameter that can be tuned. The
second fully connected layer serves as the output layer, these
parameters define the architecture of the CNN.

B. FEATURES EXTRACTION FRAMEWORK

Figure 3 displays the flowchart of a typical features extraction
framework. The image annotation (IA) operation comprised
many laborers like the feature extraction procedure, suitable
features in IA, selected mathematical transform for to set the
feedback exercise, efficient features usage, effective features,

11343



IEEE Access

M. M. Adnan et al.: Image Annotation With YCbCr Color Features Based on Multiple Deep CNN- GLP

Training Image

||||| Class-2 Class-3 ass- Query image

ﬁ ﬁé‘?

_ Features e)tlracllon
AV

Fealures extrac! tton Features |extraction

:/

| Merging features extraction MCNN ‘

L J o

Training images representation as GLP
YCbCr

AV

Classlfcahnn using MCNN

Learning of classifier

N
on training image g

P e—b
\—

B
Similarity among
classifiction score

FIGURE 3. Flowchart of a typical features extraction framework

etc. An annotation system is considered effective if it can
improve some characteristic factors.

In this view, low and high-level features of the image such
as textures, shapes and colors were used for assembling all
relevant information from the image to its recuperation.

C. YCBCR COLORCHANNEL

Various color models have demonstrated different levels
of sensitivity in detecting signs of tampering in images.
By and large, RGB and greyscale-based color systems are fre-
quently utilized to identify forged images. However, a recent
study by [17] found that employing chromatic channels
instead of RGB or luminance can significantly enhance the
effectiveness of detection. Figure 4 displays the proposed
CNN-YCBCR color space model in this study. Figure 5
shows Color (RGB) images have three channels, Y, Cb and
Cr. The YCbCr color model represents the colors in the
form of the luminance (Y) and chrominance (Cb and Cr)
components.

To calculate the Y, Cb, and Cr channels, the R, G, and
B channels are used, Channels Eq. (1) was used.The pro-
posed CNN-YCBCR model developed by combining the
YCBCR color model and CNN model (Figure 5) could
achieve improved image annotation.

Y 0.299 0.587 0.177 R 16

ch| = —0.299 —0.587 0.886 G|+ 128

Cr 0.701 —0.587 —0.114 ] \ g 18
“)

D. CNN-GAUSSIAN-LAPLACIAN PYRAMID
With the successive decomposition the image resolution

becomes halved [18] due to the data generation sampling rate
of 2.
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Consequently, a pyramid of decomposed images yields the
layers of decreasing resolution at the bottom layer wherein
the original image occurs at the top (level 0). In order to
reduce the horizontal and vertical resolution, First the input
image is convoluted with a Gaussian low-pass filter before
being down sampled by half. Essentially, the down-sampled
filtered image becomes image (F1) at level 1 of the Gaussian
pyramid. For each level in the Gaussian pyramid, the repeat-
ing process is described via the relation:

2 2
f = Zm=22n=—2
Fy =F1—D;
Fy =Fny +F1 (6)

G (x.y)fi1 Qitm,2j+n) (5)

where G (x, y) is a low-pass filter, 1 is the level of the pyramid,
N = 3 is the number of layers in the pyramid, | Cl 0<1<N,
i <R, j <; Rl and ClI represent the corresponding number
of rows and columns in Fl. The iterative image generation
and boundary closure can be affected by the noise and dis-
persed sampling because each image in F1 has a different
resolution. To complete the image enhancement process, one
needs to retain the highest resolution image [19]. Further-
more, in order to keep the structural information from shifting
to the next levels of the pyramid, the improved Retinex
algorithm was first used. It enabled to recover the detail in
images that was lost during the processing. The enhanced
pyramid images were designated as ‘FI’. After constructing
the image-enhanced Gaussian pyramid, a Laplacian pyramid
was generated. The steps involved in the reconstruction were
(i) an interpolated image of the topmost Gaussian pyramid
(F1+1) results in the image DI had the same resolution as
the preceding image in the pyramid (’Fl); (ii) a differen-
tial, a difference, FN, was stored in the Laplace residual
set after DI was subtracted from ’Fl in order to yield 'FN,
which was used to reconstruct the image in the preceding
layer; (iii) the reconstructed image was interpolated and the
Laplacian was applied repeatedly until it Produced the same
resolution as the original input. Based on the terminology
described above, the following procedure can be described
Figure 6 shows a multi-scale Gaussian—Laplacian pyramid
derived from intermediate results of different pyramid lev-
els. The sampling value for the pyramid in our test was 3
[20]. Figure 6 schematically presents the Gaussian-Laplacian
image decomposition scheme. Figure 7 shows the interme-
diate results from different pyramid levels constructed using
a Gaussian—Laplacian multi-scale pyramid. Column 1 shows
the Gaussian pyramid image of the various pyramid levels
and the images of pyramids at varying levels of enlargement
are displayed in Column 2. Processed images of the Laplace
reconstruction are displayed in Column 3 and the final image
is in the first picture of Column 3.

E. IMAGE ANNOTATION (IA) SCHEME
The final image obtained from the Laplacian multi-scale
pyramid was entered into CNN with multi-convolution layer
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FIGURE 6. Schematic presentation of the Gaussian-Laplacian image.

and multi-max pooling layer to extract the features more
clearly. This allowed achieving a high performance of the
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retrieved image as described in the deep learning and archi-
tectures of the CNN model [21]. In the realm of artificial
intelligence, the process involves automatically matching
terms from a dictionary to an image. The input is the image
that needs to be described, and the output is a collection of
relevant terms that effectively depict the image. While a com-
puter can analyze basic attributes such as colors, textures, and
shapes, it still requires assistance to comprehend these fea-
tures in a meaningful manner. In contrast, humans can swiftly
interpret the meaning of an image. Consequently, the primary
challenge in artificial intelligence lies in overcoming the
“semantic gap” between the computable low-level features
and human understanding of images. This particular issue
has recently garnered significant attention in Al research.
Addressing these difficulties, researchers have come up with
various models to tackle this problem and close the semantic
gap more effectively.

1) PROPOSED IA ARCHITECTURE

A comprehensive overview of the proposed IA architecture
is provided in this section. Three main stages made up the
implementation of the planned IA system. First, the system’s
training phase, which made use of a database of annotated
images, was crucial. Second, the annotated image was pro-
duced using the trained system’s work on the raw data.
Finally, image retrieval was done to gauge how well the sug-
gested IA system performed. In the first training phase, CNN
automatically extracted features from the standard training
database. By comprehending the contents of the photos, the
automated features extraction procedure easily created the
feature vector. The second step produced the model for anno-
tation, which then annotated the fresh images by modelling
the features using a learning process. The input for the second
phase was the image without any annotations. In the previous

11345



IEEE Access

M. M. Adnan et al.: Image Annotation With YCbCr Color Features Based on Multiple Deep CNN- GLP

Input Image using

Input Image
256*256

Fully connected layerFully

)

conv2d_1(Comv2D) conv2d_2 (Conv2D)
(None,254,254,64) (None, 252, 252, 32)
conv2d_1(Conv2D)

FIGURE 7. The proposed CNN-Gaussian-Laplacian pyramid model.

Features extraction Method

YCRCB Color GLP

Trained
Database for
Features
extraction

Trained
Database

Annotated
Image

T
ﬁ . GLOVE PCE

Image without
annotation

CNN

Annotated
image
Database

Image with annotation

FIGURE 8. The proposed architecture of IA scheme.

Phase, after developing the annotation model, the next step
was to extract features to generate the visual attributes for
the contents. The image was given a correct semantic label
according to the contents of the model created in the previous
step. As a consequence, the output was an image with anno-
tations. The third phase used the annotation phase’s image
files as the data storage. After issuing a textual query, the
system generated a list of relevant photos. The annotation
made retrieving photographs based on their content simpler
and more accurate. The suggested IA system design is shown
in Figure 8.

2) GLOBAL VECTORS (GLOVE) FOR WORD
REPRESENTATION

The GloVe algorithm is used to find the vector represen-
tations of the words via the unsupervised learning. Based
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on the global co-occurrence statistics from a corpus, the
representations of word vector space are trained based on the
word co-occurrence statistics [22]. The resulting representa-
tions encapsulate many interesting linear substructures of the
words as described below.

F. NEAREST NEIGHBORS

A measure of linguistic or semantic similarity between two
words vectors can be defined A cosine similarity between
the vectors can be calculated as the Euclidean distance (or
distance between Euclides). These metrics can reveal words
that are rare but relevant and would be entirely outside the
scope of the average human [23].

G. LINEAR SUBSTRUCTURES

Two words can be compared in terms of their correlation
using the nearest neighbor metric. The more complex the
relationship, the more difficult it is to convey with a single
number, so it is sometimes advantageous to simplify. For
instance, both the words man and woman describe human
beings. However, these terms are often considered opposite
to each other since they highlight a primary axis along which
humans differ from one another. Thus, in order to capture
a quantitative sense where the nuance required to differen-
tiate between man and woman can be captured by a model
having more than one number for each pair of words. The
difference between two-word vectors that makes an ideal
candidate for an enlarged set of discriminative numbers [18].
The purpose of GloVe is to capture as much of the meaning
supplied by the juxtaposition of two words as possible by
using vector differences. In addition to sex or gender, there
are various other concepts that distinguish man from woman
such as brother and sister, king and queen, and so forth.
In mathematics, one might expects that the vector differences
between a man and a woman, a king and a queen, and a
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brother and a sister would be roughly equal. The above set of
visualizations shows this property as well as other interesting
patterns. The GloVe model is a log-bilinear model with a
weighted least squares objective. The model based on the
observation of ratios for word-to-word co-occurrence prob-
abilities of encoded meaning. For example, co-occurrence
probabilities of ice and steam with various probe words in the
corpus. Based on 6 billion words in a corpus some probability
estimates are given.

H. COMBINING THE GLOVE WITH PRINCIPAL
COMPONENT ANALYSIS (PCA)

Despite having a high-dimensional representation of words,
a projection onto a lower dimension is required to better
grasp the features’ vectors and increase performance. This
effort aimed to improve comprehension and disclose data
structures, which are crucial for language modeling and word
prediction. Assume N is the corpus’s word count and d is the
length of each word features vector. The features’ covariance
matrix R (d x d) was used to decrease it to k (where k < d)
[24]. Thus, the covariance between two features j and 1 was
calculated as:

1 N
ojl = —— > ) (a—w) ©)

where xij is the jth feature of the word i. The matrix R was
generated using:

_ 1 Ty >
R=-—X-w) (X-) ®)

The covariance matrix R calculated eigenvalues and eigen-
vectors to project the original data feature matrix of size
(N x d) using the best k eigenvectors as axes. The k largest
eigenvalues of a projection matrix P (d x k) were selected
as eigenvectors. The projection matrix was multiplied by the
data features’ matrix to create an N x k matrix. This reduction
may preserve key features and data [11]. G was the glove and

W was Word2vec. Word to vector space with insertion
embedding. Both embeddings employed different vector
spaces. Multiplying a rotation matrix by G aligns it with W.
Random matrix and gradient descent decreased reconstruc-
tion errors.

V. IMPLEMENTATION OF IMAGE ANNOTATION

The proposed IA model simulated on a public DL software
called Keras [28] based on Tensorflow [29]. Based on Keras
settings, the weights of the NNs were set. The deep network
layers were all set jointly with ADADELTA [30].The com-
plete network was trained on a Dell T1900 CPU equipped
with 32GB of memory. This novel DL system was assessed
for its computing classification accuracy using the procedure
described in pervious section. The suggested convolutional
neural network (CNN) model, illustrated in Figure 9, repre-
sents the envisioned CNN setup. It incorporates the Y, Cb,
and Cr color channels, along with GLP as the input fea-
tures derived from images. This configuration is implemented
using the Keras library. It used two convolutional layers, one
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Layer (type) Qutput Shape Param # Connected to

input_1 (Inputlayer) None, 256, 256, 1) @

input_2 (Inputlayer) None, 256, 256, 1) @

conv2d_1 (Conv2D) None, 254, 254, 64) 648 input_1[8][@]

conv2d_3 (Conv2D) None, 254, 254, 64) 640 input_2[@][@]

(
(
input_3 (Inputlayer) (None, 256, 256, 1) @
(
(
( input_3[e][e]

conv2d_5 (ConviD) None, 254, 254, 64) 640

conv2d_6 (Conv2D) None, 252, 252, 32) 18464 conv2d_5[e][a]

max_pooling2d_1 (MaxPooling2D) (Mene, 126, 126, 32) @ convzd_2[e][e]

max_pooling2d_2 (MaxPooling2D) (Mene, 126, 126, 32) @ conv2d_4[e][e]

dropout_1 (Dropout) None, 126, 126, 32) @ max_pooling2d_1[e][e]

max_pooling2d_2[@][e]

Tlatten_1 (Flatten) None, 568632) ) dropout_1[8][8

flatten_2 (Flatten) lNone, 588832) [} dropout_2[@][@

flatten_3 (Flatten) None, 588832) [}

(
(
(
(
dropout_2 (Dropout) (None, 126, 126, 32) @
(
(
(
(

None, 1524@96) [} flatten_1[@][e
flatten_2[8][8
flatten_3[e][e]

1828916488 concatenate_1[0][@]

concatenate_1 (Concatenate)

[e]re]
[e][e]
dropout_3[@][e]
[e][e]
[ejce]

dense_1 (Dense) (None, 1200)

dense_2 (Dense) (None, 408) 480400 dense_1[@][@]

dropout_4 (Dropout) (None, 408) 2] dense_2[@][@]

dense_3 (Dense) (None, 18) 4010 dropout_4[e][e]

Total params: 1,829,458,122
Trainable params: 1,829,458,122
Non-trainable params: @

FIGURE 9. The proposed CNN-GLP configuration.

max pooling layer, one full connected layer with two drop-out
and flatten layers, and two dense layers to train all 65,048,618
model parameters.

VI. EXPERIMENTAL PROCEDURES

The proposed IA system was implemented using Python
with the DL framework Keras [28] and TensorFlow [29].
As a wrapper to write all activities through the dataset test-
ing and training the Python coding was used. First, Python
3.5 was installed in the set environment. Next, TensorFlow
and PrettyTensor were installed as package in Python. Pret-
tyTensor provided much simpler ways to construct the NNs
in TensorFlow, thus enabling to focus on the design model
instead of low-level implementation details. The CNN-GLP
model’s quality and reliability were evaluated by employing
three standard datasets as benchmarks. The comprehensive
annotation framework of CNN was utilized to address the
newly developed IA problems. To maximize the effectiveness
of the novel IA framework, the system integrated and fused
the extracted features with the CNN’s architecture. First,
it explained the datasets and evaluated the metrics. Second,
for each methods the results were analyzed and presented
shortly for further validation. Finally, a comparison was made
between the proposed model performance and different other
state-of-the-art methods of image annotation. In addition,
several examples were provided to explain the detailed work-
ing principle of the image annotation process.

VIl. DATABASE
The experiments were conducted on three most popular
IA databases (Table 1) Corel-5K [26], ESP-Game [19] and
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TABLE 1. Detailed information of each database.

Numb Word Image
Vocabular Trainin Testin
Database er of s per s per
y Size g Size g Size
Images Image Word
Corel-5K
2 4 4 X
2007) 5000 60 500 500 3 58.6
ESP-Game 20
268 2081 4.7 362.7
(2003) 770
IAPRTC- 19
291 17 1962 . 47.
12(2010) 627 665 96, 5.7 347.7

IAPRTC-12 [27]. The Corel-5K dataset was created and
released in 2007 [26], he ESP Game itself was launched in
2003, and IAPRTC-12 dataset was released in 2010.

VIIl. PERFORMANCE EVALUATION CRITERIA

The effectiveness of the enhanced of (IA) system was evalu-
ated by implementing it with a standard dataset. This paper
examined several cutting-edge works in order to measure
its performance. Various metrics, including recall, accuracy,
F measure, and N+, were used to assess the performance of
the IA. The annotation rate was also considered as a measure
of evaluation [28].

IX. EXPERIMENTS RESULTS

A. EXPERIMENTS RESULTS OF FEATURES EXTRACTION
The performance metrics of features extraction techniques
such as YCBCR and GLP transform were assessed. Table 2
shows the classification results achieved by these descrip-
tors when applied three datasets. Certainly, the CNN-GLP
transform performed better than other descriptors in terms
of the precision and accuracy. For the training and testing
IAPRTC-12 dataset the achieved classification accuracy was
approximately 95% and 92%, respectively. The CNN-GLP
scheme also achieved 91% of classification accuracy for
the Corel-5K dataset. The YCBCR-CNN scheme accom-
plished about 87% of classification accuracy When tested on
IAPRTC-12 dataset, whereas CNN-GLP scheme attained as
much as 92% of classification accuracy when implemented
on Corel-5K dataset. Overall, the experimental evaluations
of all three schemes revealed very encouraging outcomes
when applied on the Corel5k, ESP Game, and IAPRTC-12
datasets. The accuracy performance of the proposed approach
was tested on IAPRTC-12 dataset and the following obser-
vations were made. The accuracy of CNN-GLP approach
was highest (92%), followed by the YCBCR-CNN (87%)
scheme. In terms of performances, YCBCR-CNN schemes
achieved the best classification when compared with other
conventional methods (Table 2 and 3). The accuracy perfor-
mance of the developed schemes when implemented on ESP
Game was quite encouraging. The accuracy of CNN-GLP
approach was highest (91%) followed by the YCBCR-CNN
(71%) approach. The image features classification perfor-
mances of the CNN-GLP scheme were the best compared
to several other reported techniques (Table 2 ). The accuracy
performance for IAPRTC-12 dataset can be summarized as
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TABLE 2. The of the retrieved images obtained classification accuracy
using ycbcr-cnn and glp-cnn schemes when compared with the existing
methods.

Number of Features
Database Accuracy (%)
Samples Type
Training Testing
YCBCR- o1 o7
Corel-5K Train 4000
Test 1000 CNN
GLP-CNN 95 89
YCBCR- 04 7
ESP-Game Train 17 689 CNN
Test 3 081
GLP-CNN 97 91
YCBCR- 0 o1
Train 16 665
- CNN
IAPRTC-12 Test 2 962
GLP-CNN 95 92

follows: the accuracy of CNN-GLP approach was the highest
(92%) followed by the YCBCR-CNN (81%) scheme. The
classification performances of the CNN- GLP was the best
compared to the existing schemes (Table 2 ).

B. EXPERIMENTS RESULTS OF IA

Assessing the effectiveness of the proposed IA approach
through evaluations on popular image annotation databases:
Corel-5K, ESP-Game, and IAPRTC-12. A total of 1000
images from Corel-5K dataset, 3081 images from ESP-Game
and 2962 from IAPRTC-12 were tested. One of the main
motivations for the IA is to achieve annotation-based image
retrieval. Therefore, it appeared natural to use the retrieval
result to reflect the performance of the developed IA system.
Majority of the IA-related research measures the accuracy
and recall through the process of retrieving testing images
with individual keyword. In this view, present work computed
N+, the number of tags that are correctly assigned to at least
one test image. Table 3 shows the experimental findings
of IA-CNN-GLP model implementation on three popular
databases. The trained translation table was used to annotate
the images fort the system performance evaluation. Table 3
displays the higher evaluation results. The values of precision,
recall, F, And N+ for Corel-5K, ESP-Game and IAPRTC-
12 datasets Were correspondingly 40, 48, 43, and 200; 39,
35, 41, and 210 and 49, 45, 42, and 260. The IA was more
frequent for both training and testing when applied on Corel
dataset and performed better compared to ESP-Game and
IAPRTC-12 dataset [29]. As one might expect ice to form
more frequently when solids are present than when gases are
present, similarly, steam forms more frequently when gases
are present than when solids are present.

Water appears frequently with both words, and fash-
ion appears infrequently with both words. The relationship
between the probabilities and noise cancels out because no
discriminative words like water and fashion have large values
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TABLE 3. Experimental findings of ia implementation on three popular
datasets.

Database Method Evaluation
P R F N+
IA-CNN-
Corel-5K 40 48 43 200
GLP
TA-CNN-
ESP-Game 39 35 41 210
GLP
1A-CNN- 49 45 4 250
IAPRTC-12 GLp

(much greater than 1) that correlate well with the properties
specific to ice, and smaller values (much less than 1) that cor-
relate well with the properties specific to steam. By encoding
some crude meaning associated with the abstract concept of
thermodynamic phase, the probability ratio can encode some
form of meaning associated with it [37].

X. COMPARING THE PERFORMANCE OF THE PROPOSED
METHODS WITH ALTERNATIVE APPROACHES

Table 4 displays a comparison of the experimental out-
comes attained by utilizing the suggested image annotation
system on three distinct datasets. The image annotation sys-
tem recommended was executed through widely available
deep learning software, namely Keras [28] and Tensorflow
[29]. Keras initialized neural network weights. ADADELTA
started all deep network layers concurrently [30]. The 32-GB
Dell Precision T1900 CPU system educated the whole
Network. Section IV examined DL system calculating classi-
fication accuracy. Table 4 shows the suggested CNN setup
utilizing Kears library’s Y, Cb, and Cr image color chan-
nels. [38] The suggested CNN model’s average accuracy,
recall, and F-measure for each dataset were compared to
literature (Figure 11, 12, 13). The IA-MCNN-GLP technique
showcased superior performance when compared to 2PKNN,
SEM, and GAN. It proved to be more suitable for annota-
tion tasks, as it exhibited higher precision and recall rates.
espGame and laprtc12 improved recall and F-measured for
the planned IA system. The novel IA system, which relies
on autonomous feature extraction and object learning rep-
resentation, demonstrated superior performance on all three
datasets by delivering the most effective features. As shown in
Figure 10, the CNN-GLP model is accurate on both training
and testing datasets. It was not possible to exceed the accuracy
of the training set over the accuracy of the testing set. The
suggested TA system has the greatest F-value, suggesting
its efficacy and resilience. Table 4 shows manual labeling
and prediction examples from training and testing datasets.
The suggested IA approach expanded labels in the training
dataset using the original pictures [5] with less labels. Labels
may also stay on images. By applying the recommended
approach to evaluate the testing subset, the effectiveness of
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FIGURE 10. Classification accuracy curve for CNN-GLP in Corel-5k
database.
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FIGURE 11. The outcomes achieved through the suggested method
applied to three datasets (Corel-5k) will now be compared.

each dataset is measured and assessed in Corel-5k follows the
trend of: CNN-GLP approach achieved highest P (40), GAN
was 38; KNN approach produced the highest R (55); CNN-
GLP approach did not achieve highest F1 (43); the highest
F1 was 49 and the difference between them was 6. CNN-
GLP’s N+ (200) was greater than the other five algorithms’
and improved by at least 3. CNN-GLP and three-pass KNN
were the best A approaches for annotation. The suggested IA
technique performed best on the ESP-Game dataset: 2PKNN
(40) and CNN-GLP (38) had the greatest P. CNN-GLP has
the greatest R (46) and F1 (50) compared to SEM (42) and
all other algorithms (49). CNN-GLP generated the greatest
N+ with three-pass KNN (260) compared to other algorithms
(259), improving by at least 1. Table 4 showed CNN-GLP and
SEM had the highest N+.

The CNN-GLP technique surpassed the 2PKNN in anno-
tation performance, since the difference in F1 was 1. [39],
[40] It was claimed that the proposed IA system attained
optimum annotation performance with the highest P value of
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TABLE 4. Presents the experimental results achieved by the proposed IA system on three datasets, in comparison with other existing works.

Dataset Corel-5k ESP-Game TAPRTC-12
Measure P R F N+ P R F N+ P R F N+
SEM [3] 37 52 43 38 42 40 258 41 39 40 284
2PKNN [4] 31 43 49 190 40 39 49 255 37 41 46 279
FastTag [33] 32 39 36 166 39 35 29 247 32 34 33 280
TagProp [34] 33 42 37 37 27 32 46 35 40
JEC [35] 27 27 29 22 25 23 28 29 28
KNN [36] 39 55 43 198 37 35 40.8 259 51 37 37 278
PLSA [37] 20 30 23 129 20 24 21 201 23 25 23 207
GAN [38] 38 47 41 197 - - - - 44 38 43 199
Convolutional
26 41 32 161 37 33 37 258 46 32 38 258
[39]
Proposed
40 48 43 200 38 46 50 260 42 41 39 280
Model

200 ESP-Game
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o O O
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FIGURE 12. The outcomes achieved through the suggested method
applied to three datasets (ESP-Game) will now be compared.

46 for IAPRTC-12, 42 for CNN-GLP and lowest for PLSA
[41 Table 5 highlights the disparities in keyword genera-
tion between our novel model and previous techniques. Our
newly proposed IA system demonstrates enhanced resilience,
accurately labeling the majority of photographs without
necessitating an excessive number of labels. This underscores
the strength of our system. Unlike earlier systems, [41] the
current TA system solves the issue of a fixed number of
labels and nearby labels in the image, making label identi-
fication simpler. A limited number of photos may prevent
the model from properly learning the features, resulting in
an image class with inaccurate labels or fewer labels. Due to
the fixed number of labels, standard SEM, E2E-DCNN, and
CNN-THOP have several over-labeling and under-labeling
issues, making exact labeling difficult. In summary, our
research showed that the suggested IA approach was more
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FIGURE 13. The outcomes achieved through the suggested method
applied to three datasets (IAPRTC-12) will now be compared.

=R N

accurate and effective than all prior state-of-the-art methods
[42]. The proposed IA (Image Annotation) system represents
promising results and advantages over existing methods.
However, its limitations should be considered to ensure a
comprehensive understanding of the system’s applicability
and potential enhancements. Even though we emphasize
our approach’s computational efficiency, it still requires a
significant amount of computing power, especially when
handling large datasets. There may be limitations to this for
researchers that lack high-performance computing facilities.
It might still be challenging to interpret these features, despite
our approach’s combination of high-level and low-level fea-
tures. It is inevitable that there will be annotation errors
with our automated annotation system. There is a possibility
that images may be mislabeled or annotated inaccurately
in certain cases, which can lead to consequences in critical
applications.
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TABLE 5. Provides examples of dataset utilized by the proposed 1A

system.
Datasets Proposed SEM [3] CNN [39]
Method Annotation Annotation
Corel-5k
Beach.
Manual P eacl > Building, Elephant,
. eople, .
Labell Bus, T R T
abelling Rocks, Kauai us, Tree iver, Tree
Beach,
Bus,
Person, o Elephant,
. Building,
Prediction Rocks, Tree. Sk Tree, Land,
Kauai, Water, » DY River, Sky
House, Land
Clouds
ESP-
GAME
Stone,
White.
F t 4
Manual Ni);eflt,ain Person, Sky,
ua ou ’ Cow, Dirt, River, Lawn,
Labelling River, Sky, . Road
Tree, Water Tail, Bull, o
Grass,
Stone,
Forest, White,
Mountain ; Grass, Sky,
Predicti Ri Skj Cow, Dirt, River, Lawn,
rediction 1Ver,
edietio Ve SR, Tail, Bull, Road, Girl,
Tree, Water, Sl
Land Grass, Land, ut
Wall
IAPRTC-
12
Grandstand,
City, House, Lawn,
Manual Fountain,
Roof, Sky, Player, Roof,
Labelling Tree
Valley, View Round,
Stadium
Grandstand,
. Lawn,
City, House, Tree, Sky,
o Player, Roof,
) Roof, Sky, Building,
Prediction Round,
Valley, View, Cloud, .
Stadium,
Tree, Clouds Lawn, Land )
Lights,
People
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XI. CONCLUSION

This study presented CNN features and neighbors to describe
images using the GLP Transform and YCBCR color. The
term ““sea’ is used to describe the process of a person’s
re-entry into a domain. To increase proposed IA system relia-
bility and efficiency, all image information was built utilizing
high-level and low-level features such forms, textures, and
colors. Features extraction of automatic image as linked to
distributed impersonation methods like encoding and storing.
CNN designs have substantial impacts on diverse datasets.
The CNN-GLP approach not only outperforms established
algorithms across multiple datasets, demonstrating its inno-
vation and effectiveness through superior precision (P), recall
(R), and F1-score (F1) performance, but it also serves as a
bridge across the semantic gap. By achieving higher precision
and recall rates compared to existing methods like 2PKNN,
SEM, and GAN, this approach firmly establishes its suit-
ability for annotation tasks and its capability to bridge the
semantic gap in image description. Three datasets showed
that the image annotation model worked. The experimen-
tal results for three public datasets—Corel-5K, ESP-Game,
and laprtc-12—showed that the CNN-GLP had 40, 38, and
42 precisions, 55, 46, and 41 recall, and 42, 50, and 39 F1
values. N+ was 200, 260, and 280. The ultimate IA system
balances precision, recall, and accuracy. GLP balanced accu-
racy and recall and chose the best features for the suggested
IA approach. In upcoming research, improvements to the
CNN-GLP model can be pursued through exploration of
various architectures, hyperparameter adjustments, and train-
ing methods. Furthermore, advanced deep learning methods
can be explored to deepen the system’s understanding of
semantics. Using transfer learning to improve performance
when there is limited labeled data, fine-tune pre-trained mod-
els for improved performance. When using huge training
datasets, [47] several image annotation methods were com-
putationally costly due to their sophisticated training process.
Thus, this approach is computationally efficient, reliable, and
accurate.
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