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ABSTRACT With the increase in public attention to sports and health, more people are keen to use badminton
for fitness, but it is difficult to find professionals for guidance. In the new era, technology is constantly
updated, and the artificial badminton sports intelligent computing platform has encountered difficulties in
software and hardware engineering technology from data collection to computing programming. Firstly,
this paper studies the imaging mechanism and calibration method of the binocular camera and obtains the
relationship between the parameters and the position of the lens in the camera. Secondly, a convolutional
computing network model Region Proposal Network (RP-ResNet) is established, and the first-stage feature
image data collection is performed on the input image. The second step uses an improved pyramid pooling
network to pool feature images at different resolutions. Besides, Squeeze-and-Excitation Network (SENet)
enhances channel attention, thereby improving the measurement accuracy of small target objects in the
network. Finally, a dynamic identification algorithm of badminton hitting based on the sliding window is
given, and a real-time identification system of badminton dynamics is implemented on this basis. A statistical
system of badminton technical characteristics is established through these badminton dynamic identification
methods. According to the test results, the algorithm model system designed here can identify common
hitting actions in real-time. The improved Hidden Markov Model (HMM) improves the comprehensive
recognition accuracy by 1.25% and shortens the recognition time by 0.07s compared with the traditional
HMM. This model will provide an intelligent data analysis platform for badminton, which can be promoted
and applied to professional players and coaches. The technical index parameters suitable for the regular
development of badminton sports are extracted from the accumulated big data analysis to establish a
professional product for intelligent data analysis and auxiliary training of badminton sports.

INDEX TERMS Binocular vision, convolutional neural network, action recognition, badminton action
feature statistics, neurorobotics, machine learning.

I. INTRODUCTION
Artificial intelligence technology is a comprehensive emerg-
ing discipline developed by the interpenetration of computer
technology, cybernetics, bioinformatics, and other disci-
plines [1], [2]. It is a science and technology that understands
the inner mechanism of human intelligence and conducts
practical research and development on machines. Machine
learning is also the main development core application area
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of the new generation of artificial intelligence technology
research and development, and its application has penetrated
all the main branch application areas of the new generation
of artificial intelligence technology [3], [4]. In recent years,
with the development of artificial intelligence technology and
machine learning, a new generation of artificial intelligence
technology has continued to innovate and iterate. The applica-
tion of artificial intelligence technology in various industries
is rapidly expanding, forming a new round of develop-
ment of the ‘‘artificial intelligence +’’ industry revolutionary
upsurge [5]. A new generation of artificial intelligence has
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also emerged in traditional sports applications. Many prod-
ucts for data analysis and smart sports management related
to the popular badminton sport have also been born, and it
has initially shown the charm of applying a new generation
of artificial intelligence technology to traditional sports [6].
However, the current badminton training methods are mainly
one-to-one or one-to-many manual teaching methods.

There is a lack of targeted training methods for players
to give full play to their advantages and overcome their
shortcomings. In addition, the skills of badminton’s auxil-
iary teaching function are the most demanding [7], [8]. The
badminton robot has its visual system, so it is necessary to
further develop the capture, recognition, and analysis system
of the badminton player’s swing action on the existing visual
system and expand the function of the badminton automation
robot [9]. In the development of a system for capturing,
identifying, and analyzing badminton players’ swing actions,
image recognition skills for badminton swing actions are
particularly important. It is crucial to identify how to capture
and analyze badminton swing dynamics through the identifi-
cation method of badminton racket [10].

Badminton has become a popular sport because of its
moderate exercise intensity, easy-to-use rules, social inter-
action and indoor and outdoor characteristics. This wide
popularity makes the analysis of badminton technology very
important. Technical analysis can help improve the level of
athletes, personalize training, optimize competition strategies
and prevent sports injuries. Therefore, for badminton players
and coaches, technical analysis is a crucial tool to improve
the competition level, enhance the competition experience,
and promote the healthy development of badminton. This
paper expounds on the vision system of the neural robot,
introduces binocular vision, and uses the principle of trian-
gulation to obtain the positioning relationship between the
camera and the target object during shooting to determine
the exact position of the target. Then, the mechanism of the
badminton robot’s capture of the athlete’s actions is illus-
trated, and the features of the convolutional neural network
are used for in-depth cognition. Also, an improved pyra-
mid pooling structure is used to improve the efficiency of
network features and the measurement accuracy of small
objects. The improved HiddenMarkovModel (HMM)model
is built, and a real-time recognition system for badminton
actions is implemented. The system can effectively realize
the capture and analysis of badminton players’ actions and
the recognition function of hitting actions. The main goal of
badminton action recognition research is to capture, analyze
and identify badminton players’ various hitting trends and
postures in the competition in real time. The motivation of
the research stems from two main problems: Firstly, with
people’s increasing concern about sports health, more and
more people choose badminton as a fitness activity, but it
is often difficult for them to find professionals to guide
them. Secondly, with the development of technology in the
new era, the application of artificial intelligence technol-
ogy in badminton is expected to provide better training and

technical support. Therefore, the primary goal of this paper
is to solve the above problems, and provide a technical
basis for the intelligent data analysis and the development
of auxiliary training products in the field of badminton,
and promote the intelligent development of badminton. The
realization of this goal will help to provide professional
technical guidance and personalized training, and provide
better technical support for badminton lovers and profes-
sional players. This paper presents a unique and innovative
solution for real-time recognition and analysis of badminton
movements by combining the vision system of the neural
robot, binocular vision, convolutional neural network, and
an improved pyramid pooling structure. This method lever-
ages advanced technologies and integrates them,making their
application in badminton possible. Furthermore, by estab-
lishing an improved HMM, this paper delves into the deep
integration of modern technology and intelligence, provid-
ing non-experts with professional-level technical guidance
and personalized training. Moreover, it offers unprecedented
intelligent support for the field of sports technology. This
comprehensive innovative approach holds the potential to
drive technological and intelligent advancements in the world
of badminton, offering higher-level support to athletes and
badminton enthusiasts.

II. ACTION DETECTION AND RECOGNITION OF
BADMINTON ROBOT
Action detection and recognition in badminton robots is a
technology aimed at enabling robots to monitor real-time
badminton and player movements on the court. It involves
identifying and understanding different actions, such as the
trajectory of the shuttlecock and the posture of players,
to assist the robot in taking appropriate actions and responses,
such as hitting the shuttlecock or adjusting its position. This
requires the use of computer vision and machine learning
techniques to process video data, extract relevant features,
and trainmodels for accurate action recognition and response.
The task of action detection and recognition in badminton
robots is complex, involving computer vision and machine
learning technologies. To achieve this, a large amount of
badminton motion video data needs to be collected and anno-
tated. Then, training and validation are performed through
feature extraction and the use of deep learning models like
the convolutional neural network or recurrent neural network.
Once the training is complete, the model is deployed on the
robot to monitor shuttlecocks and players on the court in real-
time, identifying actions and taking appropriate actions. This
task requires highly accurate computer vision and machine
learning technologies to meet the requirements of various
application scenarios and constant model refinement and
optimization to enhance accuracy and robustness.

A. BADMINTON ROBOT AND BINOCULAR VISION SYSTEM
Badminton robots can cooperate with people to complete
real-time competitions [11], [12]. The visual control system
of the badminton robot is mainly composed of two parts. The
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first part is the support, which is used to fix the camera and
screen. The second part is the camera, which uses a binocular
stereo vision control system to obtain the three-dimensional
position of the badminton on the playing field [13], [14].

The further realization of key technologies such asmachine
vision and autonomous driving is inseparable from the
external signals collected by depth cameras. Like ordinary
cameras, this camera can also directly shoot the target object
to measure the actual distance of the object [15], [16]. Binoc-
ular vision is a common way to extract external signals in
machine vision. Both cameras are on the same baseline.
Extract object signals at different positions based on the
camera coordinate system. The difference in image signals
is obtained by dual positioning, and the orientation signal
and three-dimensional information of the target object are
calculated [17]. Fig. 1 shows a typical depth camera.

FIGURE 1. Typical depth camera.

The binocular in-depth camera used in this paper has low
power consumption and relatively perfect technology. The
basic principle of image imaging of the binocular depth cam-
era is to match the main feature points of the image captured
by the camera with the projected light spot. Then, the tri-
angulation method is used to get the positional relationship
between the photographic camera and the target object to
determine the correct position of the target [18]. Assuming
that the front and rear positions of the camera are at the same
X-Z axis position, the position of the target p in the camera
coordinate system is p (x0, y0, z0). The projected positions of
the target p on the two camera positions are p1(xl, yl, 0) and
pr (xr , yr , 0) in turn. Since the two cameras are on the same
horizontal line, yl is equal to yr. The position of the projected
point is p1(xl, yl, 0) and pr (xr , yr , 0). f is the focal length of
the lens. The center distance of the two cameras is A, which
is also the center baseline distance of the binocular camera.
Therefore, both cameras form a closed triangle with the target
object. The following equations can be acquired according to
the triangular relationship of the triangle.

X1 = f
xc
yc

(1)

Xr = f
(xc − A)

zc
(2)

y = f
yc
zc

(3)

FIGURE 2. Structure of animal neurons and human simulated neurons.

Then, the relative position of the target position p in the
camera coordinate system can be obtained.

x0 = A
xl

xl − xr
(4)

y0 = A
y

xl − xr
(5)

z0 = A
f

xl − xr
(6)

According to the above basic principles, the three-
dimensional position of the target point can be estimated to
determine the depth information after the feature points are
successfully matched.

B. PERCEPTION MODEL
Animal neurons and human simulated neurons are demon-
strated in Fig. 2.

The left side of Fig. 2 displays the structure of animal
neurons [19], [20]. Neurons are the basic structures for ani-
mals to capture and transmit information. On the right side
of Fig. 2 is the researchers’ virtual neuron architecture [21].
The network structure is formed by the end-to-end connection
of neurons layer by layer. The input information is emulated
as x = (x1, x2, . . . , xn)T . The corresponding weight of the
input signal is expressed asω = (ω1, ω2, . . . , ωn)

T . After the
given information is operated in the neuron, the calculation is
completed by the activation function f . The computer outputs
the connection y.

y = f
(∑n

i=1
ωixi − θ

)
(7)
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FIGURE 3. Schematic diagram of convolutional layer.

C. BASIC STRUCTURE OF THE CONVOLUTIONAL NEURAL
NETWORK
The basic structural units of convolutional neural networks
are convolutional layers, pooling layers, and fully connected
layers [22], [23].

1) CONVOLUTIONAL LAYERS
The convolution algorithm layer is the basic structure of
the convolutional neural network. The feature map can be
generated through the convolution algorithm, and it can be
expressed as (8) by mathematical methods.

x lj = f
(∑

i∈Mj
x l−1
j ∗ k lij + blj

)
(8)

In (8), x lj represents the jth feature image of the lth
layer. ∗ represents the convolution operator. Mj represents
the set of all feature images to be convolved. k lij repre-
sents the convolution kernel parameter in the output result
of the layer. blj represents the bias term of the jth fea-
ture image of the lth layer. f represents activation function.
The schematic diagram of the convolutional layer is shown
in Fig. 3.

2) POOLING LAYERS
Pooling layer can also be called down-sampling layer, which
includes many different types of nonlinear functions. In prac-
tical application, the two common methods are maximum
pooling and average pooling [24], [25].
The maximum pooling strategy refers to taking the max-

imum value of the filter as the output result and using
the convolution kernel of N×N for pooling operation [26].
Although the maximum pooling can greatly reduce the
scale of data information, large variation can also cause
information loss or excess. The average pooling strategy
means that the output result is the average value of all
elements in the filter range [27]. The average pooling can
be used when all the information in the feature has a cer-
tain contribution. For example, when it is located in a
deep place in the network, because the width of the fea-
ture map is small, there are more semantic information
implied.

FIGURE 4. Frame diagram of video capture algorithm.

3) FULLY CONNECTED LAYER AREA
Each neuron in the fully-connected layer is connected to the
neuron in the previous network, and the difference data in the
convolutional and pooling layers can be utilized. In addition,
data signals at each level are further processed through acti-
vation functions, thereby reducing parameters and improving
network stability [28], [29].

D. REGION PROPOSAL NETWORK (RP-RESNET) MODEL
The two stages of region proposal network (RP-ResNet)
model are as follows:

The first stage of the test is influenced by the regional sug-
gestion network technology, and shared the feature images
of the middle convolution layer (the 30th layer) of ResNet-
50. The shared convolution layer and the output of regional
suggestion network are injected into the Region of Interest
(ROI) together, and the re-statistics of ROI on the region of
interest are cancelled [30].

In the second stage, after the 30th floor of the net-
work, Squeeze-and-Exclusion Network (SENet) is added to
improve the pyramid pooling architecture. Senet templates
are added after each residual detection module to strengthen
the communication between channels. The higher-level sig-
nals are integrated through the improved spatial pyramid
pooling architecture to improve the efficiency of network
characteristics and improve the measurement accuracy of
small objects to further improve the measurement accu-
racy [31].

E. CAPTURE OF SWING MOTION
According to the classification of the badminton action pro-
cess, the badminton swing dynamics can be divided into
three important stages, which are the preparation stage, the
hitting stage, and the return stage. For the badminton robot,
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the capture is started when the shuttlecock flies towards the
opponent’s court and crosses the net. The capture is termi-
nated when the shuttlecock flies back to the field and crosses
the net. Fig. 4 shows the frame diagram of the modified
badminton swing capture program based on the video capture
program.

As Fig. 4 shows, a timer is used when the action starts. The
purpose is to solve the problem that the shuttlecock cannot
fly back to the area where the robot is located, so the dynamic
shooting completion information cannot be obtained, thereby
suppressing the shooting of the video. After the capture time
threshold Tmax is set, if the capture time is greater than the
threshold, it is confirmed that the shot is wrong. Meanwhile,
the collection of the video segment is terminated, and the
video content of this segment is discarded. The optional value
of the threshold can be determined according to themaximum
time required for the swing action. After the total time of
each video segment in the badminton swing dynamic data set
is calculated, the total time of the longest video segment is
6.52s, so the threshold Tmax of the capture time can be set to
7s.

F. EXTRACTION OF BATTING ACTION
1) SLIDING WINDOW EXTRACTION
Sliding window segmentation plays a key role in extracting
badminton hitting movements. By dividing the continuous
video frame sequence into small windows, this method is
helpful to focus on the local area and capture the key features
of the hitting action. This includes the interaction between
the racket and badminton, the movements of arms and bodies,
and the trajectory of the ball. Meanwhile, the sliding window
method also creates time series data, which enables people
to analyze the time evolution of hitting action, including the
beginning, middle and end stages. In this way, the transition
between different hitting actions is easier to detect and seg-
ment, which is helpful to accurately extract and analyze each
action. Each sliding window can be used to extract various
visual features, such as position, speed and acceleration,
which are helpful to classify and identify different types of
hitting actions. In a word, the sliding window segmenta-
tion method improves the accuracy and efficiency of action
recognition, which is very important for badminton technical
analysis and athlete training.

The big data division technology based on the sliding
window is to divide the collected shot information into sev-
eral windows of the same width. The adjacent windows can
overlap with each other or even do not intersect. This section
will take the action of players pushing and hitting the ball
with the forehand many times in continuous confrontation
as an example to explore the division technology of sliding
window.

Sliding windows usually use a small window of fixed
length to move along the time axis and achieve the acquisition
of hitting dynamics. The frequency band of data collection is
usually 200Hz, and the badminton hitting dynamics is usually

not greater than 0.5s. Therefore, the small windowwidth is set
to 100 to gain the hitting dynamics. Equations (9)-(10) are
used to estimate its net resultant acceleration and complete
the batting action extraction.

a =

√
a2x + a2y + a2z − 1 (9)

In (9), ax , ay, az are velocity signals representing three
axes, and -1 is the gravity velocity fraction that is always
retained. a is the net resultant acceleration that characterizes
pure human action, and the unit of acceleration rate is g.

Am = argmax
[
1
k

∑m+k−1

m
a2m

]
︸ ︷︷ ︸

m

(10)

In (10), am represents the net resultant acceleration at the
mth sample point. k is the window width, and 100 is taken
here. Am represents the maximum averaged sum of squares
of net resultant accelerations with a window width of 100.

Sliding window segmentation technology has a series of
advantages in analyzing badminton hitting action. Firstly,
it allows the effective extraction of dynamic features.
By dividing the continuous hitting information into win-
dows, people can better capture and understand the dynamic
changes of hitting actions. Secondly, the width of the sliding
window is adjustable, which makes it suitable for different
types of hitting actions and time scales. In addition, the
technology also provides a method of feature extraction, such
as net acceleration and other related features, which can be
used for further analysis and identification and help to further
study the nature of hitting action.

However, the sliding window segmentation technology
also has some limitations. Firstly, the selection of window
width is very important, and improper selection may lead
to the loss of information or the introduction of noise. Sec-
ondly, the data acquisition frequency is very important for the
accuracy of the analysis, and the lower acquisition frequency
may not be suitable for some high-speed hitting actions.
Finally, the nature of different hitting actions is different, and
the applicability of sliding window segmentation technology
varies with the type of action, which may require different
analysis methods to deal with different situations. Therefore,
when applying this technology, it is necessary to carefully
select the window width and consider the characteristics of
data acquisition frequency and action type.

2) EVENT WINDOW EXTRACTION
Event window segmentation is a commonly used technique in
motion analysis, which is used to identify and extract specific
events or actions. In badminton action recognition, it is used
to capture and analyze the hitting action. The core idea of this
method is to divide the sports data into different timewindows
according to the occurrence time of specific events to analyze
and identify these events. In badminton, the event window can
be used to capture the start, end and different stages of hitting
the ball, and the start and end times of the event window

VOLUME 11, 2023 144341



F. Wu, H. Chen: Analysis of Technical Characteristics of Badminton for Sports

can be determined by identifying the characteristics or signs
of specific events. This technique is helpful to extract the
key information of hitting action, such as timing, speed and
strength, and is very helpful for the technical analysis and
improvement of athletes and real-time training feedback.

In a word, event window segmentation is of great sig-
nificance to the technical improvement and training of
badminton.

The event-based window data division technique divides
a continuous shot data into several windows with different
widths. The start time and end time of each window represent
the start and end time of the event, and the start and end time
of the hitting action corresponding to the badminton refers to
the player’s starting time and hitting time. In the process of
hitting the ball, the acceleration will increase greatly when
the player starts the shot, so the start time of the shot can be
judged by fitting the inverse process of the acceleration sig-
nal. Besides, whether the acceleration rate of increase exceeds
a certain rate can also be determined. If the acceleration at
impact has reached its peak throughout the swing, the peak
can be measured in the neighborhood to confirm the impact.

In badminton action recognition, using event window seg-
mentation technology faces a series of challenges. Firstly,
it is very important for accurate identification to accurately
determine the occurrence time of hitting events. However, due
to the interference of noise and different marking methods,
the accuracy of event location is a challenge. Secondly, the
diversity and complexity of badminton movements may lead
to similar characteristics of different events, which increases
the difficulty of identification. In addition, the real-time
requirement means that the algorithm needs to complete
motion recognition in a short time, so speed and efficiency
are also test points. In addition, data quality, data volume
and labeling cost are also challenges, and a large number
of high-quality data and labeling are necessary conditions
for training and verifying the model. The identification of
athletes in multi-person and multi-scene situations and the
robustness of the algorithm also need to be considered.
To sum up, badminton action recognition using event window
segmentation needs to deal with many challenges such as
positioning, diversity, real-time, data quality, data volume,
multi-person and multi-scene, algorithm robustness and so
on.

G. ACTION FRAMING AND FEATURE SELECTION
Clustering eigenvalue plays a key role in badminton hitting
action analysis. They are used to classify, identify and analyze
different types of badminton strokes. Firstly, the clustering
eigenvalue can group similar hitting actions, which helps to
clearly distinguish different types of actions such as forehand
picking, forehand pushing and backhand hitting. Secondly,
by comparing the observed action characteristics with the
cluster eigenvalues of known categories, the system can accu-
rately identify the athletes’ hitting actions in real-time or
offline mode. In addition, the cluster eigenvalue also provides
a quantitative analysis method of hitting action, which can

be used to evaluate the quality, speed, strength and other
parameters of the action, and help coaches and athletes under-
stand the technical performance and provide suggestions for
improvement. Themost important thing is that the calculation
of cluster eigenvalues is usually real-time, which enables the
system to respond quickly when athletes hit the ball and
provide timely feedback and suggestions, thus improving the
athletes’ technical level and training effect. Therefore, cluster
eigenvalue plays an indispensable role in badminton hitting
action analysis.

Assuming that all ball dynamics are decomposed into n
element dynamics, the statistic of each element dynamics
is 100/n. According to the empirical value, n=10 is taken
in this paper. All ball dynamics are solved into ten meta
dynamics. It is also a fixed-length waveform for each meta
action. The feature evaluation by cluster analysis method can
be performed on the waveform feature value, or two feature
values with large cluster feature values can be selected as
evaluation parameters. Here, the clustering feature amounts
of the same feature amount can be evaluated by (11)-(13).

λi,j =
xi,j∑k
j=1 xi,j

(11)

λj =

∑k
i=1 λi,jxi,j∑k
i=1 xi,j

(12)

η =
1
k

∑k

j=1
λj (13)

k is the total number of batting action classes. xi,j repre-
sents the total number of the i-th dynamic identified as the
j-th dynamic, so the denominator in (11) represents the total
number of the i-th dynamic. λi,j, the transfer coefficient, rep-
resents the weight of the i-th type of action being recognized
as the j-th type. The numerator in (12) represents the number
of samples identified as the jth class after being weighted by
the transfer coefficient. λj represents the probability that the
sample set is clustered into action j, and it is also called the
clustering characteristic value of action j. In (13), η represents
themean cluster analysis eigenvalue. The corresponding sam-
ple mean value and cluster analysis method characteristics
under the average feature value in different time domains
and frequency intervals are calculated by taking the average
feature value of each frame segment of the divided sample
data.

The average value and peak value play an important role in
the feature selection of badminton hitting action. The average
value is used to indicate the average strength, speed or posi-
tion of the action, while the peak-to-peak value reflects the
maximum strength or speed in the action. These two statis-
tical characteristics provide important information about the
quality and stability of the action. For example, the average
value can be used to describe the average speed of picking the
ball, while the peak value can represent the maximum speed
or strength of backhand hitting. By comparing the average
value and peak value of different actions, the differences
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between them can be identified for the classification and
recognition of actions.

In addition, these characteristics can also evaluate the tech-
nical level of athletes, monitor the stability of movements,
and provide guidance for coaches to improve and optimize
movements.

H. VECTOR QUANTIZATION AND IMPROVEMENT OF
BAUM-WELCH TRAINING ALGORITHM
1) VECTOR QUANTIZATION
The purpose of vector quantization is to represent
high-dimensional data as lower-dimensional vectors for data
analysis, comparison and processing. The purpose of vector
quantization in this paper is to express the meta-dynamic
(sub-action) of badminton hitting action as a 6-dimensional
feature vector containing peak-to-peak value and average
value information. Such a digital representation is helpful
to transform the hitting action into a form that can be pro-
cessed by computer, which makes the subsequent analysis
and recognition more efficient and accurate. Vector quanti-
zation has an important influence on the analysis of hitting
action, because it extracts the key features of the action and
expresses them in digital form. In this way, different hitting
actions can be compared, clustered and analyzed to better
understand and identify different hitting actions. This digital
representation can also be used to train and optimize the
model, which improves the accuracy and robustness of hitting
action recognition. Therefore, vector quantization plays a key
role in badminton action analysis.

The two largest characteristic quantities in the clustering
eigenvalues - the peak-to-peak value and the average number
are selected as the characteristic quantities of the meta-
dynamics. Therefore, all meta-dynamics can be represented
as a six-dimensional feature vector including the peak-to-
peak value and average value of the X, Y, and Z axes.
An unsupervised learning clustering algorithm can be used
to perform vector digitization on the characteristic vector of
each meta-dynamic. After a secondary clustering operation
is completed, vector digitization is implemented on each
element dynamics of the sample, as shown in (14)-(15).

µi =
1
N

∑
xj∈si

xj (14)

J = argmin︸ ︷︷ ︸
S

∑k

i=1

∑
xj∈Si

∥∥xj − µi
∥∥2 (15)

xj is the sample data. S = {S1, S2, . . . , Sk} represents the k
spaces divided by the sample. µi is the average value of the
sample in the category Si, which is the cluster center point. J
represents the cluster quantization error function.

As a result, the corresponding relationship between the
value of k and the quantization error is obtained by dynami-
cally adjusting the value of k and evaluating its corresponding
clustering error and algorithm time complexity.

In vector quantization, different values of k (the number
of clustering centers) will affect the number of iterations

and clustering errors. A larger value of k usually requires
more iterations to converge to the best clustering center,
and increasing the value of k may lead to an increase in
clustering error, because the data becomes more complicated.
Therefore, when choosing the value of k, people need tomake
a trade-off to avoid under-fitting and over-fitting. Cross-
validation or elbow rule can be used to select the appropriate
k value to find a balance between the number of iterations and
the clustering error.

2) IMPROVEMENT OF THE BAUM-WELCH TRAINING
ALGORITHM
The data analysis of each hitting action in the sample can
be collected into several samples, and the sample used in
the training HMM parameter modeling is a single sample,
so the data analysis in the modeling may enter the local
optimal estimation. The recognition rate is low for some
samples. Regarding multi-sample training, two methods are
given. The first is the average practice method. According
to the input of the model, the training statistics of multiple
groups in the samemodel are averaged to complete the model
practice after the data layer fusion is performed on the obser-
vation sequence of the samples. The second is the frequency
weight practice method. The Baum-Welch training algorithm
is improved after applying linear weighting to the sample
observation order and the frequency of events that occur in
this mode.

3) EXPERIMENTAL DESIGN OF HMM ACTION RECOGNITION
BASED ON DIFFERENT PREPROCESSING ALGORITHMS
Experimental purpose: the three different separation meth-
ods are compared through the data separation technology
provided by the batting action in the data preprocessing cal-
culation to select the preprocessing algorithm with the high
recognition rate.

Option 1: segmentation is performed by a sliding window
when hitting the ball. For each hitting point, a peak test of
hitting time ismade, and fifty sample points around the hitting
time will become the dynamic characteristics of hitting.

Option 2: segmentation is performed using a sliding win-
dow with a maximum value. Selecting a sliding window
with a window length of one hundred allows for maximum
checking and resetting. The generation of each maximum
value is relative to the progress of a batting action.

Option 3: event-based window segmentation. The two
times between the player’s starting and hitting will be
detected and used as the window segmentation of the starting
and ending time points.

Experimental method: the univariate principle is imple-
mented. The three different hitting motion extraction algo-
rithms described above are used, while other methods of
statistics, practice, and identification remain unchanged. The
HMM exercises are completed using similar sample data
results, and the identification of the six hitting sports is com-
pleted through the same experimental data results.
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Different preprocessing methods have influenced the
recognition rate of HMM in badminton action recognition,
which can provide valuable enlightenment for intelligent
data analysis and auxiliary training products of badminton.
By using different preprocessing methods, such as sliding
window segmentation, maximum sliding window segmenta-
tion and event-based window segmentation, the recognition
performance of HMM’s hitting action can be significantly
affected. Different preprocessing methods may lead to dif-
ferent feature extraction and data separation effects, and then
affect the accuracy of HMM model. By comparing these
methods through experiments, people can determine which
method is better in improving the recognition rate of bad-
minton movements.

By comparing the performance of different preprocessing
algorithms, it can provide guidance for intelligent data analy-
sis and auxiliary training products of badminton. Specifically,
the preprocessing algorithm with high recognition rate can
become a part of the intelligent data analysis platform to help
professional players and coaches better analyze and improve
their hitting movements. This can improve the training effect,
help players give full play to their personal advantages and
overcome their shortcomings, and promote the intelligent
development of badminton. Therefore, by comparing the per-
formance of different preprocessing algorithms, people can
determine the most suitable method for badminton action
recognition, improve the recognition rate, provide better
training support for athletes and coaches, and promote the
improvement of badminton technology and training level.

Fig. 5 depicts the experimental design process for
HMM action recognition based on different preprocessing
algorithms.

III. RESULTS OF MODEL TEST
A. COMPARISON BETWEEN THE ORIGINAL RESNET
MODE AND THE RP-RESNET MODE
The following experimental comparisons are carried out to
enrich the experimental data and compare and verify the
possibility of the RP-ResNet network in depth. The detection
efficiency comparison between the original ResNet mode and
the RP-ResNet mode is revealed in Fig. 6.
From Fig. 6, it can be found that the RP-ResNet net-

work model has obvious advantages in all aspects, compared
with the original model ResNet. The accuracy of RP-ResNet
increased by 1.25%, reaching 96.72%. This means that
RP-ResNet can identify and classify the dynamic information
in badminton matches more effectively, which is very ben-
eficial for tasks with high accuracy requirements. Although
the number of parameters of RP-ResNet increases by 0.1%
compared with the original model, this slight increase does
not sacrifice the performance of the model. This shows
that RP-ResNet makes more efficient use of parameters
and achieves better cost performance. The detection time
of RP-ResNet is significantly reduced by 0.07 unit. This
means that RP-ResNet can realize the real-time identification

FIGURE 5. The experimental design process of HMM action recognition
based on different preprocessing algorithms.

FIGURE 6. Comparison of experimental results between the original
ResNet model and RP-ResNet.

and analysis of badminton game dynamic information more
quickly, which provides higher real-time performance and
efficiency. Generally speaking, RP-ResNet network model
has achieved remarkable success in improving accuracy, opti-
mizing the number of parameters and reducing detection
time. These improvements make RP-ResNet a higher perfor-
mance and higher efficiency choice, and provide badminton
enthusiasts with better technical statistical analysis tools,
which is expected to promote the automation and scientific
development of badminton competition.

B. HITTING ACTION EXTRACTION BASED ON SLIDING
WINDOW SEGMENTATION
The minimum threshold set is 3, and a maximum reset can be
done to facilitate multiple shots in a row. Fig. 7(a) shows the
schematic diagram of the net resultant acceleration. Fig. 7(b)

144344 VOLUME 11, 2023



F. Wu, H. Chen: Analysis of Technical Characteristics of Badminton for Sports

FIGURE 7. Shot action extraction for sliding window segmentation.

and Fig. 7(c) demonstrate schematic diagrams of sliding win-
dow segmentation for forehand pick and forehand push based
on net resultant acceleration information. The staggered axis
is the sampling time axis, and the vertical axis Accelerometer
is the net resultant acceleration information. The peak-to-
peak part is the statistical information of the forehand pick
and forehand push in the sliding window.

In Fig. 7, firstly, the calculated results of net combined
acceleration show the acceleration values at different time
points, reflecting the acceleration and deceleration of athletes
in different hitting actions. Secondly, the calculation results
of forehand ball-picking sliding show the sliding situation
of athletes in forehand ball-picking, and the sliding results
at different time points may be related to the strength and
skills of ball-picking. Finally, the sliding calculation results
of forehand push show the sliding situation of athletes in
forehand push. Similarly, the sliding calculation results at dif-
ferent time points may be related to the strength and control of
push. These data provide detailed action information, which
can help to understand the characteristics and trends of dif-
ferent actions and their relationship with technical level and
competition strategy through in-depth analysis, which is of
great value to athletes’ training and performance evaluation.

C. HITTING ACTION EXTRACTION BASED ON EVENT
WINDOW SEGMENTATION
Fig. 8(a) and Fig. 8(b) are schematic diagrams of the event
window segmentation of forehand pick and forehand push
using net resultant acceleration information, respectively. The
staggered axis is the sampling time axis, and the vertical axis
is the net resultant acceleration information. The peak value
represents the measured starting point and hitting location,
and the peak-to-peak value part is the information about the
forehand pick and forehand putt hitting motion provided by
the event window.

In Fig. 8, the event values of forehand picking and forehand
pushing events change obviously at different time points,
which may reflect the differences in strength and skills of
athletes in different hitting actions. However, there are some
missing event values in the data, which may affect the sub-
sequent analysis and identification. In addition, it is pointed
out that the results of event-based window extraction do not
completely include the acceleration information before hit-
ting the ball. The obtained numerical widths are inconsistent,
so time warping is needed to solve these problems to ensure
the recognition rate and analysis accuracy of the system. Gen-
erally speaking, these data provide important information for
a deeper understanding of athletes’ movements and technical
level, but further processing is needed to ensure the integrity
and availability of the data.

D. ANALYSIS OF ACTION FRAMING AND FEATURE
SELECTION RESULTS
Fig. 9 shows the results of clustering characteristic values of
common batting actions.
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FIGURE 8. Shot action extraction based on event window segmentation.

In Fig. 9, the peak-to-peak value is 0.175, which shows
that there is a great difference in amplitude between different
actions, and there may be a great difference in actions. The
variance is 0.152, which shows that the characteristics of
these actions are relatively stable and consistent statistically.
The coefficient of Fast Fourier Transform (FFT) is 0.15,
which indicates that the features in frequency domain are
also clustered. The energy is 0.143, which may indicate
that the energy distribution of actions has certain similarity.
The spectral density is 0.142, which indicates that the fea-
tures in frequency domain are also clustered. The entropy is
0.125, which may indicate that the diversity of information
in the sample data is relatively small. Generally speaking,
the statistical results of these data provide important clues for
understanding the characteristics and similarities of different
hitting actions, especially the average value and peak-peak
value, which show good clustering characteristics and may

FIGURE 9. Comparison of the average clustering characteristic values of
various feature quantities.

be valuable in action classification and identification. These
findings are helpful to deeply understand the differences and
commonness among hitting actions, and are of guiding signif-
icance for further action analysis and technical improvement.

E. VECTOR QUANTIZATION EVALUATION
The change curve of the number of iterations and the cluster-
ing error with the value of k is demonstrated in Fig. 10.
In Fig. 10, when k=7, the clustering error is 58.88556,

and the number of iterations is 34.31489. When k=15, the
clustering error is 47.84302 and the number of iterations is
26.27138. When k=24, the clustering error is 61.37162 and
the number of iterations is 20.3707. When k=32, the clus-
tering error is 33.04263 and the number of iterations is
25.04273. When k=40, the clustering error is 38.71465 and
the number of iterations is 18.42918. When k=48, the clus-
tering error is 45.81335 and the number of iterations is
13.24324. When k=55, the clustering error is 26.05616 and
the number of iterations is 16.34386.When k=64, the cluster-
ing error is 30.5858 and the number of iterations is 22.01494.
When k=72, the clustering error is 35.54307 and the num-
ber of iterations is 10.40004. When k=80, the clustering
error is 20.78535 and the number of iterations is 16.78587.
By comprehensive analysis, it shows that with the increase
of K value, the clustering error shows a downward trend, and
the change of iteration times is relatively complicated. When
k=32, the clustering error is low and the number of iterations
is relatively small, which shows that the clustering effect is
good and the calculation efficiency is high at this point. These
data are helpful for people to choose the appropriate K value
for clustering analysis to achieve the best clustering effect.

F. HMM ACTION RECOGNITION EXPERIMENTS BASED ON
DIFFERENT PREPROCESSING ALGORITHMS
The action recognition rates of HMM for different prepro-
cessing methods are revealed in Fig. 11.
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FIGURE 10. k-means vector quantization characteristic evaluation
diagram.

In Fig. 11, three completely different bar-shaped color
blocks represent the above three completely different acqui-
sition methods of hitting dynamics, the horizontal axis
represents the above six completely different hitting dynam-
ics, and the vertical axis represents the discrimination rate
of various hitting dynamics. In different hitting actions, the
scores of different preprocessing methods are different: the
score of Serve’s sliding window segmentation is 94.09338,
the maximum sliding window segmentation is 91.92832 and
the event window segmentation is 92.11599. Rubbing’s slid-
ing window segmentation score is 93.65307, the maximum
sliding window segmentation is 86.01075, and the event
window segmentation is 83.84642. Back rub’s sliding win-
dow segmentation score is 92.42705, the maximum sliding
window segmentation is 84.98116 and the event window
segmentation is 78.90294. Pouncing’s sliding window seg-
mentation score is 94.33873, the maximum sliding window
segmentation is 94.32631 and the event window segmentation
is 87.27035. Counterattack’s sliding window segmentation
score is 85.8742, the maximum sliding window segmentation
is 80.77591, and the event window segmentation is 76.85107.
The sliding window segmentation score of Push forward
is 94.04445, the maximum sliding window segmentation is
90.31384, and the event window segmentation is 94.41248.
Generally speaking, the first scheme has a slightly higher
determination rate of hitting action.

IV. DISCUSSION
This paper significantly differs from previous research meth-
ods. Previous research primarily relied on traditional methods
of manual instruction, including one-on-one or one-to-many
training. While this approach emphasizes individual skill
training, it has several limitations. First, it often fails to

FIGURE 11. Action recognition rate of HMM with different preprocessing
methods.

provide highly personalized training, thus unable to fully
leverage an athlete’s individual strengths and address their
weaknesses. Next, previous research methods are constrained
in terms of technical analysis and data collection, lacking
the capability for automation and real-time feedback. Most
importantly, this approach is ill-suited to meet the growing
demands in the field of sports and fitness, especially with the
increasing popularity of badminton.

In contrast, this paper introduces innovative technolo-
gies such as deep learning and binocular vision systems.
These technologies offer the advantages of advanced action
recognition, enabling automated training and real-time feed-
back. The binocular vision system accurately captures the
three-dimensional position of the shuttlecock on the court,
facilitating advanced motion analysis. Additionally, using
deep learning models such as the convolutional neural net-
work can efficiently identify the players’ hitting actions,
enhancing measurement accuracy, especially for small tar-
get objects. The efficiency of network features is further
improved through an improved pyramid pooling structure and
SENet mechanism, which increases measurement accuracy
for small objects. The research method can advance bad-
minton sports technology and intelligence, providing athletes
with better support and training opportunities. It addresses
the shortcomings of previous research methods and offers
more technical support for sports enthusiasts and professional
athletes. This contributes to the automation of badminton
training and technological advancement. The exact research
significance lies in addressing the challenge of obtaining pro-
fessional guidance, which has become increasingly relevant
due to the growing focus on health, especially the popularity
of badminton as a fitness activity. Furthermore, with tech-
nological advancements, this paper introduces an innovative
artificial intelligence platform for badminton sports, tackling
various technical challenges in both hardware and software
engineering, ranging from data collection to computational
programming.
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V. CONCLUSION
This paper presents an algorithm for recognizing dynamic
information in badminton matches through a single sensor.
It establishes an application platform for real-time technical
statistical analysis of badminton matches. For badminton
enthusiasts, a feasible method is proposed to accelerate their
skill development. Experimental results demonstrate that the
deep neural network’s lower-level network can generate clear
target positioning signals for initial target localization. The
embedded SENet mechanism widens the observation angle
of feature maps and strengthens connections between chan-
nels. The improved spatial pyramid structure enhances the
recognition of details for both small and large targets. The
experiments show that a sliding window can achieve a high
dynamic recognition rate, and extracting features for all
strokes through a sliding window can yield favorable results.
Peak checks are performed on the hit time for each stroke, and
fifty sample points around the hit time are taken as dynamic
hit features.

This paper introduces an algorithm for recognizing
dynamic information in badminton matches using a single
sensor. It aims to help badminton enthusiasts improve their
skill levels. This method is user-friendly, achieves accurate
target localization through deep neural networks, enhances
target detail recognition, and boasts a high dynamic recog-
nition rate. This innovative tool offers technical support for
badminton players and enthusiasts, with the potential to
advance the automation and popularity of badminton.
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