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ABSTRACT Climate change is a phenomenon that is sometimes denied or trivialized. However, in recent
years, we have faced extreme phenomena such as fires, floods, excessive temperatures, etc. which affect
our physical and mental condition and the environment, often leading to significant material damage.
To understand these problems and highlight the meteorological and phenomenological changes encountered
in the last decade, time series were web-scraped and analyzed from several open data sources: weather
news broadcast in Romania, air quality, temperature, etc. The extraction and organization of data recorded
between 2009 and 2023 are formulated as a framework that can be reproduced and replicated to continue the
monitoring. The exploratory analysis of the categorical and numerical data highlights intricate patterns and
correlations within meteorological conditions across regions and seasons. From temperature trends to air
quality fluctuations, the study underscores the dynamic interplay of weather phenomena, paving the way for
informed forecasting and deeper climate research. At the same time, data processing includes Latent Dirichlet
Allocation, K-prototype clustering analysis, in addition to K-means clustering with dimensional reduction
techniques, all of which are employed to further reveal the extreme phenomena in news and regions with
higher occurrence. Therefore, in this paper, we propose a data processing framework for multiple datasets
and analytics, extracting valuable information on climate change and identifying the exposed regions to
extreme phenomena.

INDEX TERMS Climate change, news, web scraping, NLP, data analysis, data clustering.

I. INTRODUCTION
The context of climate change is global. The 2030 agenda
for sustainable development, unanimously adopted by all
United Nations Member States in 2015, serves as a collec-
tive roadmap for promoting peace and prosperity for both
humanity and the planet. This enduring framework is centered
on the 17 Sustainable Development Goals (SDG), which
represent an immediate and universal call to action for nations
across the spectrum of development. Numerous papers have
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been dedicated to the SDG as they play a crucial role in
sustainable development [1], [2]. The SDG underscore the
interconnectedness of various challenges, emphasizing that
eradicating poverty and addressing other forms of deprivation
must be pursued in tandem with efforts to enhance health-
care and education, mitigate inequality, stimulate economic
growth, all while combating climate change and preserving
the integrity of our oceans, agricultural land, and forests [3],
[4], [5]. This holistic approach aims to create a better world
for present and future generations.

Tackling climate change is an important objective for
the European Commission (EC), as global temperatures
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(especially heat waves) have risen dramatically and the last
decade from 2011 to 2020 was the warmest on record. Out of
the 20 warmest years on record, 19 have occurred since the
year 2000. According to data from the Copernicus Climate
Change Service, 2022 marked the hottest summer and the
second warmest year ever recorded. The prevailing scientific
consensus attributes this trend to the increase in Greenhouse
Gas (GHG) emissions resulting from human activities. Today,
the average global temperature is 0.95 to 1.20◦C higher than
it was at the close of the 19th century. Scientists consider a
2◦C increase compared to pre-industrial levels as a critical
thresholdwith potentially disastrous consequences for the cli-
mate and the environment [6], [7]. This is the reason why the
international community collectively recognizes the impera-
tive to limit global warming to well below a 2◦C increase.
European Union (EU) climate action holds significance as
climate change is already exerting various effects on Europe,
with consequences varying by region. These effects encom-
pass biodiversity loss, reduced crop yields [8], forest fires,
and rising temperatures (heatwaves) [9]. Furthermore, cli-
mate change can have adverse impacts on human health [10],
[11]. As of 2019, the EU ranked as the world’s fourth-largest
emitter of GHG, followingChina, theUnited States and India.
The EU’s contribution to global GHG emissions decreased
from 15.2% in 1990 to 7.3% in 2019 [12]. Electric vehicles
and Renewable Energy Sources (RES) are seen as two impor-
tant pillars in combating GHG emissions [13]. In 2021, the
EU legally committed to achieving climate neutrality, which
means zero net emissions, by the year 2050 [14]. An interim
goal of reducing emissions by 55% by 2030 was also estab-
lished. This commitment to zero net emissions is codified
in climate legislation, with the European Green Deal (EGD)
serving as the roadmap for the EU’s journey to becoming
climate-neutral by 2050. Researchers have investigated the
role of photovoltaics for the EGD and the recovery plan [15].
Geopolitics also plays an important role [16]. The specific
legislation required to meet the EGD’s objectives is outlined
in the Fit for 55 packages introduced by the EC in July 2021.
This package includes the revision of current laws related
to GHG emissions reduction and energy consumption [17].
Additionally, the EU is actively working toward achieving
a circular economy by 2050, fostering a sustainable food
system and safeguarding biodiversity. To fund the EGD’s
ambitious goals, the EC unveiled the Sustainable Europe
Investment Plan in January 2020, with the aim of attracting
a minimum of =C1 trillion in public and private investments
over the next decade.

Severe climate changes gradually increased until it became
evident that they are more likely to intensify and disturb
humans’ activities in the next few years. First seasonal
changes were noticed, then more phenomena that create dam-
age emerged indicating clear changes that we do not know
if they would be reversible or not. More and more studies
acknowledged that it would be a great challenge to make
people aware of the environmental issues [18]. Our moti-
vation is to highlight these phenomena through the analysis

of historical data and through the identification of patterns
whose knowledge will probably allow us to avoid natural
disasters. As the years pass, people have become used to
these changes and consider them natural, taking measures to
withstand heat waves or trying to find ways to fight the hail
that destroys their crops. But the extent of these phenomena
has experienced an alarming intensification, the measures
to combat being useless in the way of floods or destructive
fires. To understand these phenomena and their impact on
humans, big data analytics were proposed [19], emphasizing
the climate change impact on supply chains. The researchers
identified challenges and opportunities regarding these oper-
ations and proposed research themes on big data analytics and
climate change to ease the transition to a clean environment.

In this paper, we build a dataset from weather news
broadcast in Romania and meteorological data including air
quality variables and aim to analyze and extract insights
that could indicate a climate change trend or regions where
some phenomena recently intensified and are more frequent.
Exploratory Data Analysis (EDA), clustering, and Latent
Dirichlet Allocation are applied to extract insights, patterns,
and the relevant topics from the news’ text.

Our contribution is mainly to create a data processing
framework that can be replicated to reproduce the analysis
and obtain more results that allow society to take measures
to protect our environment and prevent extreme phenomena
such as fire, hail, floods, heat waves, etc. The remainder of
this paper is structured as following: in section II, the most
relevant similar research papers are depicted highlighting the
previous contribution in the field; section III is dedicated to
the proposed data processing framework and the methods;
section IV provides the EDA, as well as the results obtained
from the K-prototypes and PCA or t-SNE combined with
K-means methods. In section V, the conclusion is drawn.

II. LITERATURE REVIEW
Information related to air quality, weather, extreme phenom-
ena, and even climate change is readily available given the
increasingly high data volumes from around the globe. As of
2022, the volume of generated data was estimated to be
around 97 zettabytes [20]. With this wealth of data sources,
both offline and online, and the continuous volumes of data
generated every second, the topic of climate change can be
more efficiently tackled and analyzed in-depth. Thus, analyz-
ing this vast amount of data is essential to address and better
understand climate change. Numerous research papers have
been written regarding this major concern, and an even higher
number of news articles focus on raising awareness about the
importance of climate change. The study performed by [21]
analyzes climate change thematic academic papers, in con-
trast with news coverage on the same topic, revealing the dif-
ferent focus of the two seemingly related articles. Academic
papers predominantly focus on the quantitative and direct
effects of climate change on agriculture [22], [23], [24] or
water management [25], [26]. In contrast, most media outlets
center on the societal impact [27], [28]. News articles cover a

144632 VOLUME 11, 2023



A.-G. Văduva et al.: Understanding Climate Change and Air Quality Over the Last Decade

much wider variety of topics [21], [27], especially regarding
climate-related data, making them a valuable, abundant, and
challenging source of information.

In the context of data accessibility, the internet has been
essential in ensuring an increasing number of individuals
are becoming informed about climate-related topics. More-
over, online, raw data found on the internet, often having an
unstructured form, is more accessible to analyze in recent
times, all due to innovations in the software domain [29].
With updated products, packages and even dedicated soft-
ware, data is more easily Extracted, Transformed, and Loaded
(ETL) into convenient, easy-to-use files or databases. To per-
form such extraction, newer articles use Web Scraping (WS)
as a tool to obtain the needed data, in real-time [30], [31]
or one-time-only [32], [33], [34]. WS tools used in aca-
demics mainly focus on two directions [34]: 1) data anal-
ysis and visualization for predictions and decision-making
processes and 2) developing models for obtaining feasible,
clean data, unattainable in the past. Regarding the first focus,
data analysis and visualization, WS is sporadically utilized to
extract meteorological data [34]. The data is used to create
a dashboard containing weather forecasts (predictions for
meteorological variables such as humidity, precipitations,
and temperature) as a support for decisions related to future
weather. Article [35] uses WS tools to extract air quality
data, such as pollutants (PM10, PM2.5, CO, CO2, SO2, O3,
NO, H2S, NOx) and Air Quality Index values to accurately
predict AQI using the collected data. For the second focus of
developing data extraction models, some authors [13], [14]
useWS to efficiently collect and organize news content. With
the increasing volume of news articles, manual inspection
becomes impractical, prompting the need for automated solu-
tions. Article [13] extracts news from 15 Senegalese websites,
storing date, URL, and body text in separate databases. Arti-
cle [14] employs bots to extract data from multiple sources,
providing users with the latest news based on their prefer-
ences through a unified database.

Simply acquiring data from the internet throughWS proves
insufficient. It often leads to datasets that are hard to manage
and even harder to replicate, should one add another source
to the scraping tool. In order to properly assess the extracted
information, two concepts have predominant uses in this
domain: mapping (with its main purpose of process replica-
tion) [29] and Natural Language Processing – NLP (used to
extract pertinent information from the collected data) [36],
[37], [38]. Article [29] presents the importance of mapping
the data obtained through WS, to ensure alignment with the
scope of the research. On the other hand, NLP techniques are
automatic processes used to analyze extensive text corpora.
Article [36] uses an automated NLP process from the entire
Corpus of the Assessment Reports of the Intergovernmental
Panel on Climate Change. Through tokenization, stemming,
and determining N-grams the authors obtained the most
used climate change-related terms. These texts highlight the
frequency of references to developed countries, sea levels,

greenhouses, energy and the climate influence altogether.
While the application of WS and NLP techniques in climate
change research is crucial, a similar approach is also being
adopted in Romania, where most research papers [39], [40],
[41] useWS tools along with NLP for collecting news articles
related to fake news [39], [40] or for trend analysis [41].
In article [41], authors extract and classify news arti-

cles using various semantic models, emphasizing weather-
related topics. Key terms include: ‘‘grad’’ (degree), ‘‘tem-
perature’’ (temperature), ‘‘maximă’’ (maximum), ‘‘precip-
itations’’ (precipitations), ‘‘ninsoare’’ (snowfall), ‘‘slab’’
(weak), ‘‘vânt’’ (wind), ‘‘minima’’ (minimum). In contrast,
article [39] presents an automated scraping model using the
PHP library Text Language Detect to extract only Roma-
nian articles. With an emphasis on fake news detection,
the article consists of several supervised machine-learning
techniques, such as classical models (Naïve Bayes, Support
Vector Machine), deep learning models (LSTM, GRU and
CNN) and transformer models (RoBERT). CNN and NB
models achieve the highest accuracy. In another study [40],
the authors focus extensively on the BERT (Bidirectional
Encoder Representations from Transformers) model, while
using collected data using BeautifulSoup, a Python tool.
As previously noted, BERT does not offer high accuracy
when it comes to identifying fake news. While BERT pro-
vides powerful insights for contextual understanding, another
NLP technique is lately gaining interest [42], [43] for com-
prehensive text analysis: Latent Dirichlet Allocation (LDA).
Using a probabilistic approach, researchers use LDA to
uncover various topics existing in the corpus. LDA analysis is
present in papers concerning climate change [44], [45], [46],
[47], [48]. One research of interest [44] uses LDA to analyze
news media coverage on climate change and discover the
increasing media attention on this topic from 2007 onwards.

However, before diving into different analysis techniques,
it is vital for air quality and climate-related data to be pro-
cessed beforehand [49], [50], [51], [52], [53]. Pre-processing
serves the essential purpose of data preparation, cleaning and
enhancement, ensuring a higher analysis quality [50], [51],
[52], [53]. Some works in the literature use pre-defined pre-
processing techniques [49], [53], [54], such as fuzzy logic or
ANFIS. Other works focus on using their own pre-processing
analysis steps [50], [51], [52], including relevant data manip-
ulation: from normalizing and scaling data to principal com-
ponent analysis and feature extraction. Most works go even
further and present a framework for cleaning and preparing
data in more clear and concise steps [50], [55], [56], [57],
[58]. Building upon the insights gained from LDA’s topic
modeling, while using pre-processed data, the next analysis
step often involves clustering techniques. One such clustering
method is K-means, a simple yet useful unsupervised learning
technique, frequently addressed in climate [59], [60] or air
pollution analysis [61], [62]. K-means main drawback comes
from its incapacity to process categorical data. To address
this deficiency, several papers have been focusing on using
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K-Prototypes [63], [64], [65], [66], a different clustering
algorithm that can successfully handle mixed data. However,
regarding climate change and air pollution topics, there are
certain limitations in the existing literature, as there are not
nearly enough analyses performed using the K-Prototypes
algorithm.

III. METHODS
A. DATA PREPROCESSING FRAMEWORK
Meteorological datasets offer a compilation of weather and
atmospheric data. They encapsulate a diverse array of mete-
orological indicators, such as temperature, precipitation,
humidity, and atmospheric pressure, to name a few. While
the timespan of such datasets can vary widely, ranging from
immediate real-time data to extensive historical archives cov-
ering vast epochs, the dataset in the current investigation
covers the period from February 2009 to August 2023. The
principal aim of this study is to describe weather patterns,
and the ramifications of climate change specific to Romania.
By considering the capabilities of advanced NLP method-
ologies, particularly leveraging the OpenAI API linked with
the renowned ChatGPT, alongside with web scraping mecha-
nisms, this study extracts meteorological insights from news
articles regarding weather events in Romania. Integrating
these with data associated with Romania’s primary regions,
a unified dataset emerges. To pre-process this data, the fol-
lowing steps are proposed:

1) STEP 1 - SET UP THE SOURCES, PARAMETERS, TIME
SPAN AND KEYS
In the context of meteorological research, consider a
sequence of data sources s = {s1, s2, s3}, a set of corre-
sponding parameters ps representative of attributes, such as
air quality, temperature, and humidity, and a time frame T ,
∀t ∈ T , representing the time interval of interest. The
sequence of parameters ps can be divided into three environ-
mental datatypes corresponding to three data sources:

• Air quality data (ps1 ∈ s1): describing the quantity of
chemical compounds at time t , their origin being a data
source s1 from the sequence of sources denoted by s;

• Meteorological parameters (ps2 ∈ s2): describing the
meteorological conditions at time t , also originated from
the data source s2;

• Meteorological phenomena (ps3 ∈ s3): sequence of
events observed at time ti, from time t , originated from
the data source s3;

Ideally, data corresponding to these parameters should
be accessible across all geographic divisions within a
country. Let r = {

′Banat ′,′Transilvania′,′Moldova′,
′Muntenia′,′ Oltenia′,′ Dobrogea′ be the set containing the
studied geographic regions from Romania. Given that a sin-
gle geographic region can encompass multiple counties or
districts, based on the state’s administrative divisions, it is
prudent to single out a representative county or administra-
tive territory from each region r . The consolidated dataset,
which incorporates the meteorological parameters, should

be augmented with two additional columns: ‘Region’ and
‘County/Administrative territory’. In this structured data
architecture, the combination of the ‘Date’ and ‘Region’
columns corresponding to t and r will act as a composite
primary key, a mechanism that will be instrumental for future
integrations with secondary datasets.

2) STEP 2 - WEB SCRAPING FOR WEATHER ARTICLES
The additional dataset required for this research is sourced
from a news portal featuringmeteorological articles, ensuring
temporal alignment with the period established in the first
dataset. The dataset is structured with the following columns:

• article_url: This signifies the article’s web link.
• article_title: This encapsulates the headline of the arti-
cle.

• article_lead: A concise summary or overview of the
article’s content.

• article_text: This covers the main body or content of the
article.

• article_date: Indicates the date when the article was
published.

To obtain this data, web scraping methodologies are
employed. Specifically, for the purposes of this study,
the Scrapy Python library is employed. Scrapy, an open-
source framework, facilitates efficient extraction of web data.
To operationalize this, we design a web scraper within Scrapy
by establishing a Spider class, a crucial component that facil-
itates the extraction of website content. After this, the parsing
logic is necessary. It is imperative at this point to meticulously
define CSS selectors, ensuring that data extraction is both
precise and comprehensive.

3) STEP 3 - PREPROCESS THE WEATHER ARTICLES
Upon completing the initial data extraction and populating
the columns, the OpenAI API is employed to map the regions
cited in the article_text column. Additionally, the associated
meteorological phenomena will be identified. The specific
model used for this task is the gpt-3.5-turbo-0613, with its
temperature parameter set to 0 and a token limit set at 256.
A critical aspect of this phase is the creation of the system
prompt. The outcomes produced by the Large Language
Model (LLM) have a critical effect on the prompt’s clarity and
precision. This strategic approach is referred to as ‘‘Prompt
Engineering.’’ Aptly crafted prompts ensure more accurate
and relevant results. Multiple prompts are engineered, and
the results are compared to check the reliability of the results
and their conformity with the expected outputs of the LLM
model. Outputs rendered by the LLM are conserved in Python
lists of dictionaries. The generic format adopted is:

[{′region′

1 : [′phen′

1,
′ phen′

2, . . . ,
′ phen′

i,

{
′region′

2 : [′phen′

1,
′ phen′

2, . . . ,
′phen′

j]},

. . . ,′ region′
n : [′phen′

1,
′phen′

2, . . . ,
′phen′

k}].

In this case, each unique region may be associated with
an array of different phenomena, or possibly no mentioned
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FIGURE 1. Flowchart of the data pre-processing framework.

phenomena at all. In cases where an article contains no rel-
evant data, the LLM is instructed to generate a list encapsu-
lating an empty dictionary. In the process of analyzing the
dataset, it has been observed that multiple articles share an

identical date in the article_date column. Such occurrences
are not uncommon, especially in daily news portals that may
publish several meteorological articles on the same day, each
focusing on different regions or phenomena. However, these
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overlapping dates present a potential challenge, as the ulti-
mate objective is to have a structured dataset where each date
corresponds to a unique set of meteorological phenomena
across various regions. The procedure can be outlined as
follows:

• Identification: Start by identifying all the dates with
multiple articles. This can be achieved using Python’s
Pandas library, particularly by employing functions such
as group by and count.

• Merging Dictionaries: For dates with multiple arti-
cles, merge the dictionaries to amalgamate regions and
their corresponding phenomena. For example, if two
entries on the same date cite ‘‘rain’’ and ‘‘snow’’ for
‘‘Region_A’’, the consolidated dictionary should list
both phenomena under ‘‘Region_A’’.

• Redundancy Removal: Ensure that the merged dictio-
nary for each region does not have duplicate phenomena.

• Creation of a Unified Entry: Once the dictionaries for a
particular date have been merged, create a new, unified
entry in the dataset. This entry should encapsulate all the
regions mentioned across multiple articles for that date
and their collective phenomena.

• Assuring the Composite Primary Key: This procedure
ensures each date-region combination in the dataset
remains unique, facilitating a structured composite pri-
mary key.

4) STEP 4 - INTEGRATING THE DATASETS
Upon the completion of the datasets, the first two containing
the air quality data (dfS1) and meteorological parameters
(dfS2) and the third containing the regions associated with
the phenomena (dfS3), the final stage entails their integration.
This merging is based on the shared composite primary key -
comprising both date (t) and region (r) - present within each
dataset. Using Python’s Pandas merge function, datasets are
consolidated based on the primary key, resulting in a unified
dataset (dfS). Post-merging, a rigorous verification step is
necessary to eliminate anomalies, ensuring the combined
dataset’s integrity. The outcome is a cohesive database, nec-
essary for advanced meteorological analysis. The described
steps are graphically represented in Figure 1.

B. K-PROTOTYPES ALGORITHM
In data analytics, effectively clustering mixed datasets, com-
prising both numerical and categorical variables, remains
challenging. While K-means excels with numerical data and
K-modes with categorical, neither is suited for mixed data.
K-prototypes represents a hybrid approach combining both
algorithms’ characteristics, ensuring a robust solution to clus-
ter data having mixed types. Let X denote the dataset neces-
sary for clustering, X = {X1,X2,X3, . . . ,Xn}, where Xi is a
data object or datapoint, with 1 ≤ i ≤ n. We can represent
a data object Xi as a vector Xi = {xi1, xi2, . . . , xim}. The K-
Prototypes algorithm allows the usability of both numerical
and categorical attributes in the clustering process. The aim of
the K-prototypes algorithm is to find k groups by minimizing

the following defined cost function:

J (P,Q) =

∑k

l=1

∑n

i=1
pil (xi,Ql) (1)

where pil is an element from the partition matrix Pn×k , 0 ≤

pil ≤ 1, Ql is the center of the cluster denoted by l, and
d (xi,Ql) represents the dissimilarity measure defined as:

d (xi,Ql) = d
(
xij, qij

)
(2)

where:

d
(
xij, qij

)
=

{ (
xij − qij

)2
, if feature l is numerical

µlδ
(
xij, qij

)
, if feature l is categorical

(3)

and:

δ (p, q) =

{
0, p = q
1, p ̸= q

(4)

representing the Kronecker symbol.
The term µl represents the weight associated for the cate-

gorical attribute located in the cluster l. If xij is a value of a
numerical feature, then qij will be themean of the j-th numeric
feature in the cluster denoted by l. When xij is a value of
a categorical variable, qij is the mode of the j-th categorical
variable in the cluster l [67].

There are four major steps representative for the K-
prototypes algorithms:

1. Randomly select K datapoints as initial proto-
types/centers from the dataset;

2. For each datapoint in the main dataset X , assign it to
the cluster with the nearest prototype to the selected
datapoint with respect to (2);

3. After each allocation, update the cluster proto-
types/centers.

4. If the updated prototypes are identical to the previous
ones, then the algorithm stops. Else, steps 2 and 3 are
repeated until convergence.

C. K-MEANS WITH PCA AND T-SNE
Data allows for conducting numerical analysis after encod-
ing categorical variables. K Means, a widely used unsuper-
vised machine learning clustering algorithm that specializes
in numerical data, is one part of K-Prototype. On certain
datasets, both algorithms can be applied to enhance our ability
to gain insights from the data.

Given the dataset X = Xi where 1 ≤ i ≤ n, X is partitioned
into ‘k’ clusters C = Cj where 1 ≤ j ≤ k . K-Means’
main concept revolves around centroids µj calculation, data
points representing each cluster’s mean (center). The aim of
this algorithm is to find the k clusters by minimizing the cost
function:

J (C) =

∑K

k=1

∑
xiϵck

∥ xi − µk ∥
2 (5)

The steps needed to obtain these clusters and centroids
are identical to the steps presented in section IV-B, with the
difference in the equation used to calculate the cost function.
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For an improved visualization, clustering algorithms often
use dimensionality reduction techniques. Two such tech-
niques standout: Principal Component Analysis (PCA) and
t-Distributed Stochastic Neighbor Embedding (t-SNE). PCA
uses the concepts of Eigenvalues and Eigenvectors for lin-
ear dimensionality reduction, while t-SNE uses a non-linear,
probabilistic approach that contains the concept of Perplexity.

PCA is a technique that tries to preserve as much infor-
mation as possible from the original dataset, while also
reducing the number of variables. It uses preprocessed data
based on which it computes the covariance matrix. Using
the newly obtained matrix, the unsupervised algorithm deter-
mines eigenvalues (degree of variability) and eigenvectors
(PC axes) to create Principal Components that explain the
maximum amount of variance of the original data. Given n
number of variables, PCA will determine n principal com-
ponents, each with its own eigenvalue and eigenvector. The
optimal number of components can be chosen using various
methods, either by specifying a variance threshold, applying
Kaiser’s Rule (retain only eigenvalues above 1), or by plotting
a Scree Plot. In the end, the determined principal components
can be used for statistical inference.

On the other hand, while the second technique focuses
on dimensionality reduction as well, t-SNE is mostly used
for visualization purposes. t-SNE uses high-dimensionality
Euclidean distances that are converted into conditional prob-
abilities using probability distributions. These conditional
probabilities are often referred to as similarities between two
points [68]. The conversion is made after assessing a Gaus-
sian distribution in the original high dimensional space and a
Student’s t distribution in the desired low-dimensional space,
and aiming to map them by matching similarities between
the two. Perplexity is used in t-SNE to control the balance
between preserving global and local structure in the data.
Different perplexity values reveal different aspects of the
data structure, as it states how many neighbors the algorithm
should take into consideration when reducing the data.

IV. RESULTS
A. EXPLORATORY DATA ANALYSIS
The dataset under examination is meticulously structured,
aiming to offer insights into diverse meteorological phenom-
ena and variables recorded over varying dates across distinct
regions and counties. The following enumerates the attributes
and the nature of the information housed within each:

• Date (‘date’): This field denotes the specific date on
which the recorded weather phenomena were observed,
formatted as YYYY-MM-DD. For example, the entry
‘2009-02-19’ represents the 19th of February 2009.

• Region (‘region’): The ‘region’ attribute specifies the
geographical region of the observation. It is categorical
and includes areas such as ‘Banat’, ‘Dobrogea’, and
‘Moldova’, enabling regional analyses of weather pat-
terns and phenomena.

• Phenomena (‘phenomena’): This attribute holds an
array of the observed weather phenomena on the

recorded date in the corresponding region and county.
Examples of phenomena encompass ‘Snow’, ‘Rain’,
‘Wind’, ‘Flood’, ‘Fog’, etc., facilitating an exploration
of the diversity and frequency of weather events.

• County (‘county’): The ‘county’ field indicates the spe-
cific county within the region where the observation was
made, represented by abbreviated codes such as ‘TM’
for Timiş, ‘CT’ for Constanţa, and ‘IS’ for Iaşi.

• PM 10 Quality (‘pm10_quality’): This numeric
attribute represents the concentration of particulate mat-
ter (PM10) in the air, measured inµg/m3. It’s critical for
assessing air quality, with higher concentrations usually
indicative of poorer air quality.

• Air Pressure (‘air_pressure’): Measured in millibars
(mbar), this numeric variable reflects the atmospheric
pressure recorded at the time of observation, offering
insights into the prevailing weather conditions, with
lower values often associated with adverse weather.

• Temperature (‘temperature’): This is a numeric vari-
able capturing the ambient air temperature at the time of
observation, measured in degrees Celsius (◦C). It serves
to elucidate temperature trends and anomalies within the
dataset.

• Humidity (‘humidity’): This field quantifies the rela-
tive humidity observed, represented as a percentage (%).
It’s pivotal for understanding moisture levels in the air
and can be associated with the occurrence of specific
weather phenomena like rain or snow.

Example Entry:
• Date: 2009-02-19
• Region: Banat
• Phenomena: [‘Snow’, ‘Wind’]
• County: TM
• PM10 Quality: 51.63 µg/m3

• Air Pressure: 995.4 mbar
• Temperature: −4.095 ◦C
• Humidity: 85.5%

Each entry in the dataset presents a snapshot of the meteoro-
logical conditions on a particular day, in a specific county and
region, thereby providing a multifaceted view of the weather
patterns, atmospheric conditions, and air quality prevalent in
the observed areas.

1) DISTRIBUTION OF VARIABLES
The distribution analysis of the variables unveils distinct
patterns, providing a glance into the climatic nuances inherent
to the dataset (as in Figure 2).

• PM 10 Levels: Displayed some skewness, predomi-
nantly concentrating around 20-60 µg/m3, signaling
potential concerns regarding air quality and public
health.

• Air Pressure: Exhibited a more symmetrical distribution
around 1000 mbar, a typical trait often linked to weather
dynamics such as storms.

• Air Temperature: Revealed a bimodal distribution, hint-
ing at the existence of two principal temperature clusters,
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FIGURE 2. Distribution of the variables.

possibly correlating to varied seasons or distinct weather
states.

• Relative Humidity: Manifested a slight left skew, with
a majority clustering around 70-100%, a range often
associated with precipitation phenomena.

2) ANALYSIS OF EXTREME VALUES AND CORRESPONDING
PHENOMENA
a: LOW AIR PRESSURE ANALYSIS
Analysis under conditions of low air pressure disclosed fre-
quent occurrences of phenomena such as snow, hail, and
blizzards, validating the acknowledged association of low air
pressure with severe weather conditions.

b: HIGH PM 10 LEVELS ANALYSIS
During elevated PM 10 levels, the prevalence of phenom-
ena like rain, fog, snowfalls, and frost was observed. The
persistence of rain, despite the elevation of PM 10 levels,
implies it might not be effective in air purification. Similarly,
occurrences of fog, snowfalls, and frost potentially indicate
the entrapment of pollutants close to the ground.

c: TEMPERATURE EXTREMES ANALYSIS
High temperatures exhibited a strong association with heat-
waves and unexpectedly high frequencies of hail, possibly
implying sudden climatic transitions. In contrast, low tem-
peratures showed a strong correlation with frost, snow, and
blizzards, indicative of severe winter conditions.

d: HIGH RELATIVE HUMIDITY ANALYSIS
High relative humidity prominently correlated with rain and
snow falls and, to a lesser extent, with sleet and wind. This
is consistent with the expectation of precipitation during
conditions of elevated moisture in the atmosphere.

3) CORRELATION MATRIX ANALYSIS
The correlation matrix is established to discern the degree
of linear relationship between the numerical variables (as in
Figure 3).

FIGURE 3. Correlation matrix.

• PM 10 Levels & Air Pressure: Exhibited a negligi-
ble positive correlation (0.0614), hinting at a marginal
increase in PM 10 levels with rising air pressure.

• PM 10 Levels & Temperature: Portrayed a slight neg-
ative correlation (−0.1169), suggesting that rising tem-
peratures may marginally decrease PM 10 levels.

• PM 10 Levels &Humidity: A trivial negative correlation
(−0.0695) was noted, suggesting a minor decrease in
PM 10 levels with increasing humidity.

• Temperature & Humidity: A moderate negative cor-
relation (−0.4326) was observed, affirming the mete-
orological principle that an increase in temperature
is typically accompanied by a decrease in humid-
ity, the most significant correlation observed in this
study.

4) REGIONAL TRENDS AND SEASONAL VARIATIONS
a: REGIONAL TRENDS OF NUMERICAL VARIABLES
In-depth regional analysis of numerical variables such as PM
10 levels, air pressure, air temperature, and relative humid-
ity is conducted to discern regional patterns. Box plots are
constructed to present regional distribution characteristics
for each numerical variable, revealing substantial variations
across regions (as in Figure 4).

b: SEASONAL VARIATIONS IN WEATHER PHENOMENA
Seasonal breakdowns of weather phenomena occurrences
were generated by mapping each month to its respective
meteorological season. The phenomena were then analyzed
seasonally to discern the most frequent occurrences in each
season over the years, revealing divergent patterns, where dif-
ferent phenomena dominated in varying seasons. In each sea-
son, the most frequent phenomena presented varying trends
across the years (as in Figure 5).
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FIGURE 4. Seasonal trends of phenomena.

Winter:

• In the winter season, the most frequent weather phe-
nomenon is ‘‘Snow,’’ with notable variations in occur-
rence over the years.

• ‘‘Rain’’ and ‘‘Sleet’’ are also common occurrences dur-
ing winter.

• The years 2017 and 2018 exhibit a significant increase
in ‘‘Snow’’ occurrences, while 2013 has comparatively
lower ‘‘Snow’’ occurrences.
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FIGURE 5. Regional box-plots.

• ‘‘Blizzard’’ is a prominent phenomenon in the winter of
2012 and 2017.

Spring:
• Spring exhibits a different set of dominant weather phe-
nomena, with ‘‘Rain’’ being the most frequent.

• ‘‘Showers’’ and ‘‘Lightning’’ are also notable occur-
rences during spring.

• In 2021, there is a substantial increase in ‘‘Snow’’ occur-
rences during spring, which is relatively unusual for this
season.

• ‘‘Hail’’ is more frequent in the springs of 2014 and 2015.
Summer:

• Summer seasons are characterized by weather phenom-
ena such as ‘‘Hail,’’ ‘‘Lightning,’’ and ‘‘Heatwave.’’

• ‘‘Rain’’ and ‘‘Showers’’ are also common during sum-
mer.

• The years 2014 and 2015 have a higher incidence of
‘‘Lightning’’ and ‘‘Hail’’ during summer.

• ‘‘Whirlwind’’ and ‘‘Storm’’ are notable occurrences in
the summer of 2016 and 2017.

Autumn:
• ‘‘Rain’’ dominates in the autumn season, with variable
occurrences of other phenomena.

• ‘‘Fog’’ and ‘‘Wind’’ are also observed during autumn.
• In 2015, there is a notable increase in ‘‘Snow’’ occur-
rences during autumn.

• ‘‘Blizzard’’ is a rare phenomenon but occurred in the
autumn of 2017.

• The years 2018 and 2019 exhibit higher occurrences of
‘‘Wind’’ in autumn.

These findings highlight the dynamic nature of weather
patterns across different seasons and years. The variations
in the prevalence of specific weather phenomena underscore
the need for comprehensive seasonal analysis when studying
meteorological data. Understanding these patterns can pro-
vide valuable insights for weather forecasting and climate
research.

5) STATISTICAL TESTS AND TRENDS
A focused analysis is performed to observe the trend in
the occurrences of heatwaves over the years. The Mann-
Kendall Test is employed to discern whether the occur-
rences of heatwaves are increasing, decreasing, or remain
constant over the years. The Mann-Kendall Test yields a τ

value of 0.428 and a p-value of 0.027, suggesting a sta-
tistically significant increasing trend in the occurrences of
heatwaves over the years in the dataset. To investigate if
the occurrences of heatwaves are dependent on the season,
a Chi-Square Test for Independence was conducted. The Chi-
Square statistic is calculated to be approximately 4051.18,
with a p-value of virtually zero. These results indicate a
statistically significant relationship between the season and
the number of heatwave occurrences, suggesting that heat-
waves are not uniformly distributed across different sea-
sons. To explore the relationship between the occurrences
of heatwaves and meteorological parameters, a Spearman
Rank Correlation test is performed specifically focusing on
air temperature. The test yields a Spearman Correlation
Coefficient of approximately 0.442 with a p-value of virtu-
ally zero. This indicates a statistically significant moderate
positive correlation between air temperature and the occur-
rences of heatwaves, suggesting that rising air temperatures
are associated with an increase in the number of heatwave
events.

B. LATENT DIRICHLET ALLOCATION
Implementing LDA on the text of news, first the article_text
column is translated with Translator from googletrans, the
punctuation and stop words are removed and the letters are
converted to lower case. The translation can be time con-
suming depending on the text length and the capacity of
virtual machine provided by Google Collaboratory. Around
7,000 distinct news were analyzed, and the following three
groups of topics emerged. The first major topic is character-
ized by several normal weather conditions (as in Figure 6).
It is focused on temperature measurement units (degrees),
consisting of a variety of weather indicators such as wind,
sun, rain, clouds, snow, etc.

The second topic focuses on the cold weather, where snow,
wind, precipitation, clouds maximum, values are predomi-
nant (as in Figure 7).
Whereas the third topic is smaller than the first two and is

concentrated on weather with extreme phenomena like hail.
It includes rain, snow, shower, clouds, electrical, hail, water,
etc. as in Figure 8.
Topic coherence is a measure of how interpretable and

coherent the topics produced by an LDA model are.
It assesses how well the words within each topic are related.
With 3 topics, the coherence score is 0.638. Increasing
or decreasing the number of topics led to a lower coher-
ence score. A higher coherence score indicates that the top-
ics generated by the LDA model are more coherent and
meaningful.
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TABLE 1. Descriptive statistics of the clusters.

FIGURE 6. The first topic obtained with LDA.

FIGURE 7. The second topic obtained with LDA.

C. CLUSTERING WITH K-PROTOTYPES
To determine the groups related to the occurrence of the
phenomena in the selected regions, we applied K-prototypes
model since the data is composed by numerical and categorial
features. The following variables are considered for clus-
tering: phenomena, pm10_quality, air_pressure, temperature,
humidity. To decide on the number of clusters, we itera-
tively calculated the cost function using the Elbow method
for up to k=11 clusters and finally set k=4. As a result,
the records are grouped into 4 clusters, two with more than
17,000 records, one with 11,500 and one with 3,500 records
(Figure 9).
Descriptive statistics are centralized in Table 1: As can

be noticed, cluster C1 is characterized by low values of
PM10, C0 and C3 have moderate values of PM10, while
C2 has the highest values. These findings are also depicted
in Figure 10. The air pressure is low in C0, while C2 is
characterized by the lowest values of temperature. Related to

FIGURE 8. The third topic obtained with LDA.

FIGURE 9. Distribution of the clusters.

the humidity, C1 has the highest values and C3 has the lowest
values.

Further, we investigate the most frequent phenomena in
each cluster during the seasons and the following findings are
obtained and are depicted in Figure 11:

• C0 has the highest values of precipitations, especially
in winter and autumn that includes snow, rain, and sleet.
Also, wind has the highest occurrence during winter and
autumn.

• C1 has moderate values of precipitations during all sea-
sons, having a high occurrence of snow.

• C2 is characterized by low precipitation (rain, sleet,
hail, and snow). In summer, it has the lowest values of
precipitations but also has the lowest values of heatwave.
During autumn and winter, it has a high occurrence of
fog.
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FIGURE 10. PM10 and humidity distribution on each cluster

• C3 is characterized by high precipitation, especially rain
during summer, accompanied by high values of light-
ning, storm, hail and wind. Although it appears to be a
precipitation-rich cluster during summer, it records the
highest heatwave values that occur in autumn and spring,
not just summer.

Additionally, we investigate the extreme or dangerous
phenomena and how these extreme weather conditions
are related to the clusters. The following extreme phe-
nomena are considered: sleet, flood, blizzard, freezing
rain, drizzle, whirlwind, heatwave, storm, hail, drought,
cyclone, fires, tornado. An interesting finding is revealed by
analyzing

Figure 12. Cluster C2 has the smallest occurrence of these
extreme phenomena, C0 and C1 register the most extreme
phenomena such as sleet, blizzard, and freezing rain, while
C3 has the highest occurrence of hail, storm, whirlwind, heat-
wave, drought, and fire. It seems that C3 grouped the most
dangerous weather phenomena for summer season, while
C0 grouped the most dangerous phenomena for winter. For
spring and autumn, C0 and C3 have an equal distribution of
these extreme weather conditions.

To analyze how the clusters are distributed over the regions,
in Figure 13, we plot the records and noticed that there is

FIGURE 11. Phenomena occurrence during seasons on each cluster.

FIGURE 12. Extreme phenomena occurrence on each cluster.

a strong correlation. Thus, Transilvania is representative for
C1, Muntenia and Oltenia are predominant in C3 followed by
C0, whileMoldova, Dobrogea and Banat are characterized by
C0 and C3. C2 has the highest occurrence in Muntenia and
Moldova.

Therefore, Muntenia and Oltenia are exposed to dangerous
phenomena during summer, while Moldova, Dobrogea and
Banat aremore exposed to extremeweather conditions during
winter. Transilvania is predominant in C1, having moderate
weather conditions.
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FIGURE 13. Clusters distributions over regions.

The extreme phenomena in each region are displayed in
Figure 14. As can be noticed, hail is prevalent in all regions,
followed by whirlwind and storm. Sleet is more frequent
in Moldova, Muntenia and Transilvania, while heatwave is
prevalent in Oltenia and Muntenia, but higher values are also
encountered in Dobrogea and Moldova.

As a conclusion, C0 and C3 are identified as the represen-
tative clusters for extreme weather conditions in winter and
summer respectively, grouping numerous records (11,500 in
C0 and 17,500 in C3) and impacting most of the regions in
Romania. Thus, in winter three regions, Moldova, Dobrogea
and Banat are impacted by severe weather such as sleet,
freezing rain, flood. In summer, Muntenia and Oltenia are
impacted by extreme phenomena such as heatwaves, fires,
storms, and hail.

D. CLUSTERING WITH PCA/T-SNE AND K-MEANS
After comprehensive pre-processing, the final dataset
contains 7 mixed variables. Previously, the K-Prototype
algorithm is used, as it excels with both numeric and cat-
egorical data, and valuable insight was gained. However,
due to the limited number of categorical variables, they
are encoded to enable the use of the K-means algorithm.
In this section, we apply K-means with Principal Component
Analysis (PCA) to gain a deeper understanding of the data.
Furthermore, a t-SNE visualization is run to compare and
validate the relationships within the dataset. After exploring
the phenomena variable, we identified 28 different types
of phenomena. To maintain interpretability, only extreme
or dangerous phenomena are encoded and kept in the data.
The variables used in the K-means clustering algorithm are:
region, phenomena, pm10_quality, air_pressure, tempera-
ture, and humidity.

1) PRINCIPAL COMPONENT ANALYSIS
The initial step in applying the PCA algorithm involves data
scaling, especially when using encoded variables, which typ-
ically have smaller values than other variables found in our
dataset. For visualization purposes, two principal components
were determined. The results of the PCA model are summa-
rized in Table 2.

At first glance, the two calculated principal components
explain slightly more than 60% of the data’s variance, which

FIGURE 14. Extreme phenomena in each region.

is enough for the set objective. These two PCs were assigned
names based on the most influencing variables. PC1 was
named Regional Climate Influence, where region and humid-
ity have positive influence and phenomena, pm10_quality,
air_pressure and temperature have a negative influence, all
of them having a similar impact on the PC. On the other
hand, PC2 was labeled Environmental Factors component,
where strong negative loadings for region and phenomena,
and strong positive loadings for air_pressure and humidity
can be found.

Therefore, in Figure 15, PCA is used for data visualization
and two different categorical variables are used as the target:
first the region, second the extreme phenomena.

In the upper plot, a linear relationship can be seen, clearly
distinguished for each of the six regions along a diagonal
line. Yellow is represented by Transilvania, contains the most
observations and stands out at first sight. Two regions seem to
overlap in the upper left corner. The regions, in their encoded
order, are: Banat, Dobrogea, Moldova, Muntenia, Oltenia,
Transilvania (colored from dark purple to yellow).

In the lower plot, due to the high number of types of
extreme phenomena (13: Flood, Blizzard, Sleet, Freezing
rain, Drizzle, Whirlwind, Cyclone, Tornado, Storm, Hail,
Heatwave, Drought, Fires), a linear relation is harder to
observe.
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TABLE 2. PCA eigenvectors and eigenvalues.

FIGURE 15. PCA visualization with different coloring: upper for Region,
lower for Phenomena.

However, in the bottom left side there are predominant
Heatwaves, Droughts and Fires, related negatively to both
components, Environment and Regional Climate. On the
opposite end, in the upper right, there are predominant
Floods, Blizzards, Sleets and Freezing rains, related posi-
tively to the components.

2) K-MEANS USING PCA
Using the Elbow method for up to k=11 clusters, we finally
set k=5 and employed the K-means algorithm using the
data obtained from the two previously computed principal
components. Figure 16 visually describes the five obtained
clusters after applying the algorithm. Cluster 1 tends to have
negative values for both components, Cluster 2 has only
positive values for Regional Climate Influence component,
Cluster 4 tends to have positive values for both components,
and Cluster 5 has only negative values for Environmental
Factors component. Cluster 3 has an irregular shape, but most
of its values are contained in the upper left quadrant.

The five obtained clusters have 14,769 observations in
total.

FIGURE 16. K-means clustering visualization after applying PCA algorithm
with 2 PCs.

Figure 17 contains their distribution, and one can see that
Cluster 3 has the most observations and Cluster 2 the least.
Cluster 3 and 4 have a similar number of observations.

FIGURE 17. Distribution of the K-means clusters.

Descriptive statistics for the five obtained clusters are cen-
tralized in Table 3. As can be noticed, K5 has the lowest
PM10 values, K1 has average values, while K2, K3 and K4
tend to have a high variability. Cluster K1 is characterized
by high values of temperature, always positive, while K4
tends to have lower overall temperatures, but with the highest
humidity. These values can be analyzed along with Figure 16
to understand the link between the statistics and the computed
PCs.
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TABLE 3. Descriptive statistics of the K-means clusters.

FIGURE 18. Extreme phenomena count by cluster.

Lastly, in Figure 18 we present for each type of extreme
phenomena the number of recorded observations for each
cluster.

Following the results from Figure 16 and Table 3, it empha-
sizes the clusters different characteristics. In cluster K1
extreme phenomena such as whirlwind, cyclone, tornado
and blizzard are representative, suggesting that K1 is dis-
tinguished by extreme winds. Cluster K2 has cold winters,
judging by the higher numbers of blizzard and sleet phe-
nomena. Cluster K5 is on the opposite end with extreme
summers, suggested by numerous whirlwinds, storms, hail
and heatwaves. K3 and K4 have mixed phenomena, with K3
being characterized by extreme instability: there are numer-
ous floods, cyclones, hails, and even heatwaves and droughts.

3) T-SNE
In the end, we employed the t-SNE algorithm on the orig-
inal dataset, used by the PCA algorithm, and on the PCA-
processed dataset, to enhance the visualization goal and
insights gained from it. t-SNE, the non-linear probabilistic
algorithm, identifies different kinds of relationships in the
data. With a perplexity of 50 and after 1000 iterations, this
technique was used to obtain two specific components.

Figure 19 presents a comparison between using t-SNE on
the two different datasets (original and reduced). On the left,
clusters and sub-clusters can be clearly distinguished among
the data, especially the left yellow ones (Transylvania) and
dark blue ones (Banat). It is interesting to note how different
the two outputs are, as the right plot maintains the linearity

FIGURE 19. Using t-SNE on different sets: left on original data, right on
PCA-processed data.

obtained and observed after using the PCA algorithm. With-
out using K-means or K-prototypes, one can clearly see the
existence of some type of clusters in the right plot.

Moreover, when looking at the phenomena categorical
variable and its encoding, the t-SNE algorithm behaved a little
differently than before. On the left plot, extreme phenomena
sub-clusters seem to be scattered all over the plot, with some
phenomena even having sub-clusters in all the four quadrants.
This plot by itself shows the presence of mini clusters, but one
would be tempted to say that there are no actual clusters in the
data, which is not exactly precise, as this article emphasized
so far. The right plot, however, presents in an easier to under-
stand way the presence of grouped data. In a diagonal way,
from a dark-colored upper-right corner (Flood and Blizzard
phenomena, for instance) to a light-colored bottom-left cor-
ner (Drought and Fires), t-SNE presents a correlation between
extreme phenomena and weather characteristics.

V. CONCLUSION
In this study, we proposed a data pre-processing framework,
and a comprehensive analysis was performed to investigate
the trends and characteristics of heatwave occurrences over
time and the relationship of these occurrences with various
meteorological parameters and geographical factors. Using
the Mann-Kendall Test, we identified a statistically signifi-
cant increasing trend in the occurrences of heatwaves over
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the years in the dataset. Moreover, the Chi-Square test for
independence highlighted a significant relationship between
the season and the number of heatwave occurrences, implying
that heatwaves are not uniformly distributed across different
seasons. This relationship was further reinforced by a Spear-
man Rank Correlation test that depicted a moderate positive
correlation between rising air temperatures and an increase in
the number of heatwave events. The results from the three sta-
tistical tests indicate that the trend towards extreme weather
phenomena is persistent, not merely occasional. These con-
sistent statistical findings underscore the ongoing and signif-
icant shift in weather patterns towards more extreme events.

Latent Dirichlet Allocation (LDA) was applied to a col-
lection of around 7,000 distinct news articles, which identi-
fied three primary topics related to weather conditions. The
coherence score validated that these topics were coherent
and meaningful. Among these, one topic emphasized general
weather conditions, another stressed on cold weather indica-
tors, while the third was centered on extreme phenomena like
hail.

Clustering techniques, specifically the K-prototypes
model, were applied to understand the groupings related
to the occurrence of phenomena in selected regions. Four
distinct clusters emerged, characterized by various com-
binations of PM10 quality, air pressure, temperature, and
humidity. These clusters provided insights into the predom-
inant weather conditions for different regions in Romania.
For instance, Muntenia and Oltenia predominantly experi-
enced extreme weather conditions during the summer, while
Moldova, Dobrogea, and Banat were more prone to harsh
conditions in the winter. In terms of extreme weather phe-
nomena, two clusters, C0 and C3, emerged as representative
of winter and summer conditions, respectively.

Lastly, a combination of Principal Component Analysis
(PCA), t-SNE and K-means clustering was employed to fur-
ther understand the data. This technique further solidified pre-
vious findings, with distinct clusters emerging that showcased
the influence of regional climates and various environmental
factors onweather phenomena. This multi-pronged approach,
utilizing statistical tests, topic modeling, and clustering, pro-
vides a comprehensive overview of the changing dynamics of
heatwaves and extreme weather conditions over time, partic-
ularly in Romania.

The convergence of results from the three methods -
Latent Dirichlet Allocation (LDA), K-Prototypes, and
K-Means clustering - reinforces the findings. Despite their
varied approaches, all methods consistently point to similar
conclusions, affirming the robustness and reliability of the
analysis in understanding the complex weather dynamics in
Romania.

The analysis also unveils a complex relationship between
air quality and weather events. Notably, during periods with
elevated PM 10 levels, it has been observed an increased
prevalence of weather phenomena like rain, fog, snow-
falls, and frost. This finding suggests intricate interactions
between atmospheric pollutants and specific meteorological

conditions, warranting further investigation into their com-
bined effects on environmental and public health.

As future work, we aim to introduce anomaly detec-
tion algorithms to better identify and predict heatwaves and
extreme weather events. To support this, we will enhance our
data gathering efforts, focusing on collecting a wider range
of meteorological data. This enriched dataset will provide
a solid foundation for the effective implementation of these
advanced algorithms, enabling a more nuanced understand-
ing of climate dynamics, particularly in Romania.
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