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ABSTRACT Network-wide traffic signal control is an important means of relieving urban congestion,
reducing traffic accidents, and improving traffic efficiency. However, solving the problem of computational
complexity caused by multi-intersection games is challenging. To address this issue, we propose a
Nash-Stackelberg hierarchical game model that considers the importance of different intersections in the
road network and the game relationships between intersections. The model takes into account traffic control
strategies between and within sub-areas of the road network, with important intersections in the two sub-areas
as the game subject at the upper layer and secondary intersections as the game subject at the lower layer.
Furthermore, we propose two reinforcement learning algorithms (NSHG-QL and NSHG-DQN) based on
the Nash-Stackelberg hierarchical game model to realize coordinated control of traffic signals in urban
areas. Experimental results show that, compared to basic game model solving algorithms, NSHG-QL and
NSHG-DQN algorithms can reduce the average travel time and time loss of vehicles at intersections,
increase average speed and road occupancy, and coordinate secondary intersections to make optimal
strategy selections based on satisfying the upper-layer game between important intersections. Moreover,
the multi-agent reinforcement learning algorithms based on this hierarchical game model can significantly
improve learning performance and convergence.

INDEX TERMS Network-wide traffic signal control, hierarchical game model, multi-agent reinforcement
learning.

I. INTRODUCTION essential to controlling traffic signals and relieving traffic

Due to rapid urbanization, congestion caused by the growth
of traffic demand has become a major strategic issue
for sustainable and harmonious city development. Traffic
flows at intersections in the urban road network are highly
correlated, and an excellent coordination mechanism is
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congestion [1]. Game theory, a mathematical model for
studying the interaction of strategies among rational decision-
makers, is a suitable method for solving the problem of
urban traffic signal coordination and control, enabling control
strategies to better adapt to the dynamic changes in traffic
demand levels [2], [3]. In recent years, an increasing number
of researchers have focused on the traffic signal coordination
control method combined with game theory. The Nash
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equilibrium in game theory provides a theoretical framework
for the coordination of signals at multiple intersections
in the road network, but it faces challenges in expanding
to more intersections due to the explosion of dimensions.
Additionally, there are differences in the importance of each
intersection, which can cause goal conflict problems in traffic
optimization when secondary intersections sacrifice traffic
capacity for important intersections [4].

Currently, game theory is mainly used in traffic guidance
and management, and its application in traffic signal timing
decision-making is still in its infancy [5]. Alvarez et al. [6]
aimed to minimize lane queue lengths and analyzed the
game between intersections as a non-cooperative game.
Zhao et al [7] proposed the update of the Q-Value function
based on the Nash bargaining solution, and coordina-
tion control for two adjacent intersections was achieved.
Shamshirband [8] adopted a two-person non-zero-sum game
model for signal coordination control between intersections.
Clempner et al. [9] formulated the multi-traffic-signal-
control problem as a Stackelberg game-theory approach
and solved it using a Nash equilibrium based on the
extra proximal method. Zhao et al. [10] proposed an
algorithm based on coordination game and Pareto efficiency,
and simulation results demonstrated that the algorithm is
more efficient than Webster’s fixed-time plan and actuated
control algorithm in average queue length, average total
delay, and average travel time. Zhu et al. [11] proposed a
bi-hierarchical game-theoretic method using trip-based data
to solve the network-wide traffic signal control prob-
lem. The self-learning and interaction of multi-agent
systems are similar to the urban road network struc-
ture, which has attracted the attention of many schol-
ars on the application of multi-agent systems and their
self-learning mechanisms in urban traffic signal timing
decision-making [12]. Therefore, combining Multi-Agent
Reinforcement Learning (MARL) with game theory has
become the research trend for coordinated control of traffic
signals.

In recent years, researchers have combined MARL with
game theory to obtain effective and reasonable traffic signal
control strategies by using equilibrium solutions in games
instead of optimal solutions [13]. To effectively control
the traffic congestion problem, a two-mode agent architec-
ture is proposed to perform independent and cooperative
procedures [13]. In the cooperative mode, game theory is
employed to determine how cooperation between agents can
dynamically control traffic signals at multiple intersections.
Wau et al. [14] proposed the Nash-A2C algorithm and Nash-
A3C algorithm based on the deep reinforcement learning
(DRL) algorithm and Nash equilibrium theory. Guo et al. [15]
combined game theory with Q-learning methods in rein-
forcement learning (RL) and proposed a semi-cooperative
Nash/Stackelberg Q-learning algorithm for single intersec-
tion signals. Pan et al. [4] improved the decision-making
process of the IA-MARL algorithm by incorporating the
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concept of mixed-strategy Nash equilibrium in game theory,
and presented a multi-agent reinforcement learning frame-
work considering game (G-MARL). Zhang et al. [16] intro-
duced a multi-agent deep reinforcement learning algorithm
based on Nash equilibrium. Mondal et al. [17] demonstrated
that the K-class heterogeneous cooperative MARL problem
can be approximated using a related mean-field control
problem. They proposed an algorithm based on natural
policy gradients to efficiently approximate the optimal
MARL strategy in a sample-efficient manner. The aver-
age reward model allows for more heterogeneity among
agents, preserving privacy and fostering the development
of decentralized MARL algorithms. In a fully competitive
stochastic game, the Minimax-Q algorithm utilizes the
minimax principle to compute strategies and values for
stage games. The deep Q-learning method introduced by
Mohammadamin Moradi et al. [18] addresses the limitations
of conventional approaches, demonstrating effectiveness in
enhancing the security of large-scale power grids against
cyberattacks.

However, Existing coordinated control methods based on
Nash equilibrium are mostly oriented to single or two inter-
sections [13].As the expansion continues, some studies have
been limited to single-objective optimization by assuming
that the global objective function of the entire network is a
linear summation of multiple regional objective functions,
which cannot reflect the variability among intersections
and obtain the global optimum [16]. The model proposed
in this paper not only reflects the importance of different
intersections in the road network and the game relationships
between intersections but also overcomes the problem of
computational complexity for the Nash equilibrium caused
by the multi-intersection game.

This paper proposes a Nash-Stackelberg hierarchical game
model that introduces the concepts of Nash equilibrium and
Stackelberg equilibrium in game theory. The model takes into
account the traffic control strategies between and within the
sub-areas of the road network, with important intersections
in the two sub-areas as the game subject at the upper layer
and secondary intersections as the game subject at the lower
layer.

Next, the proposed model is combined with reinforcement
learning and deep reinforcement learning, resulting in the
development of two multi-agent algorithms: NSHG-QL
and NSHG-DQN. These algorithms are used to achieve
coordinated control of traffic signals in urban areas. Exper-
imental results show that, compared to basic game model
solving algorithms, NSHG-QL and NSHG-DQN algorithms
can significantly improve the average travel time, time
loss, average speed, and road occupancy of vehicles at
intersections.

In summary, this research has made significant innovations
in the field of traffic signal control, offering new insights and
methods for addressing urban congestion, traffic accidents,
and improving traffic efficiency.
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Il. MULTI-AGENT REINFORCEMENT LEARNING
ALGORITHMS FOR MIXED-TYPE TASKS IN TRAFFIC
SIGNAL CONTROL

The concept of a multi-agent system has evolved from
distributed artificial intelligence. It involves multiple agents
working in an environment with characteristics like auton-
omy, distribution, coordination, etc. Its research objective is
to solve complex and large-scale real-world problems [19].
In such scenarios, the decision-making ability of a single
agent is inadequate. On the other hand, a centralized agent
faces challenges due to various resource and condition
constraints. It is also difficult to pre-design behaviours
for agents in a multi-agent environment because of its
complexity [20], [21]. Thus, agents in a multi-agent system
need to learn new behaviours online over time, gradually
improving their individual performance or the performance
of the entire system [22], [23]. RL is a widely used framework
for dealing with interaction and learning between agents
and the environment. MARL, which combines RL methods
and multi-agent systems, is gradually becoming a research
hotspot in the RL field and is being widely used in various
fields [24].

By utilizing RL algorithms in a multi-agent system, MARL
enables each agent to learn its own strategy and work
together towards achieving the system’s goal. It tackles a
sequential decision-making problem where multiple agents
interact with each other in a shared system, receive reward
signals, and improve their policies to maximize cumulative
rewards. In recent years, MARL has gained significant
attention for its remarkable success in various complex
tasks that involve multiple participants, such as real-time
strategy games [25], [26], card games [27], sports games [28],
autonomous driving [29], and robotic control [30].

MARL applies the Markov decision process proposed by
Littman as an environment framework [31] and is formalized
by the tuple (s, al, ... ,al, p, rlo. ,r"), where n denotes
the number of Agents, s is the set of states, and d is
the set of actions executed by each agent. The transition
probability function can be denoted by pisxa' x --- x
a'— A(s). riisxal x --- x d"—R denotes the reward
function. A (s) is the set of probability distributions on the
set s. Currently, MARL suffers from five core problems,
including non-stationarity, partial observability, coordination,
credit assignment allocation, and scalability issues [32].

MARL can be divided into fully cooperative, fully
competitive and mixed according to the type of agents’ tasks
in the multi-agent system [33].

In the fully cooperative MARL algorithm, all agents
receive the same reward r = ri= ... =r", so each agent
is incentivized to cooperate and try to avoid its failure to
achieve overall optimality. Another MARL algorithm realizes
the full the cooperation between agents by considering the
average reward of the system as a whole [34], [35], [36]. This
kind of algorithm allows each agent to have different reward
functions that are kept secret from each other, and the goal of
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cooperation is to optimize any average reward r (s, a, s’) =
]l\, > ien 7 (s, a, s'). The fully competitive MARL algorithm
can be regarded as a zero-sum Markov game between agents,
in which the sum of rewards for any state transition is zero,
that is, r = Zivzl r' (s, a,s'). In this type of algorithm, the
agent strives to maximize its own reward while minimizing
the rewards of other agents. In a loose sense, the agents play a
competitive game and attempt to defeat their opponents while
ensuring that the total system reward is non-zero.

In a mixed setting MARL algorithms, the agents play a
mixed stochastic game, which is neither fully cooperative nor
fully competitive. As a result, the agents’ goals and reward
functions are unconstrained. This kind of algorithm is most
suitable for selfish agents, and the concept of equilibrium in
game theory is most commonly used in this type of game [37].

The mixed MARL algorithm can be divided into static and
dynamic game algorithms, with the dynamic game algorithm
further divided into equilibrium-related and equilibrium-
independent algorithms. The equilibrium-related algorithms
include Nash Q-Learning (NQL) [38], Correlated Q-Learning
(CQL) [39], Asymmetric Q-Learning (AQL) [40], Friend-
or-Foe Q-Learning [41], and Negotiation-based Q-Learning
[42]. NQL converges to Nash equilibrium using the reinforce-
ment learning method after several learning iterations. CQL
and AQL solve the equilibrium problem among agents by
utilizing the correlation and Stackelberg equilibrium in game
theory, respectively.

Single-agent reinforcement learning algorithms like
Q-learning can be directly applied to fixed tasks [43].
However, this approach violates the basic assumption of
reinforcement learning, which is that the environment should
be stationary, and the state transition should be a Markov
process. In contrast, in a multi-agent system environment,
the environment of any single agent is dynamic and
non-stationary due to the constantly changing policies of
other agents [44].

A traffic network is a multi-agent system where each agent
controls a signal light at an intersection [13]. Reinforcement
learning is advantageous for signal timing control since
it doesn’t require modelling the traffic environment and
can choose the optimal strategy in the interaction between
individuals and the environment. MARL control is the
extension of RL from a single intersection to a regional traffic
network, aiming to approximate the optimal equilibrium
strategy with the coordination of RL agents at multiple inter-
sections [45]. The behaviour of the signal light agent in this
environment affects other agents because signal control at any
intersection may transfer delay to the upstream, downstream,
and other intersections [11]. Therefore, mixed MARL related
to equilibrium is suitable for road network signal control
problems. Many researchers have combined MARL and
game theory to obtain effective and reasonable traffic signal
control strategies [13]. For example, Kodama et al. studied
the coordination problem between two intersection signals
using stochastic game theory and RL [46], and Abolghasem
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adopted the methods of fuzzy Q-learning and game theory,
where agents make decisions based on previous experience
and strategies of neighbouring agents [47]. Pan et al. proposed
aMARL framework considering game theory based on mixed
strategy Nash equilibrium [4], and Zhang et al. set the
global objective function of the network as a linear sum
of multiple regional objective functions to find the global
Nash equilibrium strategy [16]. While Nash equilibrium is
useful for describing the agent’s optimal strategy in the road
network, reflecting on the different importance and game
relationships between intersections is necessary. Moreover,
as the number of intersections and traffic volume increase,
the complexity of traffic signal timing control rises, making
Nash equilibrium difficult to calculate due to computational
complexity.

Ill. NETWORK-WIDE TRAFFIC SIGNAL CONTROL BASED
ON THE NASH-STACKELBERG HIERARCHICAL GAME
MODEL

A. THE NASH-STACKELBERG HIERARCHICAL GAME
MODEL

In this paper, we construct a Nash-Stackelberg hierarchical
game model that takes into account the traffic control
strategies both between and within the sub-areas of the road
network. The game subject at the upper layer consists of
the important intersections in the two sub-areas, while the
game subject at the lower layer comprises the secondary
intersections. The aim is to achieve network-wide traffic sig-
nal coordinated control. Fig. 1 shows the Nash-Stackelberg
hierarchical game model.

Secondary Secondary
Agent 1 Agent1

'\\\ d
€ -2

: NE - <
Secondary | SE Primary Primary SE | secondary
Agenti Agent 1 Agent2 Agentj

e SE™

'

Secondary Secondary
Agentn Agentm

FIGURE 1. Nash-stackelberg hierarchical game model.

The goal of the upper-layer game is to find a coordinated
control strategy among all the P-Agents. The strategy choice
of each P-Agent is the most appropriate response to the
strategy of the other P-Agent, regardless of S-Agents, and
there is no need to deviate from this equilibrium point.
The P-Agent’s decision-making process can be described
by stochastic game theory, which is referred to as Markov
games, and can be represented by matrix games. The
Nash equilibrium solution can be calculated using the
Lemke-Howson algorithm. In the upper-layer game, a game
equilibrium pointis a tuple (7 1*, 72*, - - - ,7") such that for
all seS, P-Agent land P-Agent 2, as shown in the Eq. 1.

Vl(s7ﬂ1’n2%7,.,7nn) < vl(s’ﬂ1w7n2x’_._’nn)
(D
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v! represents the value for P-Agent v! when adopting
the strategy combination (!, 72, -+ ,7") in state s, and '
represents the strategy adopted by Agent i.

The S-Agent, which is the subject of the lower-layer
game, includes the signals of secondary intersections that
do not affect each other within the same sub-area. The
S-Agent formulates its strategy based on the control strategy
of the important intersection signal, which is formulated
by the P-Agent, and it also affects the game target of the
P-Agent. We denote the policy space of both P-Agents as
I1', IT2. Upper-layer game equilibrium solution is denoted by
xb* 2% And the policy space of S-Agent j corresponding
to P-Agent 1 is IV, If the set of S-Agent j’s response policies
R/1 (nl) e IV, Va'ell, there is a mapping T{:l'[1 — IV
so that if 77/ GR]1 (71 1) then S-Agent j’s response to P-Agent 1
and P-Agent 2 as the Eq. 2.

2l =1 (nl) )

A lower-layer game is designed to find the best response
of the S-Agent to the strategy adopted by the P-Agent after
the upper-layer game without knowing the strategies of the
other S-Agents. At the lower-layer game, for the strategy 77
adopted by P-Agent 1, the lower-layer game solution 7/ € TV
of S-Agent j satisfies Eq. 3 for all seS.

v (s) <V

al* 7l ITI'*,T'{(HIV*)

(5) 3)

In the Nash-Stackelberg hierarchical game model, the first
step is for the P-Agent to decide on its own strategy, and then
the S-Agent’s policy is determined by the action taken by the
P-Agent.

7S xAl > A 4)

In this hierarchical game model, the states are constrained
by practical conditions such as traffic system delays,
preventing the acquisition of complete information in a short
period. As a result, each agent considers only its own local
state. Additionally, the model adheres to the constraint that
agents in the lower-level game should not mutually influence
each other. However, the model faces limitations due to the
computational complexity associated with Nash equilibrium,
preventing the expansion of the number of upper-level agents
beyond three. Consequently, extending the model to more
complex systems becomes challenging.

B. MARL USING NASH-STACKELBERG HIERARCHICAL
GAME MODEL

A multi-agent reinforcement learning algorithm based on
the Nash-Stackelberg hierarchical game model (NSHG-QL)
is proposed in this paper. NSHG-QL is an algorithm
that uses the Q-learning algorithm in RL as the core
controller and combines it with game theory. For a multi-
agent environment, the Q-function for any individual agent
becomes Q"* (s',a',a?, -+ ,a"). Given the concept of a
hierarchical game solution between agents, we define a game
equilibrium value Val as the expected sum of discounted
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rewards. This value is obtained when all agents follow
specified hierarchical game equilibrium strategies from the
next learning period. The definition is different from the
signal-Agent case, where future rewards are based only on
the agent’s optimal strategy. The maximum operator can
be replaced by the equilibrium value of the hierarchical
game calculated according to the hierarchical game model.
The updated Q-functions are different for the P-Agent and
S-Agent due to the hierarchical game.

In NSHG-QL, let Agent i be a P-Agent so that Agent i’s
Q-function is defined over (s’, al,. .. ,a"). That is, Agent i’s
current and future rewards when all P-Agents and S-Agents
follow hierarchical game equilibrium strategies, as shown in

Eq. 5.
an)zri(si a ... an)

0+ (si’ a ..
+ﬂ2p(s’|si,al,-~- ,a")
s'eS

x Vi (S/, JTl’*, 7'[2’*, . nn) (5)
where i = 1,2, and (7(1’*, TrE L ,n") is the hierarchical
game equilibrium strategies, rl (s‘ al, ... ,a”) is Agent i’s
reward in local state s'. V' (s gl g2 L ,n”) is Agent
i’s total discounted reward over mflmte periods starting from
state s* given that P-Agent i follows the hierarchical game
equilibrium strategies.

NSHG-QL is similar to standard single-agent Q-learning
in many ways but differs in one crucial element: how to
use the Q-values of the next state to update those of the
current state. NSHG-QL updates with future hierarchical
game equilibrium payoffs, whereas single-agent Q-learning
updates are based on the agent’s maximum payoff. At each
time step 7, Agent i observes the current state sﬁ, selects
and executes action according to the action selection
mechanism, and then calculates its reward r/ and the
equilibrium solution(r!*, 72*, ... 7") of the upper-layer
game. Finally, the Q-value is calculated, and the Q table and
upper-layer game matrix are updated. Q-value is determined
according to Eq. 6.

i sia1-~- ) =1 -« isia1~-~ a"
Q[+] 1 ) ) t 1 ) )

y Val; | ©)

where y € 0, 1 represents the discount factor, and @ € 0, 1
represents the learning rate. y is utilized to mitigate the
impact of future rewards, with a larger discount factor placing
greater emphasis on long-term rewards, while a smaller
one prioritizes short-term rewards. On the other hand, «
controls the update step size of the Q-values. A smaller
learning rate results in a smaller update step size, reinforcing
dependence on historical experiences, contributing to a more
stable learning process, albeit at the cost of slower learning.
Conversely, a larger learning rate allows for faster learning
but may introduce instability into the learning process. Where
hierarchical game equilibrium value Valf is equilibrium value

+ot[r,i+
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of upper-layer game.
Val! = NashQ' (s;' . 1) %)

Calculating the upper-layer game equilibrium value of the
P-Agent is based on the game process between two P-Agents
using the Lemke-Howson algorithm, as shown in Eq. 8.

NashQ; (s§+1) =l (Sr1+1) T ( z+1) 0 (s ( t+1>
3

In NSHG-QL, let Agent j be the S-Agent corresponding to
P-Agent 1. Agent j’s Q-function is defined as Eq. 9.

Qj’* (Sja a15 e aan)

:I‘j (sj’al’... ’an)
+8Y p(s15al )

s’eS
TJ( ),~~~,n“) )

(S 77,’17'[

The basic idea is that at each time step ¢, S-Agent j observes
the current state s/, selects and executes action based on the
action selection mechanism. Then, it calculates its reward

and the equilibrium solution (7[1 w2 R/ ( ) .- ,n")
of the lower-layer game. Finally, the Q value is calculated,
and the Q table and lower-layer game matrix are updated
based on the Q-value. The Q-value is determined according
to Eq. 10.

Q{H (SJt al, ... ,an) =(1 —a)Qi(s{, al, ... ,an)

ta [r{+yVa1{] (10)

where the maximum operator can be replaced with the
equilibrium value Val of hierarchical game.

Vatl = 5eQ} (5, (1

Calculating the lower-layer game equilibrium value of
S-Agent j is based on the game process between it and the
corresponding P-Agent 1. P-Agent 1 chooses its strategy 7 1*
based on the upper-layer game, which forces S-Agent j to
select the optimal strategy that can lead to the maximum
payoff. The Stackelberg solution (nlv*, T{ (nlv*)) can be
obtained as shown in Eq. 12.

SeQ; ( t+1) o (S§+1) X T{ (s§+l’ ”1’*) X O} (5r41)

(12)

where TJ ( Sie1 nl’*) is the optimal reactive strategy that

S-Agent makes in response to the upper-layer game equilib-
rium strategy 77 1* of P-Agent 1 at time t+1.

The learning process and formula are similar to those
described above for the other P-Agent in the multi-agent
system, named P-Agent 2, and the corresponding S-Agent
under its leadership. In summary, the detailed steps of MARL
for both P-Agent and S-Agent are shown in Algorithm 1.
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Algorithm 1 NSHG-QL
Input Iteration time E, Simulation step T,

Exploration rate €, Learning rate y .
Initialize Q table

Initialize upper-layer game matrix NT/

Initialize lower-layer game matrix AT/

1.Fore=1...E do

2. Fort=1...T do

Observe current state s

With probability 1-€ select aﬁ = maxQ* (si, a)
a

Calculate reward r!

If Agent i is a P-Agent then
Calculate Val! using NT; (Eq.8)
Calculate the Q value (Eq.6)
Update NT; by Val!

10. End

11. If Agent j is an S-Agent then

12.  Calculate Val using AT/ (Eq.12)

13.  Calculate the Q value (Eq.10)

14.  Update AT/ by Val’

15. End

16. Update Q table with Q values

17. End

18. End

NN AW

e

C. MADRL USING NASH-STACKELBERG HIERARCHICAL
GAME MODEL

In the actual traffic signal control environment, the control
task exhibits the characteristics of a high-dimensional state
space and a continuous action space. Traditional reinforce-
ment learning methods cannot compute value and policy
functions for all states. As the number of intersections
increases, the state of the intersection also increases, leading
to an exponential increase in the agent’s global/joint action
space. To address this problem, deep reinforcement learning
is considered in this paper as a method. By applying
deep learning to supervised learning, the function fitter can
obtain accurate function approximation. Additionally, the
neural networks can be trained to learn optimal policies and
value functions. Inspired by the Deep Q Network (DQN),
this paper proposes a MADRL algorithm: Hierarchical
Nash-Stackelberg Game DQN (NSHG-DQN), which is
based on the deep reinforcement learning algorithm and the
Nash-Stackelberg hierarchical game model.

In NSHG-DQN, a deep neural network is used as a function
approximator to map states to Q values instead of estimating
Q-values for each state-action pair individually. To increase
convergence stability during the learning process, experience
replay and target networks are also employed.

During the experience replay of P-Agent i, recent experi-
ences are stored in the memory buffer as (si, !, r{, NT}, AT')
and regularly randomly selected in small batches for neural
network training. In the NSHG-DQN training process, the
parameter 6 of the main network is updated after executing
each action, and the parameter 6’ of P-Agent i’s target

145090

FIGURE 2. The traffic grid in SUMO.

network is updated after a period of time using the TD target
y; step, as shown in Eq. 13.

yﬁ = r,i + )/Vali (si, af; 0;’_) (13)

where Val' (si, a0, ‘7) is target network, using the Nash
game matrix NT A i is calculated according to Eq. 6.

The deep neural network is essentially used to fit a function
by using the output of the main network and the given label to
calculate the loss function. Then, the variables of the neural
network are adjusted through backpropagation. The goal is
to make the neural network output closest to the given labels.
In NASH-DQN, the neural network is a function of the state
and the Q value, where the input of the neural network is the
state observed by the Agent and the output is the Q value of
the corresponding state. The label is calculated according to
the game matrix of the upper or lower layer of the hierarchical
game model. P-Agent i’s loss function is defined in Eq. 14.

L (9) = E(s,a.,r)~U(D) [(r,iﬂ + yVal' (S; a; 9;’_)

_Qi (si,ai; 9;))2:| (14)

During the experience replay of S-Agent j, the recent
experience is stored in memory buffer as si a,, aé r{ AT/ )

and the parameter 6_‘1 of S-Agent j target network is updated
using a TD target y, step, as shown in Eq. 15.

Yi=rl+yval (si,d,,of ) (15)

where Val/ (si ai;@,j’_
by Eq. 10 using SE game matrix AT/,
The loss function of S-Agent is defined in Eq. 16.

) is target network which is calculated

L (6)) = Es.a.r~u D) [(r +yVal (S’t} ay; 95’7)
Q' (sf.dj:¢l)) } (16)

In summary, the detailed steps of MARL for the P-Agent
and S-Agent are shown in Algorithm 2.
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FIGURE 3. The average reward for each intersection agent.

IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL SETTINGS

In the experiment, this paper uses the road network shown
in Fig. 2 to evaluate the proposed algorithm and employs the
SUMO simulation software for simulation. The longer edge
in the simulation has a length of 400m, and the shorter edge
has a length of 200m. The critical intersection is represented
as a two-way 6-lane road, with a turning probability of 0.2 for
left-turn, 0.6 for right-turn, and 0.2 for straight-going in
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the north-south edge, while the turning probability in the
east-west edge 0.3 for left-turn, 0.4 for right-turn, and 0.3 for
straight-going. The initial phase of the intersection signal
light is two-phase, and the period is 46s. The north-south and
the east-west phases have an initial duration of 20s, and the
yellow phase for each phase has a duration of 3s.

To verify the performance of the NSHG-QL and NSHG-
DQN, we compare the two algorithms with Nash-Q
learning (Nash-QL), Asy-Q learning algorithm (Asy-QL),
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Nash-DQN, and Asy-DQN algorithms. Nash-QL and
Nash-DQN coordinate the control strategies of important
intersection signals in the two areas using the Nash
equilibrium. Asy-QL and Asy-DQN algorithm coordinate the
control strategies of important intersection lights and other
minor intersection lights in the two regions by employing
Stackelberg equilibrium. Four evaluation indicators are used
in the experiment: mean speed, which is the average speed
of vehicles passing the area; mean time loss, which is the
average time loss for all vehicles passing the area; mean travel
time, which is the time required for vehicles to pass the area;
and occupancy, which is the percentage (0-100%) of the time
a vehicle was detected by the detector.

1) STATES

Vehicle information at intersections is a crucial factor in
traffic signal control, particularly the number of queued
vehicles at the intersection. In a multi-agent system, the joint
state space exponentially increases, and each agent cannot
entirely access the entire state space. A joint state space may
also present the issue of challenging information transmission
between intersections. Thus, it is necessary to simplify the
state space of each intersection [48]. To better describe the
traffic state of the intersection, in this article, Agent i is only
able to partially observe the system feature information in its

VOLUME 11, 2023

Algorithm 2 NSHG-DQN

Input Iteration time E, Simulation step T, Experience
replay D, Exploration rate €, Learning rate y.

Initialize Q network weight 6°, target network weight 6"~

Initialize upper-layer game matrix NT/,

Initialize lower-layer game matrix AT/

1.Fore=1...E do

2. Observe state sequence s’i = {x{ } and qb{ =¢ (s’l)
Fort=1...T do
Select al = maxQ* (¢ (s) , a; 0') with 1-€

3
4
a .
5. Calculate reward r;
6. Store (s, d, r{, ¢}, AT") in D
7. Sample random minibatch m from D
8. If Agent i is a P-Agent then
9. Calculate Val! (sf, a; 9}’7) (Eq.7)
10. End
11. If Agent j is an S-Agent then
12, Calculate Val/ (5{ d; 9{") (Eq.11)
13. End .
) ry, t=T
14 yi =1 i i i gi— .
ry +yVal' \s;, aj; 6, , otherwise
15. Update NT; or AT/ using y!
16. Update 6" using (yi — Q"* (¢, ar; 9"))2
17. Update 6~ = 6' every N steps
18. End

own intersection area at time 7. To limit the status space and
facilitate the system, the queue length of the four entrance
edges at each intersection is selected to form a state together,
where s’ is the state of intersection i, llq‘ue is the length of the
queue for the edge k of the interchange i, as shown in Eq. 17.
st = [l(}ue7 l(?ue’ lgue’ lgue] (17)
2) ACTIONS
The action space refers to the set of possible actions (a'€A’)
that the agent i can choose after observing the intersection
state at time step 7. The set of all actions that the agent can
take is denoted by A, and the agent executes the selected
action. In this paper, we consider the possibility of switching
phases for different durations. The duration of each action
is the length p of the signal phase configuration. At time
step t + p, the agent observes the updated state affected by
the latest action and selects the next action. It is possible
for the agent to take the same action at time step ¢ + p
and ¢.

In this article, actions are selected using the e-greedy
mechanism. At time ¢, agents take € € [0, 1] as the explo-
ration probability. When the probability is 1-€, agents
perform the optimal action according to the highest Q value.
Otherwise, agents select an action randomly.

argmax Q (sy, a)l—e
a (18)

1
a, =
Random Action €
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FIGURE 6. The average reward data.

intersection is used as the reward function, defined as follows.

3) REWARD

The reward function is to evaluate how well the agent’s
actions affect the environment. The environment provides
feedback on the effect of the executed action on itself, which

19)

4

t

Ty

+w

wtl—i—wtz—i-w?

where wf is the waiting time for the edge k of intersection
i after the action is performed at each time ¢. It can be seen

is calculated according to the reward function and provided
to the agent. The agent seeks strategies to maximize rewards.

from the function expression that if the reciprocal of the queue

There are many reward mechanisms in traffic signal control,

such as

waiting time at the intersection i decreases after the action !

i
t

increases. This means

that the action has a positive impact on the current traffic

the duration of the

bl

the change in queued vehicles

is taken at time 7, the reward value r!

green time, and the cumulative delay time of the vehicle. p

In this article, the reciprocal of the queue waiting time at the
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FIGURE 7. The average speed data.

state. Therefore, a larger reward value indicates that the action

optimizes and positively affects the current intersection traffic
state.

B. EXPERIMENTAL RESULTS FOR NSHG-QL

Fig. 3 plots the average rewards per episode for each
intersection agent in the road network under the control
of three algorithms that use the Q-learning algorithm as
the core controller. Taking P-Agent 1 in Fig. 3 (a) as
an example, the average reward of the NSHG-QL grad-
ually increases during the learning process. After about
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125 episodes of training, it reaches a stable state. However,
the results of Asy-QL and Nash-QL increase slowly and
fluctuate all the time, failing to converge. The learning
trend of P-Agent 2 is consistent with that of P-Agent 1.
In Fig. 3 (c¢), (d), (e), and (f), the average reward trends
of S-Agents under the control of the three algorithms are
similar, oscillating continuously and not reaching a stable
state.

The occurrence of oscillations does not necessarily imply
that the algorithm is not converging. Subsequent analysis
of the algorithm data proves that the algorithm is indeed
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FIGURE 8. The average time loss data.

converging. The reason for the oscillations is that the
two algorithms selected for the control experiment in
the hierarchical game model are constrained by practical
conditions such as traffic system delays, making it impossible
to obtain complete information in a short period. Therefore,
each agent only considers its own local state and satisfies the
constraint that agents should not influence each other in the
lower-level game. This can be attributed to the complexity
of computing Nash equilibrium, but overall, the algorithm
converges.
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Fig. 4 shows the traffic data of the areas controlled by
the P-Agents, which includes average speed, average time
loss and average travel time. The control effect of S-Agents
is not included in the evaluation since their policies are
meaningless. The two P-Agents controlled by NSHG-QL
exhibit superior control effects compared to the comparison
algorithms. Taking P-Agent 1 in Fig. 4 (a)(b)(c) as an
example, after several training episodes, the average speed
of NSHG-QL stabilizes at around 6.3m/s, which is 5% and
12.5% faster than Asy-QL and Nash-QL, respectively. The
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FIGURE 9. The average travel time data.

average time loss gradually stabilizes at about 460s, which
is about 6% and 10% less than Asy-QL and Nash-QL,
respectively. The average travel time loss gradually stabilizes
at about 510s, which is about 7% and 3% less than Asy-QL
and Nash-QL. The control effect of P-Agent 2 is consistent
with the trend of P-Agent 1.

Fig. 5 shows the occupancy of the road segments
that connect the two P-Agent intersections. Under the
control of NSHG-QL, the occupancy of the east entrance
edge at P-Agent 1 and the west entrance edge at
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P-Agent 2 gradually stabilize at around 22% and 14%,
respectively, which are both higher than the compared
algorithms.

The experimental results demonstrate that NSHG-QL
effectively coordinates the strategy selection between agents
through hierarchical games, resulting in better control
optimization of P-Agent compared to control algorithms that
only considers the single game relationship. As a result of the
learning process, P-Agent can converge to the optimal joint
strategy and achieve better control.
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C. EXPERIMENTAL RESULTS FOR NSHG-DQN
Fig. 6 plots agents’ average rewards under the control of
three algorithms that use the DQN algorithm as the core
controller. Fig. 6 (a)(b) shows that, after several training
episodes, the average reward trends of P-Agents under the
control of NSHG-DQN are similar to those of P-Agents under
the control of NSHG-QL, which quickly reach a stable state.
However, the learning process and stability of NSHG-DQN
are stronger than NSHG-QL. The NSHG-DQN can solve
the dimensional explosion problem by using deep neural
networks for function approximation. Fig. 6 (c)(d)(e)(f) show
that, after several episodes of training, the average reward
of the S-Agent under the control of Nash-DQN gradually
reaches a stable state, while that of the S-Agent under the
control of the comparison algorithms is still oscillating and
unable to converge. This means that the Nash-Stackelberg
hierarchical game model can coordinate the strategy selec-
tion between P-Agents and S-Agents to select optimal
actions based on satisfying the upper-layer game between
P-Agents. Compared with game models that only consider
one game relationship in the comparison algorithms, the
Nash-Stackelberg hierarchical game model can obtain the
global optimal joint strategy.

Fig. 7 shows the average speed data of the P-Agents’ and
the S-Agents’ areas in the road network under the control

145098

of three algorithms that use the DQN algorithm as the core
controller. As shown in Fig. 7 (a), after several training
episodes, the average speed of P-Agent 1 under the control
of NSHG-DQN gradually stabilizes at about 5.5m/s, which
is 4.7% faster than Asy-DQN and is similar to Nash-DQN.
Fig. 7 (d) shows that the average speed of S-Agent 2 under
the control of NSHG-DQN gradually stabilizes at about
5.7m/s, which is 1.7% and 7.5% faster than Asy-DQN and
Nash-DQN, respectively. The control effect of P-agent 2 is
consistent with the trend of P-Agent 1. P-Agent 2 and other
S-Agents show similar trends to P-Agent 1 and S-Agent 2.

In addition to the average speed, each agent’s average
time loss and travel time are shown in Fig. 8 and 9. And
Fig. 10 shows the occupancy of the road segments connecting
the two P-Agent intersections. In a similar manner to the
control effect of average speed, the average time loss and
average travel time of P-Agents and S-Agents are reduced
after the training becomes stable, and occupancy is improved
as a result. Experimental results illustrate that NSHG-DQN
significantly improves traffic levels in comparison with
MARL which only consider one game relationship.

V. CONCLUSION

This paper proposes a Nash-Stackelberg hierarchical game
model for coordinated traffic signal control in a road network.
The proposed model takes into account the traffic control
strategies both between and within the sub-areas of the
road network. In this model, important intersections in
two sub-areas act as game subjects at the upper layer,
while secondary intersections serve as game subjects at the
lower layer. Additionally, this paper proposes the NSHG-QL
and NSHG-DQN algorithms, both of which are based
on the Nash-Stackelberg hierarchical game model. The
algorithms are verified through experiments conducted in the
environment constructed by SUMO.

In comparison to the algorithms that consider one game
relationship, NSHG-QL enables P-Agent to achieve stable
learning and prioritizes the optimization of its control. On the
other hand, NSHG-DQN differs from NSHG-QL in that
it utilizes deep neural networks to address dimensional
explosion, improves the learning rate and stability of
P-Agent, and ultimately leads to the convergence S-Agent’s
learning. As a result, it significantly improves the traffic level
at each intersection in the road network. The experimental
results demonstrate that the proposed Nash-Stackelberg
hierarchical game model can obtain the global optimal joint
strategy, reflect the importance of different intersections and
game relationships in the road network, and overcome the
computational complexity of Nash equilibrium caused by
multi-intersection games.

Future work could involve integrating the calculation
method of intersection importance with the Nash-Stackelberg
hierarchical game model proposed in this study to enhance
the performance and adaptability of the algorithms. Addi-
tionally, the model’s application could be expanded to
more intricate systems by considering the game relationship
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between S-Agents that have a mutual impact on each
other.

In larger and more complex traffic networks, the algorithm
based on the Nash-Stakelberg hierarchical game model
proposed herein demonstrates excellent scalability. Exper-
imental results indicate that the proposed Nash-Stakelberg
hierarchical game model can achieve globally optimal joint
strategies. This implies that the algorithm can effectively
find optimal traffic signal control strategies in larger-scale
road networks, enhancing the overall efficiency of the
entire traffic network. Simultaneously, it overcomes the
computational complexity associated with Nash equilibrium
in multi-intersection games, indicating efficient operation of
the algorithm in handling complex intersections and game
relationships. Future work could explore the integration
of methods for calculating intersection importance with
the Nash-Stakelberg hierarchical game model to enhance
the algorithm’s performance and adaptability. Overall, the
proposed algorithm exhibits outstanding scalability in larger
and more complex traffic networks, providing a robust tool
and method for addressing challenges in real-world urban
traffic management. Future research directions may further
explore how to integrate methods for calculating intersection
importance and how to generalize and improve the algorithm
in broader systems.
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