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ABSTRACT This paper presents a novel dynamic slot allocation algorithm for wireless sensor networks
designed to overcome resource constraints. Our algorithm operates without explicit request messages
and adapts the transmission period and data transmission amount according to changes in the monitored
environment. As such, it addresses the challenge of allocating wireless resources efficiently and fairly while
considering packet drop rate, transmission delay, channel status, and transmission opportunities. However,
networks with limited resources can only collect and process some of the necessary information for optimal
allocation. Therefore, our proposed scheme uses accumulative information on allocated resources instead
of additional overhead information. Our algorithm outperforms the reservation-based resource allocation
scheme in conditions where packet arrival rates change dynamically, which achieves over 15% improvement
in terms of network throughput, indicating its suitability for networks operating under constrained resources.

INDEX TERMS Dynamic resource allocation, wireless network, limited resources, request message,
overhead.

I. INTRODUCTION
Wireless Sensor Networks (WSNs) are spatially distributed
sensor nodes connected via wireless communication for data
collection and transmission to fulfill specific tasks [1], [2],
[3]. These nodes are small, low-power devices with one
or more sensors for data collection, a microcontroller for
data processing, and a wireless transceiver for communi-
cation. Sensors’ decreasing cost and size have led to the
denser deployment of nodes, expanding monitoring range,
and improving sensing accuracy. The Internet of Things
(IoT) has rapidly advanced related technologies, such as
sensing, communication, computation, and caching, leading
to widespread usage of WSNs across various application
fields, such as health care, environmental monitoring, smart
farming, robotics, smart cities, military, among others [4], [5],
[6], [7], [8].
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WSNs encounter a broad range of challenges related to
energy efficiency, security, scalability, reliability, and quality
of service [9], [10], [11]. One of the primary concerns is the
limited bandwidth available for communication, which poses
difficulties in transmitting significant amounts of data at
high rates. Additionally,WSNs often operate in environments
with multiple wireless networks, leading to interference
and impacting the network’s performance [12], [13]. The
problem of limited bandwidth becomes more acute with
increased sensor nodes sharing radio resources in the mutual
interference range.

In WSNs, sensor nodes are deployed locally and responsi-
ble for monitoring their respective areas. Consequently, local
changes can only be detected by some sensors, resulting
in some sensors having data to transmit while others do
not. Additionally, the amount of sensing data to transmit
varies, depending on the monitoring target. Therefore, a static
allocation of wireless resources and an identical allocation
strategy for each node is inappropriate, reducing network
throughput [14]. It is necessary to allocate wireless resources
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dynamically to sensors with data to transmit in dense
WSNs to improve network throughput. The unpredictable and
non-periodic nature of sensing data has led to the inherent
limitations of static resource allocation in WSNs, driving the
development of dynamic resource allocation schemes.

Wireless resources can be allocated dynamically based
on multiple criteria, such as energy, latency, fairness, and
throughput, depending on the intended purpose of using
the network. However, allocating resources that consider
multiple criteria can result in complex algorithms that require
collecting additional information from the sensors to operate.
This additional information can lead to an increase in
overhead, reducing the payload throughput of the network.
The impact of this overhead on resource allocation must
be addressed, especially in networks with limited wireless
resources [15], [16].

In recent years, there has been growing interest in utilizing
artificial intelligence (AI) to develop dynamic resource
allocation algorithms [17]. However, the effectiveness of
machine learningmethods for this task depends on the quality
and quantity of data used for training. In cases where data is
scarce or inadequately representative of the problem domain,
model performance may suffer. Furthermore, if network
conditions or data distributions change over time, the model
may become obsolete and unable to adapt to the new
conditions. As a result, resource allocation strategies based on
machine learning approachesmay not be suitable for dynamic
network environments.

We propose a novel dynamic slot allocation scheme for
WSNs based on time division multiple access (TDMA)
that eliminates the need for explicit information exchange
among nodes. Unlike conventional schemes that require slot
demand information from neighboring nodes to allocate slots
to specific nodes, our proposed scheme enables nodes to
transmit data without requiring dedicated wireless resources
to send slot demand information to neighboring nodes.
This allows more payload data to be transmitted, improving
network throughput. Additionally, the proposed scheme is
suitable for real-time applications by dynamically allocating
slots according to traffic demand.

The significant contributions of this study include the
following:

• We propose a dynamic slot allocation scheme for
TDMA-based WSNs, which does not require any
request messages that incur overhead costs.

• We show through mathematical analysis that the over-
head costs are not negligible in WSNs with insufficient
bandwidth.

• The proposed scheme is validated through simulations
under various dynamic and static traffic conditions.

The rest of this paper is organized as follows. In Section II,
we review existing studies on dynamic slot allocation in
wireless networks. Section III presents the system model
proposed in this paper, while Section IV describes the
proposed system in detail. Section V shows a performance

analysis of the proposed scheme by various simulations.
Finally, we conclude this paper in Section VI.

II. RELATED WORKS
Several studies have investigated algorithms for dynami-
cally allocating wireless resources. In conventional dynamic
TDMA systems, each node requests slot allocation from
its neighboring nodes during a dedicated period, specifying
the number and priority of slots needed. The slots are
then assigned to nodes according to their requested priority.
However, this approach creates an unfairness issue if a
node repeatedly requests slot allocation with a high priority.
To address this problem, Ting et al. proposed a modification
that considers the number of priorities and the number
of slots requested. The algorithm requires sharing request
information with all nodes, resulting in significant overheads.
Hence, it may not be suitable for networks with limited
resources.

In [18], the authors proposed an algorithm that dynamically
adjusts timeslot length to maximize network capacity based
on the bit error rate (BER). Their approach outperforms
static TDMA regarding packet loss rate, particularly in
low BER scenarios. However, the authors did not provide
details on calculating the BER or how nodes reach a
consensus on the adjusted slot length. In other words, the
algorithm needs an overhead analysis. Each node listens
to the channel and collects data from 1-hop neighbors to
obtain slot allocation information. The nodes then combine
this data to generate node neighborhood information (NNI),
transmitted periodically within a specific frame. Upon
receiving the NNI, a node updates its own NNI based on
the information received from neighboring nodes. How-
ever, the proposed algorithm generates significant overhead
because it allocates a separate period within the frame to
exchange NNIs.

In [19], the authors proposed a dynamic slot allocation
scheme that leverages idle slots of neighboring nodes to
retransmit failed packets and improve network throughput.
The scheme takes advantage of the broadcasting nature
of wireless transmission, where the source node and its
neighbors can detect transmission failures based on packet
acknowledgments from the destination node. If a node
has been assigned a slot but has no data to transmit,
it temporarily returns it, enabling other nodes to use the idle
slot for packet retransmission. Compared to static TDMA and
other cooperative TDMA schemes, this approach enhances
network throughput, especially in densely deployed networks
with poor channel conditions. However, to exploit idle slots
cooperatively, the scheme requires a control period consisting
of as many mini-slots as nodes in the network, resulting in
substantial overhead.

The reviewed studies have demonstrated outstanding
performance by dynamically allocating slots by exchanging
additional data or control packets with neighboring nodes.
Nonetheless, the issue of reducing the significant overhead
still needs to be solved.
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In [20], the authors presented a machine learning-based
approach for wireless resource management that involves
a deep neural network (DNN) to learn a given optimiza-
tion algorithm. The DNN approximates the optimization
algorithm by using the algorithm’s results as target values for
the DNN model. Optimization algorithms typically require
computationally expensive operations involving multiple
iterations, such as matrix inversion, singular value decom-
position (SVD), and bi-section. In contrast, the proposed
approach employs a learned DNN model that only requires
simple operations such as matrix-vector multiplication, lead-
ing to a significant reduction in computation compared to the
optimization algorithm. The authors demonstrated, through
simulations, that the proposed approach approximates the
widely used minimization of the weighted mean-square
error (WMMSE) algorithm for power control problems [21].
However, the performance of the proposed approach may
not surpass that of the given optimization algorithm since
the DNN model is only an approximation of WMMSE.
Furthermore, as a data-driven method, obtaining adequate
training data is crucial. The quality and quantity of training
data mainly influence the performance of the DNN model.
However, obtaining a balanced dataset covering diverse
network conditions is impractical and time-consuming.
Additionally, wireless networks are dynamic rather than
static, with network topology, traffic type, and QoS varying
over time.

A continuous learning framework for wireless resource
allocation in a dynamic environment was investigated to
address the issue of obtaining sufficient and balanced training
data [22], [23]. The proposed method selects data samples
that relatively degrade system performance on a dataset
collected within static network conditions and uses them
as training data for DNN model learning. The assumption
is that the model learned from the worst-case data would
perform well for the rest of the data, enabling incremental
adaptation to a dynamic environment. The performance of the
proposed framework has been validated through simulations
of various wireless resource problems and has shown the
potential to extend to other related issues. However, assuming
an episodically static environment over time is not practical
in the real world. Much computational cost is required for
continuous learning, making it unsuitable for nodes with
limited resources.

In [24], the authors presented a novel distributed block-
based Q-learning algorithm for slot allocation in clustered
IoT networks. The primary objective of the proposed
algorithm is to mitigate inter- and intra-cluster interference
and enhance the Signal to Interference Ratio (SIR). The
controller responsible for forming and advertising the slot
schedule utilizes the Q-learning algorithm to learn interfer-
ence between clusters and selects a time block based on the
Q-value updated by the received SIR. The algorithm then
allocates timeslots with acceptable SIR levels to the nodes.
IoT networks can converge to a collision-free transmission
in static network conditions with the proposed approach.

FIGURE 1. System model.

In [25], Yang et al. proposed the BrainIOT scheme to solve
the resource demand issue in the Industrial Internet of Things
(IIoT). The scheme conducts resource reservations based
on predicted future service, which achieves 96% accuracy.
The BrainIOT scheme improves the performance of delay,
blocking probability, and resource utilization.

Since machine learning is primarily a data-driven
approach, obtaining comprehensive data similar to the current
network state is critical to achieving optimal performance.
However, it may not be practical in dynamic networks.

III. SYSTEM MODEL
This study investigates infrastructure-less wireless networks
comprising multiple sensor nodes, cluster header nodes, and
a sink node. Our system model is illustrated in Fig. 1.
Each cluster consists of numerous sensor nodes and a single
cluster header node. Both the clusters and sink nodes are
organized as separate networks.Within a cluster, sensors only
communicate with their corresponding cluster header node
and not with adjacent sensor nodes. Our main focus is on
solving the resource allocation problem in the context of
intra-cluster networks.

In intra-cluster networks, two distinct types of nodes exist:
cluster header and sensor nodes. We denote the cluster header
node as CH and N sensor nodes as Sn, n ∈ (1, 2, . . . ,N ).
The header node, which is considerably more potent than
the sensor nodes and connected to them within a one-
hop distance, is responsible for gathering the data from
the sensor nodes. The sensor nodes, which possess limited
resources, monitor the environment within a specific region
and transmit the corresponding sensory data to the header
node. These sensor nodes are equipped with a buffer capable
of dynamically storing generated sensory data resulting
from environmental fluctuations. The older packets are
sequentially removed if a packet size exceeds the buffer’s
capacity.
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FIGURE 2. Frame structure.

A reservation-based approach allocates timeslots for
packet transmission to the nodes. The structure of the
transmission frame is depicted in Fig. 2, composed of K +

1 timeslots.We denote the timeslot as Tk , k ∈ (0, 1, 2, . . . ,K ).
The frames are periodically repeated until the network is
terminated. The first timeslot in each frame, designated as
T0, is reserved for the header node, which transmits control
data crucial for network management and operation. The
remaining timeslots, excluding the first timeslot, can be
dynamically assigned to different sensor nodes for each frame
based on the respective traffic load of each sensor node.

In our study, we have established two assumptions
concerning timeslot allocations. The first assumption is that
the cluster header node can solely receive sensory data from
a single sensor node during each timeslot, precluding the
assignment of two or more sensor nodes to the same timeslot.
The second assumption is that each sensor node is assigned a
maximum of one timeslot for each frame because the number
of sensor nodes is significantly higher than the number of
slots in the frame.

As a result, the following equations must be satisfied.
K∑
k=1

θ (k)sn ≤ 1, n ∈ (1, 2, . . . ,N ) (1)

N∑
n=1

θ (k)sn ≤ 1, k ∈ (1, 2, . . . ,K ) (2)

K∑
k=1

N∑
n=1

θ (k)sn = K (3)

where θ
(k)
sn ∈ 0, 1 is a binary indicator to denote whether a

sensor node, Sn, is assigned to timeslot k .

IV. THE PROPOSED SCHEME
This chapter presents a detailed description of the proposed
scheme for dynamically allocating slots in wireless sensor
networks. Table 1 presents the notations used in this paper
and their respective meanings.

A. OVERVIEW OF THE PROPOSED SCHEME
The flowchart of the proposed scheme is illustrated in Fig. 3,
which comprises two modules: 1) a slot allocation module

TABLE 1. The list of symbols and notations used in this paper.

FIGURE 3. Block diagram for the proposed scheme.

and 2) a communication module. The CH node calculates
the accumulated slot utilization for each sensor node and
updates the slot allocation information (SAI) in the slot
allocation module. The SAI contains information on the slots
allocated to each sensor node. It is important to note that
the slot allocation module operates solely on the CH node,
and the sensor nodes do not participate in SAI updates.
In the communication module, the CH node and sensor nodes
communicate with each other using a TDMA approach. The
CH node transmits the updated SAI, obtained from the slot
allocation module, to the sensor nodes and receives data from
the sensor nodes assigned the respective timeslots. The sensor
nodes, in turn, receive the updated SAI from the CH node and
transmit their data during the designated timeslot. If no data is
in the buffer, the sensor node will not transmit data, implying
that the allocated slot is not utilized.

The operation procedure of the proposed scheme can be
divided into five steps as followings.

• The first step is to generate the SAI randomly. To min-
imize the overhead, the CH does not collect explicit
information from sensor nodes, such as buffer status or
channel conditions. Therefore, timeslots are randomly
allocated to sensor nodes in the initial stage of network
operation.
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• The second step involves calculating the accumulated
slot utilization for each sensor node with the previous
M slot utilization.

• The third step is to update the SAI based on the
accumulated slot utilization calculated in the second
step.

• The fourth step is to transmit the updated SAI to the
sensor nodes.

• The fifth step is that the sensor node to which the time
slot is assigned by the updated SAI transmits data.

The process then repeats from the second step to the fifth step
until the network ends

B. SLOT ALLOCATION MODULE
We denote that P(j) and N(j) is a set of sensor nodes assigned
a slot and is a set of sensor nodes that do not assign to a slot
in a jth frame, respectively. It should be noted that all sensor
nodes are classified as elements of either set P or N based on
the SAI.

There are three cases to calculate slot utilization for a node.

• Case 1: a sensor node is assigned a timeslot, i.e., Sn ∈ P,
and transmits data from the timeslot successfully.

• Case 2: a sensor node is assigned a timeslot, i.e., Sn ∈

P, and cannot transmit data from the timeslot for any
reason.

• Case 3: a sensor node is not assigned a timeslot, i.e.
Sn ∈ N.

Slot utilization of a sensor node in jth frame, u(S(j)n ) is α, β,
and γ for each case as follows:

u(S(j)n ) =


α if Sn ∈ Pj and successful transmission
β if Sn ∈ Pj and unsuccessful transmission
γ otherwise

(4)

In addition, we define accumulative slot utilization(AU ) of
Sn in frame j as follows:

AU (S(j)n ) =

M∑
m=1

ηm−1u(S(j−m+1)
n ), (5)

where M is the number of previous frames used to calculate
the AU and η is the discount factor, of which the value is
between 0 and 1. The largerM , the more past u(Sn) is applied
to calculate the AU (Sn). It should be noted that only u(Sn)s
for the current frame and the M -1 past frames are used. The
larger the η, the greater the weight of the past u(Sn). If the
η is zero, then the past u(Sn)s are ignored, and if η is one,
both current and past u(Sn)s are used in the same weight to
calculate AU (Sn).
Each sensor node becomes an element of either P(j+1) or

N(j+1) as follows:

Sn ∈

{
P(j+1) if rank(S(j)n ) ≤ K , n ∈ {1, 2, ..N }

N(j+1) otherwise
(6)

where the rank(S(j)n ) is the ranking of Sn in descending order
based on the value of AU in the jth frame.

Our proposed scheme allocates timeslots exclusively to
sensor nodes that belong to the set P. The slot allocation
process is straightforward, with timeslots assigned to sensor
nodes in order of their rank(Sn). Specifically, the first timeslot
for a sensor node, T1, is allocated to a sensor node with a rank
of 1, and the last timeslot, the K th timeslot, is assigned to a
sensor node with a rank of K . The CH node updates the SAI
using the equation presented in Eq. (7).

θ
(k)
Sn =

{
1 if Sn ∈ P
0 otherwise

(7)

where k=rank(Sn).

C. COMMUNICATION MODULE
The CH node and sensor nodes communicate using a TDMA
protocol in the communication module. During each frame,
the CH transmits SAI to the sensor nodes during a dedicated
timeslot, T0 and receives packets from the sensor nodes
during the remaining timeslots. The SAI is updated in the
slot allocation module based on information about the sensor
node that sent the packets that the CH successfully received.

Sensor nodes have three operation modes: transmitting,
listening and sleeping. Sensor nodes remain in sleep mode
to conserve energy except for the dedicated slot for CH and
the timeslot allocated to them. The sensor node transitions
to listening mode to receive the SAI from the CH during the
dedicated slot. If the sensor node has a timeslot allocated by
the SAI and a packet to transmit in the buffer, it switches to
transmitting mode during the timeslot. However, if there is no
packet to transmit, even if the sensor node has a slot allocated,
it remains in sleep mode. Additionally, sensor nodes can
transmit packets only to the CH because other nodes are in
sleep mode during the transmitting mode.

V. PERFORMANCE ANALYSIS
In this section, we present an experimental analysis of the
performance of three schemes, including the conventional
TDMA that allocates slots in a fixedmanner, dynamic TDMA
(DTDMA) that only considers slot utilization information in
the previous frame [26], and the proposed method. Three
metrics are utilized to evaluate the scheme: normalized
system throughput, system packet drop rate (PDR), and Jain’s
fairness index for the PDR of each node. Normalized system
throughput is defined as the ratio of packets transmitted to
the CH to the number of packets generated from all sensor
nodes. System PDR is defined as the ratio of dropped packets
due to buffer overflow to the number of packets generated
from all sensor nodes. Jain’s fairness index is used to assess
the fairness of PDR distribution among sensor nodes.

The packets transmitted by a sensor node are generated
using a Poisson distribution with the parameter λ. To analyze
the performance of the proposed scheme, we conduct
simulations in two types of networks: homogeneous and
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TABLE 2. Parameter values used for simulation.

FIGURE 4. Throughput according to buffer size in a homogeneous
network: α = 1, β = 0, η=0.9.

heterogeneous. In a homogeneous network, all sensor nodes
have the same λ value that changes over time. Conversely,
in a heterogeneous network, each sensor node has a different
λ value that changes over time, meaning they have different λ
values at specific times. The parameter values utilized in the
simulations are presented in Table 2.

A. PERFORMANCE IN HOMOGENEOUS NETWORKS
1) SYSTEM THROUGHPUT
Fig. 4 represents the system throughput for different buffer
sizes in the three schemes. The buffer size increases
incrementally from 5 to 50. Under the same traffic conditions,
the blue line represents the proposed scheme when α=1,
β=0, and η=0.9, and the red line represents TDMA.

Since all nodes have the same packet generation rate, the
optimal slot allocation method is to allocate slots equally
to all nodes in a TDMA manner. Therefore, as observed
from Fig. 4, the proposed scheme using γ=1.5 or γ=2 and
TDMA exhibit the best performance. The proposed scheme
using a large γ compared to α performs similarly to TDMA.
As explained earlier, when γ is greater than α in the proposed
scheme, nodes without a slot are likely to be allocated a
slot in the subsequent frame. Thus, the proposed scheme
using a large γ and TDMA exhibit similar performance in
terms of throughput. Meanwhile, DTDMA showed the worst
performance. It is because DTDMA reacts too sensitively to
the slot state information of the previous frame, unnecessarily
making slot allocation different for each node.

2) SYSTEM PDR
Fig. 5 represents the PDR for different buffer sizes in
the three schemes. As the buffer size increases, the PDR

FIGURE 5. PDR according to buffer size in a homogeneous network:
α = 1, β = 0, η=0.9.

FIGURE 6. Fairness index according to buffer size in a homogeneous
network: α = 1, β = 0, η=0.9.

decreases in both schemes. Similar to the system throughput
performance, the proposed scheme employing γ=1.5 or γ=2
and conventional TDMA exhibit the best PDR performance.

3) FAIRNESS
Fig. 6 represents the fairness index of each node’s PDR
for different buffer sizes in the three schemes. As TDMA
allocates slots equally to nodes with the same λ, its fairness
index is close to 1. Similarly, the proposed scheme using
γ = 1.5 or γ = 2.0 operates similarly to TDMA, resulting in
a fairness index close to 1. Although the fairness of DTDMA
is less than TDMA, it is mostly close to 1. However, the
proposed scheme using γ = 0.5 and γ = 1.0 exhibits a lower
fairness index. This indicates that the proposed scheme does
not allocate slots equally to nodes even when they have the
same λ. This is because when γ is lower than α, nodes that
have successfully transmitted packets with allocated slots in
the past frame tend to be allocated slots continually in the next
frame.

The simulation results demonstrate that the proposed
scheme, with appropriate parameters, performs similarly
to TDMA, which is considered the best method in a
homogeneous network.
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FIGURE 7. Throughput according to buffer size in a heterogeneous
network: α = 1, β = 0, η=0.9.

B. PERFORMANCE IN HETEROGENEOUS NETWORKS
1) SYSTEM THROUGHPUT
Fig. 7 represents the system throughput for different buffer
sizes for three schemes in heterogeneous networks compris-
ing sensor nodes with different λs. All the schemes exhibit
an increase in system throughput as the buffer size grows.
Nevertheless, the proposed scheme outperforms TDMA in
terms of system throughput. TDMA allocates slots uniformly
to all nodes regardless of their λ, leading to insufficient
slot allocation for nodes with a high number of packets and
unnecessary allocation of many slots to nodes with fewer
packets to transmit. In contrast, the proposed scheme favors
allocating slots to nodes with a larger λ over those with a
smaller λ, resulting in better performance in heterogeneous
networks composed of nodes with varying λ. Meanwhile,
DTDMA shows the lowest performance when the buffer size
is less than 20, but since it can dynamically allocate slots,
it performs better than TDMA when the buffer size is 20 or
more. However, the performance of DTDMA does not reach
that of the proposed scheme. This means that the performance
of dynamic slot allocation in DTDMA is not better than the
proposed scheme.

The proposed scheme demonstrates the best performance
when γ is equal to 1, but its performance deteriorates when
γ exceeds 1. This is due to the proposed scheme’s behavior
being similar to TDMA when γ is significantly larger than
α. TDMA and the proposed scheme using a different γ can
achieve high throughput if the sensor node has a large buffer.
However, they are unsuitable for heterogeneous networks
consisting of sensor nodes with small buffers.

2) SYSTEM PDR
Fig. 8 represents the system PDR for different buffer sizes
in the three schemes in heterogeneous networks. As the
buffer size increases, all the schems exhibit a decline in
system PDR. Nevertheless, the proposed schemes perform
considerably better than TDMA and DTDMA. Notably,
the proposed scheme attains the best performance when γ

equals 1, reaching the lowest system PDR at the smallest
buffer size. Similarly to the simulation results for system

FIGURE 8. PDR according to buffer size in a heterogeneous network: α =

1, β = 0, η=0.9.

FIGURE 9. Fairness index according to buffer size in a heterogeneous
network: α = 1, β = 0, η=0.9.

throughput, the proposed scheme employing an unsuitable γ

requires a substantial buffer size to achieve a low PDR.

3) FAIRNESS
Fig. 9 represents the fairness index for each node’s PDR for
different buffer sizes in the three schemes in a heterogeneous
network. The fairness index for all the schemes is relatively
high, reaching 0.95 or higher. When γ equals 1 in the
proposed scheme, it exhibits the lowest fairness index, which
is almost identical to TDMA. This indicates that the proposed
scheme handles packets from nodes with a large λ better than
those from nodes with a small λ. However, the difference is
negligible since the fairness index is 0.95.

The simulation results affirm that the proposed scheme
with suitable parameters outperforms TDMA and DTDMA
in a heterogeneous network.

C. EFFECT OF OVERHEAD COSTS
We distinguish between two types of data: payload data and
overhead data. Payload data refers to the primary information
about the object to be sensed, while overhead data refers to
auxiliary data utilized for the slot allocation process. It is
assumed that one timeslot is needed to transmit both payload
and overhead data.

To evaluate the performance of TDMA systems, we utilize
theM/D/1model [27], [28].We analyze the effect of overhead
by comparing the existing scheme that uses overhead for
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FIGURE 10. Ratio of L2 to L1 according to varying λ and R.

dynamic slot allocation and the proposed scheme that does
not use it. To ensure a fair comparison, we assume that the
frame structure, the number of timeslots per frame, and the
length of the timeslots are all equal. In the existing scheme,
each node transmits overhead data every R frame. On the
other hand, in the proposed scheme, no overhead data is
transmitted, and all slots are used for transmitting payload
data. Consequently, if the service rate of the proposed scheme
is one, the service rate of the existing scheme is (R− 1)/R.

Then, the average number of payload data in the system for
the existing scheme (L1) and the proposed scheme (L2) can be
calculated as follows:

L1 =
Rλ

R(1 − λ) − 1
, (8)

L2 =
λ

1 − λ
(9)

Fig. 10 represents the ratio of L2 to L1 under varying values
of λ and R. A higher ratio indicates that the existing scheme
cannot transmit payload data at a faster rate than the proposed
scheme. The results indicate that the ratio is insignificant
when the value of λ is small or R is large. However, the ratio
significantly increases as λ increases or R decreases. This
implies that the effect of overhead becomes more pronounced
as λ increases or R decreases. Notably, a large R is unsuitable
for dynamic networks as updating the overhead data may
not be fast enough. Hence, R cannot be set to a large value.
In addition, as the cost of sensors continues to decline, sensor
nodes are densely deployed, leading to an inevitable increase
inλ. Therefore, the proposed scheme ismore appropriate than
the existing scheme for dynamic WSNs.

D. EFFECT OF REWARDS AND DISCOUNT FACTOR
In the proposed scheme, it is recommended that β be smaller
than both α and γ since there is no need to continuously
allocate slots to nodes that are unable to transmit packets
during the allocated slots.

The priority given to the slot allocation of each node is
determined by the ratio of α to γ . When this ratio (i.e., α

γ
)

exceeds 1, nodes that have successfully transmitted packets
during the previous frame’s allocated slots will likely receive
slot allocation again in the next frame. Conversely, when the

ratio is less than 1, nodes that lack a slot are more likely to
receive an allocation in the next frame.

Meanwhile, when β is smaller than both α and γ , nodes
that fail to transmit with the allocated slot will have to wait
for a longer duration until the slots are reallocated to them.
In addition, η determines the extent to which each node’s slot
utilization in the past frame is considered in the slot allocation
for the next frame. As the value of η approaches 1, the past
frame’s slot utilization is more heavily weighted, whereas as
it approaches 0, it has less impact.

E. ENERGY EFFICIENCY
The sensor nodes operate in one of threemodes: transmission,
reception, and silence. The energy consumption during the
transmission mode is relatively high compared to reception
and silence mode. In silent mode, sensor nodes are idle and
do not actively participate in the networks. Therefore, the
energy consumption is relatively low. In reception mode,
where the sensor node actively listens for incoming data, the
node consumes more energy than in silent mode but less than
during transmitting.

We analyze the proposed scheme regarding energy
consumption by comparing it with conventional TDMA
and control message-based dynamic TDMA schemes [18],
[19], [29], [30]. In conventional TDMA, slot allocation
information is predefined and remains fixed until network
termination. Thus, sensor nodes operate in silence mode in all
slots except those allocated for data transmission. Although
the conventional TDMA has inefficient slot utilization, as we
verified in the above simulation results, it is the most energy-
efficient. In control message-based dynamic TDMA, sensor
nodes exchange control messages to CH for dynamic slot
allocation. Thus, the sensor nodes require additional periods
for reception and transmission modes compared to static
TDMA. This results in more energy consumption.

Meanwhile, the proposed scheme does not require
the transmission of any control messages, so it is
more energy-efficient than control message-based dynamic
TDMA. However, the proposed scheme also receives slot
allocation information from CH. Thus, it can not be more
energy efficient than conventional TDMA. As a result, the
proposed scheme consumes more energy than conventional
TDMA but less than control message-based dynamic TDMA.

VI. CONCLUSION
We present a dynamic slot allocation scheme without trans-
mission of explicit request messages that can cause substan-
tial overhead, particularly in wireless networks with limited
resources. The proposed scheme dynamically allocates slots
based on slot utilization calculated by the slot allocation
information and packet transmission results for each node
in the previous frame. As a result, it assigns more slots to
nodes with a greater number of packets in the buffer and fewer
slots to nodes with fewer packets. We evaluated the proposed
scheme through computer simulations for homogeneous and
heterogeneous networks. In the homogeneous network, the
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proposed scheme demonstrated comparable performance to
TDMA, which is the best-performing scheme. However,
in the heterogeneous network, the proposed scheme out-
performed TDMA and DTDMA significantly. Additionally,
we verified that the proposed scheme performswell evenwith
small buffer sizes. Therefore, the proposed scheme is suitable
for homogeneous and heterogeneous networks consisting of
nodes with constrained resources.
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