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ABSTRACT Magnetic Resonance Imaging (MRI) is an exceptional diagnostic tool known for its ability
to provide superior soft tissue contrast. Despite its proven efficacy, traditional MRI methods have some
inherent limitations, including relatively longer scan times and the requirement for specialized expertise
in data analysis. These factors can, at times, create challenges in the widespread adoption of MRI in
certain research and clinical scenarios. Deep learning (DL) methods for MRI reconstruction and analysis
offer a promising solution to address this issue. While these DL techniques have been validated using
standard image quality metrics, they fall short in assessing clinically relevant details. This hinders their
clinical reliability and practical application. Although radiologists have previously compared the diagnostic
equivalence of accelerated DL-reconstructed images to conventional ones for evaluating knee internal
derangement, it remains uncertain whether DL detectors can accurately identify clinically important
details when reconstruction models are used. Furthermore, the artifacts or hallucinations generated by DL
reconstructions in knee MRI have not been examined in a clinical setting. Thus, this study aims to determine
the performance of DL detectors on retrospectively accelerated DL-reconstructed knee MRI, comparing
them to conventional imaging and expert evaluations for detecting meniscal tears. Our investigation yields
three significant contributions. First, an in-depth analysis of DL reconstruction highlights the presence of
hallucinations in the femur, tibia, and false positive artifacts, indicating that the overall reconstruction quality
does not directly affect pathological features. Second, the results of DL detectors demonstrate that their
performance aligns well with image quality assessment metrics and expert scores. This finding validates
the reliability of the detection outcomes. Finally, we propose an integrated (i.e. reconstruction + detection)
process for meniscal tears on fastMRI4 data and achieved state-of-the-art results with average precision
scores of 0.69 and 0.67 at 4— and 8-fold accelerations, respectively.

INDEX TERMS MRI reconstruction, meniscal tear detection, and deep learning.

I. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a powerful diagnostic
tool known for its exceptional soft tissue contrast, making
it invaluable in musculoskeletal diagnosis [1]. While the
slow data acquisition process of MRI has historically posed
challenges, the advancements in technology and imaging
protocols have significantly improved the efficiency of MRI
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procedures. Contemporary approaches, such as accelerated
imaging techniques and novel reconstruction algorithms,
contribute to reducing acquisition times. In this context, our
study focuses on MRI reconstruction from undersampled
k-space and its effects on representation and detection of
clinically important information. Recently, Deep Learning
(DL) techniques have emerged as a promising solution,
surpassing traditional methods and enabling accelerated
acquisition with fewer deviations from fully-sampled k-space
reconstructions [2]. Despite their reported success based
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on the commonly used image quality metrics, such as
Peak Signal-to-Noise Ratio (PSNR) and Structural Similarity
Index (SSIM), the outcomes lack comprehensive clinical
feedback. Thus, the clinical translation of these performance
improvements are still being investigated case by case.

To bridge this gap and achieve reliable and repeatable
results, there is a strong need to design and conduct
comprehensive studies, which focus on comparing expert
assessments with evaluation metrics. For instance, Lee
et al. [3] presented complementary perspectives, emphasizing
the effectiveness of DL-based reconstruction in reducing
acquisition time, improving Signal-to-Noise Ratio (SNR)
and Contrast-to-Noise Ratio (CNR), and maintaining image
quality and Prostate Imaging Reporting and Data System
(PI-RADS) classification in both prostate T2-weighted
(T2WI) and diffusion-weighted (DWI) imaging, supported
by expert assessments. Building on these findings, Desai
etal. [4] highlighted that current evaluation metrics for
image and segmentation quality don’t align well with qMRI
biomarkers, especially in relevant tissue areas. This suggests
a need for a new evaluation framework to directly estimate
these biomarkers. However, in the domain of musculoskeletal
applications, the utilization of DL-reconstructed MRI images
for classification and detection tasks remains limited [5].
Although Machine Learning (ML), especially DL models,
shows promise, their outcomes still fall short when compared
to the inter-expert variations [6]. Furthermore, the prospective
implementation of these models in clinical settings is very
rare [7].

In this study, we focus on the evaluation of DL recon-
structed MRI images for musculoskeletal diagnostic tasks,
particularly the detection of meniscal tears. we address
the limitations inherent in traditional MRI reconstruction
and detection methods in detail. Our primary goal is to
systematically compare the performance of DL detectors
against conventional imaging and expert evaluations. Uti-
lizing a comprehensive evaluation pipeline, we aim to
uncover the potential of DL methods in capturing clinically
relevant details and facilitating clinical utility in both MRI
reconstruction and detection. Ultimately, our objective is
to contribute to diagnostic decision-making improvement in
routine radiology practice.

Our central focus revolves around evaluating ML tech-
niques, specifically in the context of meniscal tear detection
and MRI reconstruction, with a keen eye on the perspective
of clinicians. This study is geared towards providing a
comprehensive assessment of the proposed models’ effec-
tiveness and reliability in these specific medical imaging
tasks. We aspire to offer valuable insights into the potential
clinical applicability and diagnostic enhancement that these
ML methods bring to knee MRI examinations.

To address the limitations associated with both image
reconstruction and classification/detection tasks, a long-
term benchmarking study was initiated in 2019 [8]. The
study began with the release of the fastMRI dataset, which
provided an opportunity to evaluate the performance of
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state-of-the-art ML methods for MRI reconstruction on a
large-scale standardized dataset [9]. This dataset includes
undersampled k-space data for knee MRI, along with fully
sampled ground truth data. The challenge is ongoing, and
its outcomes are regularly disseminated through individual
studies and reviews.

In the subsequent phase, the fastMRI+ dataset was
introduced to address the lack of clinical annotations in the
fastMRI images [10]. This extension includes expert-labeled
bounding boxes, enabling the identification of twenty-
one different pathologies from the multi-coil knee dataset.
In addition to standard medical image classification and
detection tasks, fastMRI4- allows for the analysis of recon-
struction frameworks to retain crucial clinical information by
observing classification and detection outcomes [11].

In the realm of fastMRI reconstruction, various DL models
with diverse network topologies have been proposed and
evaluated [12], [13], [14], [15], [16], [17], [18], [19], [20].
These models primarily aim for high-quality reconstruction
from accelerated MRI acquisition, often incorporating thor-
ough evaluations involving expert readings [8], [21]. Recent
advancements showcase the potential of DL reconstruction
in significantly reducing scan time while enhancing image
quality for knee MRI [22]. However, these methods predom-
inantly focus on image reconstruction and lack integration for
automatic disease detection.

Among these architectures, the UNET model [9] stands
out for its widespread adoption in image reconstruction tasks.
Renowned for its superior performance in feature extraction
and utilization of skip connections, the UNET architecture
is often used in fastMRI research. The Invertible Recur-
rent Inference Machine (iRIM) [23] introduces a solution
to memory challenges in learning. It employs invertible
networks to ensure constant memory usage during training,
making it particularly effective for deep models. Conversely,
the End-to-End Variational Network (E2E VarNET) [12],
[15], excels in achieving learning by incorporating sensitivity
maps.

In tackling uncertainties related to automated disease
detection within deep learning-based reconstructions, partic-
ularly in the fastMRI+ context, we utilize the nnDetection
tool—a self-configuring model with automatic adaptabil-
ity [24]. This tool has demonstrated outstanding performance
across various medical object detection tasks on well-
known public datasets, including LUNA16 [25], ADAM [26],
CADA [27], RibFrac [28], LIDC-IDRI [29], Kits19 [30],
and others. Notably, it has excelled in Decathlon tasks
like Pancreas, Prostate, and Hepatic Vessel [31]. The
established versatility and success of nnDetection underscore
its significance in automating meniscal tear detection,
offering automation, specialization, and design flexibility.
The integration of nnDetection strengthens the reliability of
our approach and addresses methodological gaps of current
studies.

Accordingly, the main contributions of this study can be
summarized under three headings as follows:
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o We apply MRI reconstruction and analysis using differ-
ent DL models and regenerating the results for fastMRI.
Despite variations in model architecture and training, all
methods exhibit closely aligned evaluation results [9],
[12], [23]. Our key contribution lies in conducting a
comprehensive analysis that reveals diverse outcomes
from these DL models, indicating their potential for
effectively preserving meniscus tears when combined
via ensembles.

o The second contribution of our study is a detailed
comparative analysis of both the original and DL-
reconstructed images by two expert radiologists. During
this assessment, the radiologists scored various factors,
including hallucinations, artifacts, and other elements
that could potentially influence the diagnostic process.
The results indicate that the UNET model produces
more reconstruction artifacts (such as hallucinations)
when compared to the E2E VarNET and iRIM. Nev-
ertheless, the UNET exhibits fewer false positives in
detecting meniscal tears than the other models. In other
words, E2E VarNET and iRIM are more suitable for
reconstruction by generating fewer artifacts and are
more suitable for expert visual analyses. However,
UNET generates artifacts that do not have an impact
on the performance of DL detectors for meniscal tear
detection.

« Inaddition to our contributions outlined above, our study
introduces a comprehensive evaluation pipeline for
meniscal tear diagnosis, combining both reconstruction
and detection processes (Figure 3). Building on the
analyses conducted, we assess the performance of a
state-of-the-art DL detector, nnDetection [24], on ret-
rospectively accelerated DL-reconstructed knee MRI.
Through a quantitative comparison with conventional
imaging for meniscus tears, we rigorously evaluate the
detector’s performance. Our findings indicate that when
combined with the E2E VarNET, nnDetection demon-
strates the ability to effectively preserve and detect
clinically significant outcomes at both 4x and 8x accel-
eration rates. Our results surpass the current literature,
achieving average precision scores of 0.69 and 0.67 at
4- and 8-fold accelerations, respectively. Notably, the
UNET model achieves average precision values of
0.66 and 0.64, while the iRIM model achieves values
of 0.67 and 0.65 at 4-8 fold accelerated scans, further
highlighting the superior performance of our proposed
pipeline.

The rest of this paper is structured as follows. In Section II,
we discuss the fastMRI dataset and its constraints. Section III
presents the background of MRI reconstruction and reviews
related studies. The materials and methods employed for
reconstruction and analysis are described in Section IV.
In Section V, we present the image quality metrics and
expert evaluations. The results and analysis are presented in
Section VI. Finally, in Section 7, we draw conclusions and
highlight avenues for future research.
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Il. BACKGROUND AND RELATED WORKS

The slow data acquisition speed of MRI, attributed to the
point-by-point transformation (Fourier) of an image known as
k-space, presents a significant challenge. To avoid artifacts,
adhering to the Nyquist criteria while sampling k-space is
essential. However, accelerated MRI involves sub-sampling
k-space below the Nyquist rate to expedite the process,
resulting in aliasing artifacts, which represent a classical, ill-
posed inverse problem. The primary goal of accelerated scans
is to address this ill-posed problem and obtain a high-quality
original image.

In recent years, DL models have been widely adopted for
various critical tasks such as detection, classification, and
reconstruction, showcasing significant success in different
applications [32]. Despite their success, these models often
overlook important factors like acquisition variability, orien-
tation, pathology, and artifacts. For instance, recent research
by Patsanis etal. [33] showcased the sparse presence of
pathology annotations and how it affects prostate cancer
detection. They highlighted the significance of carefully
selecting appropriate training data in this context. Ebner
et al. [34] demonstrated superior performance in fetal brain
MRI reconstruction, detection of pathological brains, and
expert reader quality assessments. Baalbaki etal. [35]
proposed the identification of atherosclerosis in reconstructed
images.

In the realm of musculoskeletal imaging, several studies
have addressed specific pathologies. Dung et al. [36] and
Ni et al. [37] proposed approaches for classifying anterior
cruciate ligament tears and diagnosing anterior talofibular
ligament tears, respectively, in 2023. In a different study,
Zhao etal. [11] attempted to use a method based on
natural image processing to capture clinically important
details with limited annotations, but it did not achieve the
desired outcome. Translating architectures or improvements
from natural images to medical images is challenging and
seldom results in improved clinical utility. Additionally,
evaluating pathological features like meniscal tears using
only 2D models lacks clinical reliability. In the clinical
process, the detection of meniscal tears involves examin-
ing the possible tear area and following the tear across
adjacent slices, requiring radiologists’ expertise and careful
consideration.

In the context of musculoskeletal MRI, combining recon-
struction and MRI tasks, such as classification and detection,
has proven to be particularly effective, especially in dealing
with undersampled k-space acquisitions. However, the avail-
ability of limited benchmarking datasets and sparse anno-
tations poses challenges for further advancements. While
several datasets have been released to enable benchmarking
for ML-based MRI research, they may have limitations
in terms of size, application area, or evaluation metrics.
Overcoming these challenges and leveraging the potential of
DL models in preserving clinically relevant information in
musculoskeletal MRI is crucial for enhancing their clinical
applicability.
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For instance, the 2018 release of Mridata.org provided
fully sampled raw k-spaces for 19 healthy patients. In this
context, Du et al. [38] proposed an adaptive Convolutional
Neural Network (CNN) model for k-space data interpolation
by integrating complementary information of contiguous
slices, while Huang etal. [39] focused on quantitatively
evaluating the impact of image contrast, acceleration, and
sampling patterns over deep cascade CNNs. Despite these
efforts, the small size and homogeneity of these datasets limit
their clinical usage. Consequently, assessing the effect of
various reconstruction methods on subtle but vital patholo-
gies through clinical outcomes poses another challenge [40],
[41], [42].

In 2019, the fastMRI dataset offered large MRI raw
k-spaces, facilitating progress in MRI reconstruction methods
and promoting replication of results and fair evaluation [8],
[9], [43]. This dataset played a pivotal role in advancing
ML-based MRI reconstruction tasks [21]. Subsequently, the
Stanford Knee MRI with Multi-Task Evaluation (SKM-TEA)
dataset was introduced in 2021, providing an end-to-end eval-
uation of clinically important details with 155 anonymized
MRI scans, including gMRI parameter maps. Peng et al. [44]
proposed the use of diffusion-model-based reconstruction
with a Monte Carlo sampling scheme in SKM-TEA. How-
ever, the limited dataset size acquired from only 3T scanners
and a single orientation makes it challenging to analyze
the effects of different reconstructions on subtle clinically
important details [4].

In parallel with these developments, the Osteoarthritis
Initiative (OAI) [45] and MRNet [46] have been instru-
mental in classifying knee abnormalities in 2006 and 2018,
respectively. More recently, Nasser et al. [47] introduced a
discriminative model to enhance classification performance,
while Hu et al. [48] explored the severity grade of longitudi-
nal osteoarthritis using an adversarial evolved neural network
in the OAI dataset. Dai et al. [49] combined transformer and
CNN for multi-modal classification, and Kara and Hardalag
[50] used the ResNETS50 model to classify and detect knee
abnormalities in the MRNet dataset. However, these datasets
provide only patient-level labels and lack bounding boxes for
localizing abnormalities in MRI volumes. Additionally, these
datasets do not offer raw k-space data, which hinders the end-
to-end evaluation of the impact of MRI reconstruction in a
clinical context.

FastMRI+ extends the capabilities of fastMRI by incor-
porating detection labels for clinical pathologies, enabling
the localization of pathology in reconstructed scans [10]. The
availability of these bounding boxes enhances the evaluation
of clinically important pathologies in both upstream and
downstream approaches. Despite the potential, the utilization
of this dataset in studies remains limited, with one notable
investigation by Razumov et al. [51] focusing on determining
the optimal k-space undersampling pattern for effective
localization or segmentation of pathology in a downstream
manner.
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TABLE 1. Summary of meniscus tear and artifact labels with subset
divisions.

Label Annotation Count Subject Count
Training Set  Validation Set
Meniscus Tear 5658 560 103
Artifact - 12 1

Ill. MATERIALS AND METHODS

In this work, we aim to leverage the progress made in DL
models concerning undersampled k-space (aliased images).
Additionally, we intend to extend the pipeline to encompass
the downstream task of disease detection across different
reconstruction outcomes. The study pipeline is represented
in Figure 2. Undersampled k-space is fed to three distinct
reconstruction models. For the evaluation of meniscus tear,
expert study and analysis using DL processes were performed
separately. nnDetection model is with the three reconstruction
outcomes. Finally, we compared the quantitative DL detec-
tion results with the expert study findings.

A. DATASET
The fastMRI dataset, as extensively described in [9]
(https://fastmri.med.nyu.edu/), constitutes a foundational ele-
ment in our study, contributing various crucial attributes. It is
strategically partitioned into training (973 volumes), valida-
tion (199 volumes), and test sets (118 volumes), providing a
robust framework for model development and comprehensive
evaluation. To prevent overfitting, ground truths for the
test set are deliberately withheld. Our study leverages the
retrospective k-space undersampling technique, emulating
2D physically achievable accelerations, applied to fully
sampled acquisitions for accelerated MRI reconstruction.
This process selectively excludes k-space lines in the phase-
encoding direction and uniformly applies an undersampling
mask to all slices. Accelerations of four-fold and eight-fold
are implemented, retaining only 8% and 4% of the central
k-space, respectively. The study benefits significantly from
the predefined acquisition trajectories provided by fastMRI,
enhancing the realism and applicability of our findings.
FastMRI+ dataset [10], an extension of fastMRI,
is designed for comprehensive evaluation in MRI reconstruc-
tion. It features meticulously annotated clinically significant
pathologies and introduces clinically limiting artifacts. With
1172 reconstructed k-space volumes in the training and
validation sets, including 6154 bounding boxes and 13 study-
level labels, fastMRI+ ensures a diverse dataset.
Incorporating fully sampled images from the fastMRI
multicoil knee dataset ensures the availability of critical
clinical information. This aspect is pivotal for assessing how
diverse reconstruction algorithms preserve clinical details.
Through the analysis of outcomes across various tasks,
we showcase the efficacy of different methods, contributing
to a deeper comprehension of the role of fastMRI+ in MRI
reconstruction.
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FIGURE 1. Examples of Meniscus Tear bounding boxes and their
corresponding cropped images extracted from the fastMRI+ knee dataset.
The arrows highlight the tears. The first row shows instances from

1.5 Tesla examinations, and their corresponding cropped images are
displayed just below. The second row presents cases from 3 Tesla
examinations, along with their respective cropped images below. The
images in the first column represent Proton Density (PD) contrast, while
the ones in the second column represent Proton Density Fat Suppression
(PDFS).

FastMRI+ [10], available at https://github.com/microsoft/
fastmri-plus, is pivotal for advancing MRI reconstruc-
tion research. With 815 pathology-labeled volumes and
12 volumes marked as artifacts in the training set, and
154 pathology-labeled volumes with one artifact in the val-
idation set, the dataset provides a comprehensive evaluation.
Table 1 details the categorization of meniscal tears and
artifacts, with a visual representation in Figure 1.

B. RECONSTRUCTION MODELS

We utilized three advanced deep learning models that have
exhibited outstanding performance. The following section
provides detailed information about these models.

o U-NET (UNET): Numerous techniques built on the
UNET architecture have been presented in the litera-
ture [9], [52], [53]. The network utilized in this study
is a basic model with two paths: down-sampling and
up-sampling, excluding an additional data consistency
step. It consists of filter cascades with sizes 32, 64, 128,
and 256. In both the down-sampling and up-sampling
paths, two 3 x 3 convolution blocks are followed
by normalization and rectifier linear units (RELU)
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FIGURE 2. The study design through the model training and testing
phases. Initially, we undersampled k-space and generated zero-filled
aliased images. Subsequently, three distinct reconstruction models were
employed to obtain high-quality images. For the evaluation of meniscus
tear, expert study and analysis using DL processes were performed
separately. Data annotated as “Meniscus Tear” were collected and
prepared for our nnDetection model. The model was then trained with
this data and tested with the three reconstruction outcomes. Finally,

we compared the quantitative DL detection results with the expert study
findings.

activation functions, maintaining a similar structure.
These blocks are separated by a max-pooling layer with
two strides in the down-sampling path and a bilinear
upsampling layer in the up-sampling path, doubling the
resolution between blocks [9].

The UNET model underwent a maximum of 50 epochs
with RMS Prop as the optimizer, using a learning
rate of 0.001. The architecture comprised 4 UNET
pooling layers, and a learning step size of 40 epochs
for decreasing the learning rate, governed by a learning
gamma of 0.1. Additionally, the UNET model employed
1 channel for both input and output to UNET.

o Invertible Recurrent Inference Machine (iRIM): Iter-
ative learning, while popular for addressing inverse
problems, poses challenges with memory requirements
during training, growing linearly with the model’s
depth, making it difficult to use extensive models.
In this study, an alternative approach is utilized—an
iterative inverse model based on invertible networks
with constant memory, eliminating the need to store
intermediate activations. This enables the training of
the model with 400 layers on 3D MRI volumes for
reconstruction tasks [23], [54]. The iRIM model also
underwent a maximum of 50 epochs, employing the
Adam optimizer with an initial learning rate of 0.0001,
reduced by a factor of 10 every 30 epochs. The learning
gamma for iRIM was set to 0.1.

o E2E Variational Network (E2E VarNET): The E2E Vari-
ational Network is an extended version of variational
methods allowing for fully end-to-end learning [12].
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Variational networks were originally designed using
generalized compressed sensing methods within an
unrolled gradient descent scheme [15]. In these meth-
ods, all parameters, including prior models specified
by kernel filters and activation functions, were learned
offline during training [15]. E2E Variational Network
underwent a maximum of 50 epochs, utilizing the Adam
optimizer with a learning rate of 0.001. This model
featured 4 UNET pooling layers, 18 top-level channels
for UNET, and a learning step size of 40 epochs for
decreasing the learning rate, with a learning gamma
of 0.1. However, there were some distinctions. In E2E
VarNET, undersampled k-space is performed on various
refinement steps of the same form, using k-space
quantities instead of image-space quantities. Addition-
ally, total shallow convolutional networks with radial
basis function (RBF) kernels, present in variational
networks, are replaced by UNETs in E2E Variational
Networks. This modification effectively turns them
into variational UNETs. However, E2E VarNET also
involves an intermediate data consistency step with
learned sensitivity maps, unlike fixed sensitivity maps
computed using Parallel Imaging (PI) in a Variational
Network.

C. DETECTION

FastMRI+ [10], an extension of fastMRI, provides detection
labels for clinical pathologies, aiding in the identification of
pathology in reconstructed scans. The presence of bounding
boxes facilitates the comprehensive assessment of clinically
significant pathologies in both upstream and downstream
processes. In this study, nnDetection [24], a systematic
and automated self-configuration method, was utilized for
downstream analysis. nnDetection introduces a novel rule-
based, empirical design with fixed choices and adopts the
simple Retina UNET architecture [55]. This method has
the capability to fully automate the detection of meniscal
tears without requiring additional computed sources beyond
standard training. nnDetection systematically configures the
entire detection pipeline and allows for comprehensive design
possibilities. It follows a similar approach to nnUNet [56],
where domain knowledge is divided into fixed, rule-based,
and empirical parameter forms.

1) FIXED PARAMETERS

nnDetection offers design opportunities that do not neces-
sitate dataset-specific adaptation for robust generalization.
The Retina UNET, a variation of RetinaNet, was selected as
the architecture template due to its ability to leverage pixel-
level annotations [55]. The key elements of the architecture,
such as pool strides, pooling, and kernel sizes, were adapted
through rule-based parameters.

2) RULE-BASED PARAMETERS
An interdependent heuristic approach was employed to
formulate distinct dependencies between the data and design
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options. This methodology also incorporates information
about object sizes compared to nnUNet. The optimization
process for determining network parameters, such as pooling
strides, numbers, and kernel size, remains consistent with
nnUNet. However, to enhance training stability, a fixed batch
size of 4 was utilized.

3) EMPIRICAL PARAMETERS

The post-processing aspect of this task, which typically
deals with clustering overlaps of bounding box predictions,
was addressed in nnDetection. The approach involved using
sliding window inference with overlapping patches. To han-
dle overlap between neighboring patches, non-maximum
suppression (NMS) was applied, with predictions near the
patch center given higher importance than those at the
border. Weighted box clustering [55] was employed to cluster
predictions from test time augmentation or multiple models.
The empirical parameters used exclusively during the test
were optimized and designed based on the validation set.
nnDetection utilized predefined initialization parameters due
to their interdependencies and optimized them through a
rigorous process.

In the initial phase, nnDetection, an automatic self-
configuring model, extracts a data map and applies heuristic
rules to determine rule-based parameters. The training
process involves the application of a combination of cross-
entropy (classification) and generalized intersection-over
union (regression) loss functions over 60 epochs, with a batch
size of 4. Notably, half of each batch must include at least one
ground-truth box. Optimization is performed using stochastic
gradient descent with a Nesterov momentum of 0.9. The
learning rate undergoes a linear ramp-up from le-6 to le-2
over the first 4000 iterations, followed by a poly learning rate
schedule until epoch 50. The final 10 epochs employ training
with a cyclic learning rate oscillating between le-3 and
le-6 each epoch. Empirical parameters are determined post-
training, and the final predictions result from ensembling
the predictions from five models obtained through cross-
validation with empirically selected settings. Throughout
this process, standard data augmentation techniques, such as
Gaussian noise, Gaussian blur, adjustments in brightness and
contrast, simulation of low resolution, gamma augmentation,
elastic deformation, scaling, flipping, mirroring, and rotation,
are dynamically implemented to ensure a robust and diverse
training dataset.

Additionally, it is worth noting that nnDetection has
demonstrated outstanding performance in various medi-
cal object detection tasks on public datasets, including
LUNAI16 [25], ADAM [26], CADA [27], RibFrac [28],
LIDC-IDRI [29], Kits19 [30], and 11 other tasks such as
Decathlon [31]-Pancreas, Prostate, and Hepatic Vessel. This
track record highlights its versatility and potential for broader
medical imaging applications, underlining its significance
in our study. In conclusion, nnDetection is a powerful
method for meniscal tear detection, offering automation,
specialization, and flexibility in design. These advantages
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FIGURE 3. An overview of the comprehensive multi-coil MRI reconstruction, detection, and analysis pipeline. Initially, the acquired data are
undersampled using cartesian trajectories, resulting in an aliased image. Subsequently, the aliased image is processed through three different
reconstruction models (termed upstream, represented by the blue arrow) to transform it into a high-quality image. These reconstructed outputs are then
assessed using both Image Quality Assessment (IQA) and expert studies. Following the evaluation, the region of interest (in this case, the meniscus tear)
is localized (e.g., detected) and trained using a 3D nnDetection model with fully sampled scans. The trained model is then tested with reconstructed
scans for further analysis (referred to as downstream, indicated by the red arrow).

make it a valuable tool in improving the accuracy and
reliability of meniscal tear diagnosis in knee MRI images.

In this study, nnDetection was employed for meniscus tear
detection. It was trained using 560 fully sampled training
volumes with 5-fold cross-validation and then tested over
103 different reconstructed outcomes. An illustration of the
overview of the proposed sequential process is depicted in
Figure 3. The corresponding figure represents each step of the
comprehensive multi-coil MRI reconstruction and detection
pipeline together with expert analysis.

IV. EVALUATION METRICS

A. RECONSTRUCTION METRICS

Two well-established reconstruction metrics were computed
for evaluation. One of these metrics is the Peak Signal-to-
Noise Ratio (PSNR), which assesses the local differences.
A higher PSNR indicates better image quality in the
reconstructed image. It can be defined in Equation 1 as:

PSNR(x,y) = 10loglO[(Max.(x))z/MSE(x, »l (D)

The second quality metric used is the Structural Similarity
Index (SSIM), which quantifies the similarity between
two images by considering the interdependencies between
neighboring pixels [9]. The SSIM value was computed using
the Equation 2:

(zﬂxﬂy +C)+ (2O'xy + )

SSIM (x,y) =
R 7 TP ey

@

wy and g, represent the average pixel intensities in the
images x and y, while ;L)ZC and /1,5 denote their respective
variances. The covariance between x and y is represented by
Oxy, and Cy and C; are constants used to stabilize the division
in the SSIM calculation. The resulting SSIM values range
from O to 1, with a value of 1 indicating a perfect match
between the reconstructed image and the ground truth.
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B. DETECTION METRICS

To evaluate the object detector’s performance accurately,
it’s essential to assess the accuracy of the detections,
which involves various terms like True Positive (TP), False
Positive (FP), False Negative (FN), and True Negative (TN).
These terms play a vital role in gauging the effectiveness
of DL detectors in identifying meniscal tears, ultimately
contributing to the assessment of their clinical relevance.

It is important to quantify these terms using a metric,
and Intersection over Union (IOU) is one such metric. IOU
calculates the extent of overlap between the ground truth
(gt) and the prediction (pd) by dividing the area of their
intersection by the area of their union. In mathematical terms,
I0U(gt, pd) = area(gt N pd)/area(gt U pd). This metric pro-
vides a measure of how well the prediction aligns with the
actual ground truth, indicating the accuracy of the detection.

The 10U metric varies from O to 1, with 1 indicating a
perfect overlap between the prediction and the ground truth,
and O indicating no overlap at all. By setting a specific
IOU threshold value, denoted as «, we can determine the
following:

o TP refers to detections where the IOU is greater than or
equal to o, meaning the prediction aligns well with the
ground truth.

o FP refers to detections where the IOU is less than «,
indicating that the prediction is incorrect and does not
match the ground truth.

o FN refers to missed ground truth instances where the
IOU is less than «, showing that the detector failed to
detect the actual object.

In summary, the IOU threshold « is used to classify
detections as true positive, false positive, or false negative
based on the level of overlap between the predicted and actual
objects.
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The performance metrics Precision, Recall, and mean
Average Precision (mAP) were derived from TP, FP, and
FN. These well-established metrics provide valuable insights
into the accuracy of the model. The summary of these
performance metrics is presented as follows:

e Precision: This metric quantifies the probability that
positive class predictions are correctly classified as
members of the positive class and is computed as
TP/(TP + FP)

e Recall: This metric measures the probability of positive
class predictions being correctly retrieved from all
positive data and is calculated as TP/(TP + FN).

o Mean Average Precision (mAP): The mean Average
Precision (mAP) is computed as the sum of the average
precision (AP) values for all classes divided by the total
number of classes (N). This metric represents the area
under the precision-recall curve over all classes and

_ DL AP
can be expressed as mAP = =5, where APy
corresponds to the average precision of class k, and N
is the number of classes. The mean Average Precision
(mAP) at an intersection over union (IQU) threshold of
0.1 and maximum 100 predictions per image for each
class is determined.

Another important detection metric used in this study is the
Free-Response Receiver Operating Characteristic (FROC)
curve, which is widely employed for evaluating detection
and localization tasks. The FROC curve assesses per-lesion
sensitivity in relation to the average number of false positives
per image (1/8, 1/4, 1/2, 1, 2, 4, 8) for varying detection
thresholds. It provides valuable insights into the model’s
ability to detect and precisely localize abnormalities, making
it a critical tool in performance evaluation for detection [57].

V. RESULTS AND ANALYSIS

In order to assess the performance of MRI reconstruction
and detection, two sets of experiments were conducted using
a standardized evaluation pipeline. The first set focused on
comparing various reconstruction models to enhance analysis
performance. Meanwhile, the second set examined how well
these models could detect clinically significant outcomes
using a detector. In this section, we present the results
obtained from these two sets of experiments.

A. QUANTITATIVE RECONSTRUCTION RESULTS

The primary focus of the quantitative evaluation process is on
addressing background noise, which significantly influences
the SSIM and PSNR scores. DL models have demonstrated
notable achievements in noise reduction, leading to improved
PSNR and SSIM scores. Among the reconstruction models
we implemented, E2E VarNET outperformed the UNET and
iRIM models, achieving SSIM scores of 0.94 and 0.91,
as well as PSNR scores of 40.29 and 37.94, for all contrasts
(PD+PDFS) at 4x and 8x acceleration rates, respectively. The
detailed results of the quantitative reconstruction evaluation
can be found in Table 2.
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TABLE 2. Reconstruction performances: Peak Signal-to-Noise Ratio
(PSNR) and Structural Similarity (SSIM) along with their standard
deviations for fastMRI dataset reconstruction baselines for All, PD and
PDFS acquisitions (Acq.) accelerated (Acc.) at 4x and 8x.

Acc. Modality Acq.  PSNR (db) SSIM
ALL  31.73(£375)  0.83(£0.08)

ZeroFilled PD  32.08(+£3.30)  0.85(% 0.06)

PDFS  31.35(+4.06)  0.81( 0.09)

ALL  37.65(£3.72)  0.91(£0.09)

UNET PD  384(E3.64)  0.94 (£0.04)

ax PDFS  36.85(£3.13)  0.88(0.10)
ALL  39.08(£4.90)  0.92(:0.10)

iRIM PD  40.05(%4.15)  0.95(£0.04)

PDFS  37.6(£3.68)  0.89(0.10)

ALL  40.29(+6.42)  0.94(0.10)

E2E Variational ~ PD  42.45(+4.88)  0.97(£0.04)
Network PDFS  38.0 (£4.37)  0.90(0.10)

ALL  28.01(£3.49)  0.73(£0.10)

ZeroFilled PD  27.54(£3.13)  0.75(% 0.07)

PDFS  28.51(£3.60) 0.72(£0.11)

ALL  35.11(£2.81) 0.88( 0.10)

UNET PD  3528(£3.02) 0.91(%0.15)

8x PDFS  34.93(£254)  0.85(x0.11)
ALL  36.26(+3.84)  0.89(£0.11)

iRIM PD  37.03(£3.84)  0.92(% 0.05)

PDFS  35.45(£3.12)  0.86(+0.11)

ALL  37.94(+ 4.40)  0.91(* 0.11)

E2E Variational ~ PD  39.19(+3.75)  0.95( 0.04)
Network PDFS  36.61(+3.39)  0.88( 0.11)

Drawing inspiration from the success of ensemble methods
in classification tasks [58] and segmentation competi-
tions [59], [60], we investigated their potential in the
context of MRI reconstruction. Employing three fundamental
combination methods [61] (Min/Max Combiner, Averaging
Combiner, and Weighted Averaging), we evaluated their
efficacy in improving the reconstruction process. The results,
as presented in Table 3, reveal that, surprisingly, basic
ensembles yielded slightly higher performance in the recon-
struction task. Notably, Averaging and Weighted Averaging
exhibited slightly superior PSNR and SSIM values compared
to individual base learners (i.e. UNET, E2E VarNET, and
iRIM).

B. QUANTITATIVE DETECTION RESULTS

To assess the detection performance, we implemented the
nnDetection self-configuring framework, which we fine
tuned for 3D meniscus tear detection. The reconstruction
results is presented in Table 4. Remarkably, the E2E VarNET
model outperformed others, achieving impressive mAP and
FROC scores of 0.69 and 0.72 at 4x, and 0.67 and 0.69 at
8x accelerations, respectively. These illustrate the superior
capability of E2E VarNET in accurately identifying meniscus
tears. Additionally, Figure 4 showcases the qualitative results
of this detector at both acceleration rates. It becomes
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TABLE 3. Reconstruction performances of the ensemble methods: Peak
Signal-to-Noise Ratio (PSNR) and Structural Similarity (SSIM) along with
their standard deviations for fastMRI dataset reconstruction baselines for
All, PD, and PDFS acquisitions (Acq.) accelerated (Acc.) at 4x and 8x.

Acc. Modality Acq. PSNR (db) SSIM
ALL 40.76(+6.01) 0.94(£0.09)
Averaging PD 42.76(+4.59) 0.97(+ 0.04)
PDFS  38.64(+4.17)  0.91(% 0.09)
ALL  40.05(£4.97) 0.93(£0.09)
Weighted PD 41.56(+3.97)  0.96 (£0.04)
4x Averaging PDFS  38.44(£3.78) 0.90(£0.09)
ALL 37.97(+4.42) 0.93(£0.09)
Max. PD 39.17(£3.79) 0.95(£0.04)
Combiner PDFS  36.69(+3.54) 0.89(£0.09)
ALL 38.47 +4.13) 0.92(#£0.10)
Min. PD 39.52(£3.71) 0.95(£0.04)
Combiner PDFS  37.36 (+3.31)  0.90(40.10)
ALL 38.13(£4.18) 0.91(£0.10)
Averaging PD 39.27(£3.57)  0.95(+£ 0.04)
PDFS  36.92(+£3.34) 0.88(x0.11)
ALL  3831(+=4.38) 0.91(+ 0.11)
Weighted PD 39.56(+ 3.69)  0.95(+ 0.04)
8x Averaging PDFS  36.99(+ 3.40)  0.88(+ 0.11)
ALL  35.62(+3.15)  0.90(+ 0.10)
Max. PD 36.10(+£ 3.2) 0.93(% 0.04)
Combiner PDFS  35.11(£2.79)  0.87(% 0.10)
ALL  35.73(+3.13) 0.89(f+0.11)
Min. PD 36.21(£ 3.19)  0.93(£ 0.04)
Combiner PDFS  35.22(4+2.73)  0.86(+ 0.11)

evident that at a 4-fold acceleration, the detector successfully
identifies the meniscus tear across all reconstruction outputs
except ZeroFilled. However, at 8-fold acceleration, the
detector exclusively detects the tear within the E2E VarNET
reconstructions. This firmly establishes the effectiveness of
the integrated framework when applied to raw k-space data.
These findings indicate the potential of our approach to
achieve significant and promising outcomes in prospective
applications.

Moreover, our study encompassed a comprehensive com-
parison between our meniscus tear detection framework
and existing methods reported in the literature, focusing
specifically on precision and recall metrics. Our main goal
was to conduct a rigorous evaluation of our approach’s
performance in comparison to established techniques for
detecting meniscus tears. This detailed analysis aimed
to highlight the advantages and potential enhancements
provided by nnDetection over existing methods, especially
those that relied on limited annotations. The conclusive
results of this extensive assessment, as depicted in Table 5,
incontrovertibly establish our proposed method’s superior
performance compared to Zhao et al.’s approach in meniscus
tear detection.

While the quantitative reconstruction results indicated
a slightly higher performance of basic ensembles in the
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TABLE 4. Detection performances: FROC score 10U 0.1 and AP@0.1 Max.
Det. 100 results for All, PD, and PDFS Accelerated (Acc.) at 4x and 8x.

FROC score AP@0.1
Acc. Modality Acquisition 10U 0.1 Max.Det. 100
ALL 0.68 0.66
UNET PD 0.69 0.68
PDFS 0.67 0.65
ALL 0.7 0.67
4x iRIM PD 0.69 0.66
PDFS 0.7 0.68
ALL 0.72 0.69
E2E Variational PD 0.73 0.7
Network PDFS 0.7 0.68
ALL 0.66 0.64
UNET PD 0.7 0.68
PDFS 0.63 0.61
ALL 0.68 0.65
8x iRIM PD 0.69 0.64
PDFS 0.66 0.66
ALL 0.69 0.67
E2E Variational PD 0.71 0.69
Network PDFS 0.67 0.66

TABLE 5. The proposed framework for meniscus tear detection compared
with existing methods available for this task.

Author Acc. Modality Precision  Recall
UNET 0.58 0.34
Zhao et al. [11] iRIM - -
(For a limited dataset E2E Variational 0.52 0.43
of 205 samples) Network
4x
UNET 0.82 0.48
Proposed iRIM 0.87 0.52
E2E Variational 0.87 0.56
Network
Zhao et al. [11] UNET 0.4 0.2
(For a limited data iRIM - -
of 205 samples E2E Variational 0.52 0.37
from fastMRI+) Network
8x
UNET 0.8 0.49
Proposed iRIM 0.80 0.5
(Complete fastMRI+ E2E Variational 0.87 0.57
dataset is used) Network

reconstruction task, these results did not translate into supe-
rior performance in the detection task. Therefore, we decided
not to include ensemble results, as they demonstrated similar
performance to the base learners (i.e. UNET, E2E VarNET,
and iRIM).

The conclusive results of this extensive assessment,
presented in Table 5, undeniably demonstrate the superior
performance achieved by the proposed method in meniscus
tear detection.

C. EXPERT ANALYSIS OF RECONSTRUCTION AND
DETECTION RESULTS

In this section, we aim to analyze the image and diagnostic
quality of image reconstructions using two expert radiolo-
gists. In previous research, Muckley et al. [21] introduced
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FIGURE 4. A demonstration of the nnDetection outcomes represented by bounding boxes for different reconstructions. At 4-fold acceleration (top

iRIM E2E VarNET

row), the detector successfully identified the meniscus tear across all reconstruction methods except for ZeroFilled. However, at 8-fold acceleration
(bottom row), the detector only recognized the meniscus tear through E2E VarNET. These bounding boxes shown in the illustration are 2D
representations of the 3D prediction boxes. The arrow in the first image of the second row points the meniscus tear.

a radiologists’ ranking system based on the quality of
pathology depiction and identified hallucinations in the
fastMRI brain dataset challenge. Knoll et al. [8], on the other
hand, ranked radiologists’ submissions in the fastMRI knee
challenge by considering both artifacts and Image Quality
Assessment (IQA) metrics.

Despite these efforts, certain aspects remained unad-
dressed, including the specific types and locations of
artifacts/hallucinations present in the knee dataset, as well as
the explicit count of these occurrences. To provide answers
to these questions, we conducted an expert analysis.

The expert study involves qualitative evaluation of the
original and DL-reconstructed images. Two radiologists, one
with with 20-years of experience (referred as M.M.B.) and
the other with 5-years of experience (referred as A.C.),
participated to our study. They meticulously observed and
documented the hallucinatory effects and artifacts introduced
by the reconstruction models. The final conclusions are estab-
lished through their mutual agreement. Examples of these
hallucinations are presented in Figure 5, 6, and 7. Some of
the models transformed certain structures into abnormalities,
which could potentially impact clinical evaluations. These
abnormalities were identified as FP artifacts, as they appeared
in the reconstructed images, but were not present in the
original ones. Additionally, artifacts were observed to extend
across anatomical areas such as the femur, tibia, fibula, and
other regions. For instance, Figure 5 illustrates scattered
linear artifacts surrounding the femur, with some appearing in
a fogging-style Figure 5 (b). Moreover, linear artifacts were
also evident in the tibia, proximal tibia, and fibula, as shown
in Figure 6.

The presence of hallucinations has a negative impact on
expert sentiments and raises concerns for clinical applica-
tions. These hallucinations often mimic normal structures that
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either do not exist or indicate abnormalities, posing signifi-
cant challenges. Moreover, some of these hallucinations lack
realism, complicating the issue even further. As shown in
Figure 7, increased pseudo and linear signal artifacts in the
meniscus can lead to confusion in tear assessment, and bone
marrow edema can be misdiagnosed, potentially resulting in
incorrect treatment.

These indicate that, DL may not be fully optimized to
handle hallucinations despite their high performance in terms
quantitative metrics. Moreover, adversarial perturbations
have demonstrated the instability of DL models [62].
These hallucinations and artifacts persist as significant
challenges across all acceleration rates. In our research,
experts thoroughly diagnosed and counted these halluci-
nations in the femur, tibia, and FP artifacts on a slice-
by-slice basis. To ensure a clear illustration, all artifact
counts were subjected to logarithmic scaling (using the
formula 1+log10(count)). This scaling method enhances the
visibility of differences in artifact countsand facilitates both
quantitative analysis and visual interpretation. The bar plots
for both acceleration rates are depicted in Figure 8, showing
the total number of artifacts.

Figure 8 (a) indicates that UNET exhibits more artifacts in
the tibia and femur at both acceleration rates compared to the
other models. On the other hand, Figure 8 (b) demonstrates
that E2E VarNET and iRIM have more FP artifacts at both
acceleration rates.

The observed hallucinations and artifacts present sig-
nificant challenges for future research and development.
Addressing and resolving these issues will be a critical
focus to improve the reliability and accuracy of deep learn-
ing models in medical image reconstruction and analysis.
Tackling these challenges is essential to ensure that DL
models produce more realistic and clinically valid results,
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(a) Artifacts in the medial femur (b) Fogging-style artifact in the distal

femur

(c) Artifacts in the distal femur

(d) Lineal artifacts in the femur

FIGURE 5. lllustrations of hallucinations observed in the DL-based
reconstruction outcomes, specifically on the femur, medial, or distal
femur regions. Among these examples, (a), (c), and (d) represent linear,
(b) exhibits fogging-style artifacts. The hallucinations are not confined to
a single location, but are scattered across the images, highlighted by
arrows.

reducing the impact of hallucinations and artifacts on
diagnostic accuracy and treatment decisions. Future efforts
should concentrate on finding solutions and advancements to
enhance the overall performance and robustness of DL-based
approaches in medical imaging, thereby advancing patient
care and outcomes.

Furthermore, as part of this study’s framework, a com-
prehensive analysis on image quality was conducted. This
thorough assessment encompassed a meticulous examination
of each dataset, involving a detailed analysis of individual
slices. The radiologists maintained an unbiased approach
throughout their assessment, focusing solely on the recon-
struction techniques while remaining unaware of patient-
specific details or external factors. The assessment of the
reconstructed images was carried out through a structured
S5-point scoring system, ranging from ‘“1,” indicating a
notable deterioration compared to the reference image,
to ““5,” denoting a significant enhancement surpassing the
reference image’s quality. Both the original reference images
and the reconstructed counterparts underwent this evaluation,
with the evaluator assigning standardized quality scores using
the 5-point ordinal scale. This rigorous evaluation process
allowed for a comprehensive understanding of the impact
and efficacy of the employed reconstruction methods. The
averaged results, as depicted in Figure 9, indicate that E2E
VarNET showed the best performance at both acceleration
rates, followed by iRIM and UNET. In addition to this,
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(a) Lineal artifacts in the (b) Minimal hypointense (c) Artifacts in the fibula.
tibia lineal artifacts in the
proximal tibia

(e) Lineal artifacts (f) Artifacts observed in

observed in the femur  the proximal tibia and
and tibia fibula

FIGURE 6. lllustrations of hallucinations resulting from DL-based
reconstruction, primarily found in the tibia and scattered throughout the
images. The examples are identified in various regions including (a) tibia,
(c) fibula, (d) both tibia and fibula, (e) femur and tibia, and (f) proximal
tibia and fibula. All appear as lineal artifacts. Additionally, (b) shows
minimal hypo-intense lineal artifact in the proximal tibia. The instances
are marked with an arrow.

(d) Artifacts in the tibia
and fibula

(a) Increased pseudo signal in the
meniscus

(b) Linear increased signal in the
meniscus

(d) Increased pseudo signal observed
in the lateral meniscus

(c) False-positive artifacts (Bone
Marrow Edema)

FIGURE 7. The hallucinations pointed by arrows exhibit realistic
structures artificially generated by the DL-based methods and are
referred as the “FP Artifact”s. Examples (a), (d), and (b) demonstrate
increased pseudo and linear signals in the meniscus, potentially leading
to misdiagnosis. Example (c) presents artificially generated “Bone
Marrow Edema” that is not present in the fully sampled images.

no visual received a perfect ’5’ rating in the evaluation.
These quality assessment findings align with the image
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(a) (b)
FIGURE 8. The hallucinations observed in the femur, tibia, and FP
artifacts were carefully diagnosed and counted slice by slice by an expert.
The counts were then scaled logarithmically using the formula
(1+log10(count)). The resulting counts are presented as bar plots for both
acceleration rates. The bar plots in (a) display the hallucination counts
from DL-reconstruction results in the femur and tibia, while (b) shows the
count of FP artifacts.

A UNET-AF4
A UNET-AF8
4 || € RIM-AF4
<] iRIM-AF8
® E2E VarNET-AF4 L]
3 |LO E2E VaNET-AF8 <

UNET iRIM E2E VarNET

FIGURE 9. The plot illustrates the average diagnostic scores from
radiological assessments for the reconstructed images. The scoring
system is summarized as follows: 1 for far worse, 2 for worse, 3 for alike,
4 for better, and 5 for far better compared to the reference image. The
signs on the plot represent the calculated average of expert scores.

quality metrics (SSIM and PSNR) across all images and
acceleration rates. This consistency further supports the
superior performance of E2E VarNET in the reconstruction
task compared to the other models.

To evaluate the pathological features related to meniscal
tear in all volumes, a 0-4 ordinal scoring system was used
for all slices. In this scoring system, a score of “0” indicated
that the meniscus tear was not observable, “1” and “2”
indicated far worse and worse compared to the reference,
“3” indicated similarity to the reference, and ““4” indicated
better than the reference. Figure 10 displays the mean overall
pathological assessment scores for meniscal tear. The results
demonstrate that all DL models achieved similar scoring
outcomes, with E2E VarNET showing a slight advantage over
iRIM and UNET at both acceleration rates. These averaged
expert pathological scores align well with the performance
of the nnDetection detector, as evidenced by both the FROC
and mAP scores. The expert evaluations of meniscal tear
pathology are consistent with the results obtained from
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FIGURE 10. The plot displays the average scores obtained from
radiological evaluations of pathological features in the reconstructed
images. The scoring system used is as follows: 0 indicates that the
pathology is not observable, 1 for far worse, 2 for worse, 3 for similar,
and 4 for better compared to the reference image.

the DL models, validating the reliability of the detection
outcomes.

VI. CONCLUSION AND FUTURE WORK

In this research, we conducted a comprehensive evaluation
of MRI reconstruction and its analysis, specifically focusing
on clinically relevant details related to meniscus tears. Our
study aimed to assess the performance of deep learning (DL)
detection for different DL reconstructions, which had been
analyzed separately in the existing literature so far.

Our findings demonstrate that DL reconstruction perfor-
mance has a substantial impact on detection performance,
and these effects vary significantly between DL detectors and
expert radiologists. Through our extensive analysis, we pro-
pose a comprehensive approach that integrates reconstruction
and detection strategies. As a result, we achieved state-
of-the-art (SOTA) performance in detecting meniscal tears
in the fastMRI4 dataset. Overall, our study enriches the
field by providing valuable insights into the dynamic syn-
ergy between MRI reconstruction and DL-based detection,
revealing the effectiveness of a comprehensive strategy for
enhancing meniscal tear detection.

In our study, we employed three distinct DL models for the
MRI reconstruction task and evaluated their results using a
well-established DL detector, nnDetection, on the fastMRI+
dataset to detect Meniscus Tear. The reconstruction outcomes
obtained from these models, which displayed high and
comparable Image Quality Assessment (IQA) scores, were
utilized as input for the DL detector. Furthermore, the
clinical relevance and applicability of our approach were
underscored by the meticulous evaluations conducted by
expert radiologists. By incorporating these elements into our
study design, we ensured both the technical effectiveness
and clinical significance of our DL methods for diagnosing
meniscal tears in knee MRI. Additionally, expert radiologists
evaluated these outcomes for their suitability in clinical
diagnosis.
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In terms of clinical diagnostic quality assessment, the
UNET model did not perform as well as iRIM and E2E
VarNET. However, when specifically evaluating the detection
of meniscus tears, UNET showed similar performance
to iRIM and E2E VarNET. Interestingly, when analyzing
hallucination and False Positive (FP) artifact counts in
relation to tibia and femur artifacts, the results indicated a
different trend, with UNET showing more of these artifacts
compared to iRIM and E2E VarNET.

Although the presence of the most counted and scattered
artifacts in the femur and tibia has negatively affected
experts’ diagnosis assessments, it has not significantly influ-
enced pathological evaluation. Surprisingly, E2E VarNET,
which performed best in both diagnosis and pathological
assessment, had the highest number of FP artifacts, along
with iRIM. This discrepancy is not consistent with the
IQA, detection metric scores, and the evaluations made by
radiologists regarding pathological and diagnostic aspects.
Additionally, the issue of hallucinations presents a significant
concern in the assessment process, particularly in clinical
applications. These observations emphasize the complexity
of the relationship between image artifacts, diagnostic
accuracy, and the effectiveness of deep learning models in
medical imaging. Future research endeavors should prioritize
the mitigation of these challenges to further enhance the
clinical applicability of DL-based approaches in medical
imaging.

Nevertheless, we observed that the existing evaluation
results for both reconstruction and detection are in agreement
with our radiologists’ pathological and diagnosis assess-
ments of clinically important pathologies, considering both
qualitative and quantitative aspects. By introducing this
comprehensive evaluation pipeline for clinically important
pathologies, we anticipate that the proposed framework will
facilitate clinical utility in MRI reconstruction and detection.

In future research, we aim to assess the efficacy of our
proposed framework using a prospective sampling strategy
to enhance its relevance in clinical applications. It is
crucial to recognize that retrospective undersampling may
not fully account for signal relaxation differences during
echo trains and lacks equivalence in a prospective setting.
Furthermore, our vision includes a comprehensive evaluation
of the framework’s performance under various acquisitions,
orientations, and across different vendors. This extended
scope offers opportunities to delve into and comprehend
the relative strengths and weaknesses of parallel imaging
approaches such as GRAPPA, SENSE, and PI. Analyzing
these methods in future research promises valuable insights
for augmenting the overall quality and applicability of MRI
reconstruction in clinical practice.

Additionally, we plan to conduct a thorough performance
evaluation of our framework with diverse acquisitions,
orientations, and different vendors by incorporating more
prospective cases to simulate real clinical setups. We also
aspire to explore and implement genuine end-to-end models
where a singular neural network is responsible for both
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image reconstruction and subsequent pathology detection.
This investigative step can leverage the benefits of end-to-
end training, potentially enhancing the overall performance
and efficiency of our diagnostic pipeline.

In conclusion, this study represents significant out-
comes in clinical translation of MRI reconstruction and
detection. By leveraging both reconstruction and detection
from k-space, we integrated both radiologist and patient
perspectives into clinical settings. Our proposed framework
demonstrates the ability to deliver high-quality results that
align well with radiologist assessment. This approach has
the potential to meet the growing demand for advanced
imaging techniques in clinical practice and cater to a broader
patient population. The combination of reconstruction and
detection holds promise for improving diagnostic accuracy
and enhancing the overall efficacy of MRI in healthcare.
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