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ABSTRACT Low-light image enhancement is a challenging task that aims to improve the visibility and
quality of images captured in dark environments. However, existing methods often introduce undesirable
artifacts such as color distortion, halo effects, blocking artifacts, and noise amplification. In this paper,
we propose a novel method that overcomes these limitations by using the logarithmic domain fractional
stretching approach to estimate the reflectance component of the image based on the improved Retinex
theory. Moreover, we apply a simple adaptive gamma correction algorithm to the Lab color-space to adjust
the brightness and saturation of the image. Our method effectively reduces the impact of non-uniform illumi-
nation and produces enhanced images with natural and realistic colors. Extensive experiments across diverse
public datasets substantiate the superiority of our method. In both subjective and objective evaluations, our
approach outperforms state-of-the-art methods.

INDEX TERMS Retinex, image enhancement, logarithmic transformation, low-light image, fractional
stretching functions, non-uniform illumination.

I. INTRODUCTION
Capturing images in low-light conditions, which include sce-

scenes and streetscapes with varying illuminations, necessi-
tating real-time processing and robust feature extraction.

narios like indoors, nighttime scenes, and overcast weather,
introduces substantial challenges, notably:

(1) Loss of Image Information: Insufficient illumination
diminishes image quality and compromises visual perception,
resulting in low-contrast images, reduced visible details, and
inadequate lighting. These factors present formidable chal-
lenges for image-based analysis systems.

(2) Localized Exposure and Color Issues: Uneven illumi-
nation or non-uniform exposure can induce underexposure,
overexposure, or color distortion in specific local regions
of the output image. This challenge is particularly pro-
nounced in dynamic scenarios such as fast-paced aerial
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Addressing these challenges is critical, given that images
interpret a clear distinction between bright and dark regions
and that diverse colors offer richer details about the scene.
Such enhanced images are pivotal in numerous computer
vision applications, including medical imaging segmen-
tation, which inversely affects image quality and visual
perception. Images that exhibit a clear distinction between
bright and dark regions, as well as different colors, pro-
vide more details about the scene. Such images are essential
for various computer vision applications, including medical
imaging segmentation [1], [2], [3], oil spill detection [4], [5],
surveillance [6], [7], intelligent transportation [8], [9], elec-
trical inspection [10], [11], and imaging visualization [12],
[13], [14]. Several low-light image enhancement techniques
have emerged, encompassing learning-free methods such as
histogram-based algorithms, Retinex-based algorithms [15],
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FIGURE 1. Classification of low-light image enhancement procedures.

[16], [17], [18], [19], and learning-based methods like neural
network-based algorithms [20], [21], [22], as depicted in
Fig. 1.

Among the notable trailer-based low-light image enhance-
ment algorithms, the Fusion-based method for weakly illumi-
nated images (MF) [23] stands out. Inspired by the Retinex
theory, MF decomposes images into reflectance and illumina-
tion components, enhances them using the sigmoid function
and adaptive Histogram Equalization (HE), and fuses them
with adaptive weights in a multiscale manner. However, the
resulting enhanced image often compromises between visual-
ized details, local contrast improvement, and the preservation
of the natural feel of the image.

Another method for low-light image enhancement is LIME
(Low-light Image Enhancement via Illumination Map Esti-
mation), which estimates the illumination map for each pixel
and adjusts pixel brightness accordingly. However, LIME has
drawbacks, such as introducing noise or artifacts, especially
in dark regions [24], and over-enhancing pixels, leading to
overly bright images with reduced details and contrast. Vari-
ants like LIME-Net, LIME-D, and LIME-GAN leverage deep
neural networks, denoising techniques, and generative adver-
sarial networks to refine the illumination map and enhance
the resulting image quality [25].

Learning-based methods have significantly empowered
researchers to tackle challenges associated with inadequately
illuminated images in low-light enhancement. The Robust
Low-Light Enhancement via Low-Rank Regularized Retinex
Model (LR3M) [26] estimates piecewise smoothed illumina-
tion and noise-suppressed reflectance but requires improve-
ment in enhancing image details and contrast [27]. Learning
Multiscale Photo Exposure Correction (LMSPEC) [21] intro-
duces a coarse-to-fine Deep Neural Network (DNN) model
for enhancing color and detail. While it enhances overall con-
trast and preserves realistic colors, it may yield unsatisfactory
results in regions with insufficient semantic information [21].
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TABLE 1. Comparison of different low-light algorithms.

Algorithm Description Advantages Drawbacks
MF [23] Draws from Retinex ~ Enhance Compromises
theory, enhances low-light between
reflectance and images visualized
illumination details and
components using local contrast
sigmoid function
and adaptive HE,
and multi-scale
fusion
LIME [24] Estimates Improve Introduce
illumination map image noise/artifacts,
for each pixel and brightness over-
adjusts pixel enhancement
brightness
accordingly
Variants of Use deep CNNs and  Enhance Require
LIME [25] denoising image extensive
(LIME-Net), techniques to quality training data
LIME-D), improve
LIME-GAN) illumination map
LR3M [26] Estimate piecewise Reduce Falls short in
smoothed noise enhancing
illumination and image details
noise-suppressed and contrast
reflectance
LMSPEC Coarse-to-fine DNN  Enhances Produces
[21] model for colorand  contrast unsatisfactory
detail enhancement  and result in
preserves regions with
colors insufficient
information
SCI [22] Features self- Stable Require
calibrated module, exposure extensive

achieves exposure
stability, reduces
complexity

training data,
challenges in
computational

complexity

Despite promising findings, this technology requires further
maturity, as algorithms frequently excel in specific aspects.

The Self-Calibrated Illumination (SCI) learning-based
framework [22] features a self-calibrated module for illu-
mination learning, achieving exposure stability and reduced
computational complexity. However, this approach neces-
sitates extensive training datasets and faces challenges in
balancing speed and performance trade-offs [22]. These
advancements illustrate the ongoing efforts to enhance
low-light image quality, each with its strengths and limi-
tations, signaling the need for continuous refinement and
exploration in this domain. A detailed summary of these
challenges is provided in TABLE 1.

This paper presents a novel approach to enhance
low-quality images by leveraging an improved Retinex theory
and a color correction algorithm. The primary objective is
to restore the natural appearance and colors of the images
while avoiding the introduction of artifacts or noise. The key
contributions of this work include:

e Innovative Reflectance Estimation: The introduction of a
novel strategy for estimating the reflectance component based
on an adaptive Retinex model. This preserves image details
and contrasts effectively.
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e New Adaptive Gamma Correction: The development of
an adaptive gamma correction algorithm that dynamically
adjusts brightness and saturation based on luminance dis-
tribution, thereby reducing color distortion, and enhancing
overall visual quality.

e Logarithm Domain Fractional Stretching Approach: This
step enhances the image’s overall appearance and realism,
normalizes brightness, and balances color saturation.

e State-of-The-Art Techniques Comparison Results and
Validation: A comprehensive demonstration of the effective-
ness and superiority of the proposed method over other state-
of-the-art techniques, validated on various public datasets.
The results showcase the method’s ability to improve image
contrast and maintain color fidelity.

Combining these contributions offers a holistic solution
for enhancing low-quality images, ensuring a more faithful
representation of the natural scene. The empirical valida-
tion further establishes its competitive edge over existing
methods, positioning it as a valuable advancement in image
enhancement. The rest of the paper is summarized as follows:
Section II provides a brief overview of the Retinex theory
in image processing. Section III presents the details of the
proposed framework. Subjective and objective comparisons
are reported in Section IV. We conclude our research in
Section V.

Il. RELATED WORKS

Recently, various low-light enhancement algorithms have
been developed. They can be categorized into three groups:
histogram equalization (HE)-based, deep learning-based, and
Retinex-based. HE-based methods adjust the properties of an
image to expand its dynamic range, effectively brightening
dark images. However, these methods often require assistance
to adequately adjust the detailed information in the image.
Learning-based approaches rely on deep neural networks.
However, their effectiveness heavily relies on large amounts
of high-quality labeled data, making them labor-intensive and
time-consuming. Determining the ground truth and acquiring
ideal pairs of low-light and normal-light images is also chal-
lenging to accurately isolate the specific degradation caused
by low-light conditions. The Retinex theory, proposed by
Land et al. [28], offers a robust and flexible framework for
low-light image enhancement. It decomposes an image into
illumination and reflectance components, providing a basis
for various Retinex-based algorithms.

A. SINGLE-SCALE RETINEX (SSR)

Retinex constitutes a prominent conceptual framework on
color constancy, introduced by Land and McCann [28].
Human vision perceives relative brightness instead of abso-
lute brightness, and the human visual system is insensitive to
gradually changing illumination [16].

Retinex theory is a computational model for human color
vision, elucidating how the visual system perceives colors
and lightness consistently across various lighting conditions —
an occurrence recognized as color constancy. Moreover, the

143938

theory accommodates the Land effect, which denotes the
observation that certain colors become discernible only when
two or more different light sources illuminate a scene.

According to Retinex theory, the human visual system
consists of three independent channels, called Retinexes, that
process the information from the long-wave, medium-wave,
and short-wave sensitive cones in the retina. Each retinex
computes the ratio of light reflected from each point in the
scene to the average of the light reflected from its surrounding
area. This ratio is then used to determine the lightness value
for each point in each channel. The triplet of lightness values
from the three channels corresponds to the perceived color
and reflectance of each point in the scene.

Retinex theory assumes that the illumination in a scene
varies smoothly and that there are no sharp edges or abrupt
changes in brightness. This assumption enables the Retinex
algorithm to distinguish between illumination and reflectance
by analyzing both local and global information. The theory
also predicts that color sensations are influenced not only
by the local receptor responses but also by the content and
context of the entire image.

Retinex theory has undergone testing and received sup-
port from various experiments and applications. For instance,
Land demonstrated the ability to generate different colors by
employing various combinations of colored lights to illumi-
nate a black-and-white image. Additionally, he illustrated that
altering the color of the surrounding environment could influ-
ence the perceived color of an object. Furthermore, Retinex
theory has served as a source of inspiration for numerous
computational models and algorithms. These models aim
to emulate human color vision and undertake tasks such as
low-light image enhancement and color correction.

The Retinex model explains that the observed image, I,
consists of a reflectance component, R, and a luminance
component, £. The model can be represented as follows:

I=R.L ey

Computer simulations have demonstrated that SSR meth-
ods exhibit sensitivity to high-frequency components,
enabling effective enhancement of edge information in
an image. However, one drawback is that the resulting
enhanced image often appears unnatural and can be over-
enhanced, compromising its visual quality. Additionally,
the edges are not sharp enough, and high-frequency details
cannot be significantly improved. Meanwhile, Retinex poses
a mathematically ill-posed problem; consequently, several
decomposition approaches have been proposed.

B. MULTI-SCALE RETINEX (MSR)

Jobson et al. [21] applied the traditional Retinex-based model,
specifically the SSR technique, to improve images. Subse-
quently, they expended SSR and formulated the Multiscale
Retinex (MSR) technique, which integrates multiple filter-
ing kernels. Each scale represents varying levels of spatial
content, ranging from global illumination variations to local
details and textures. So, the reflectance component can be
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(a) low-light image (375x500 px.) (b) SSRed image (0.030216s.)

(c) MSRed image (0.092470s.) (d) AMSRed image (0.160877s.)

FIGURE 2. Example of different retinex models.

described as:
N
log(R) =D, - (log(l) —log( & Fi (1)) ()

where wy denotes the weight associated with the k™ scale,
Fy (o) represents a Gaussian filter, oy is a standard deviation
of the filter, / is a given image, and N refers to the total
number of scales.

C. ADAPTIVE MULTI-SCALE RETINEX (AMSR)
Conventional image enhancement methods often encounter
challenges in generating satisfactory, distortion-free images
when dealing with images containing both overexposed
and underexposed areas. The traditional Multiscale Retinex
(MSR) approach proves inadequate in effectively addressing
this issue, relying on a weighted sum of several Single-Scale
Retinex (SSR) outputs for local image contrast enhancement
and dynamic range compression [29]. In contrast, the AMSR
approach provides a solution by introducing adaptive weights
computed based on the content of the input image. The adap-
tive weight can be calculated as:

(X )2
o = = pk=efﬁ( ) 3)
Zkz 1Pk
where py is a likelihood probability function, X; denotes an
input luminance image with the k" scale. j; represents the
mean value of the image, oy refers to the standard deviation
of the image, and N refers to the total number of scales.

D. CHALLENGES

The Retinex theory, initially proposed by Land et al., is a
widely recognized framework in image processing that
enhances the visibility and quality of images, particularly in
low-light environmental conditions. It is considered one of
the most promising approaches to image enhancement. How-
ever, despite its effectiveness in many cases, the application
of the Retinex theory faces various challenges, particularly
in the context of low-light image enhancement. These chal-
lenges include the potential for color shifts and the occurrence
of artifacts, which may vary across different versions of the
Retinex theory. A detailed summary of these challenges is
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TABLE 2. Comparison of different retinex algorithms.

Single-Scale Multi-Scale Adaptive
Retinex Retinex Multiscale Retinex
(SSR) [28] (MSR) [17] (AMSR) [29]
Methodology ~ Applies a Utilizes Uses adaptive
single-scale multiple- multiple-scale
filter scale filters filters
Enhancement  Global Global and Global and local
Level Enhancement  local enhancement
enhancement
Image Lead to Reduces Reduces
Dynamics over/under- over/under- over/under-
enhancement enhancement  enhancement
artifacts artifacts
Complexity Low Moderate High
Details Loss of fine Preserves Preserves fine
details fine details details
Colors Loss of colors  Illustrates Preserves realistic
artificial colors
colors
Applications Basic image Generate Challenging
enhancement  image lighting conditions
enhancement

provided in TABLE 2, and illustrative examples are presented
in Fig. 2.

The SSR algorithm is a straightforward method that
offers reduced processing time. However, its effectiveness
is compromised by its inability to visualize local details,
as it operates on a fixed scale. Additionally, SSR may not
adequately address local contrast enhancement, potentially
resulting in the loss of fine details, as depicted in Fig. 2(b).

The MSR algorithm represents an extension of SSR,
operating on multiple levels to enhance low-light images.
Nevertheless, adopting multiple scales introduces increased
computational complexity and processing resource require-
ments. The MSR imposes a trade-off between improving
global contrast and preserving important details. In certain
cases, this trade-off may lead to the loss of crucial chromatic
information, as illustrated in Fig. 2(c).

The AMSR algorithm constitutes an advanced version of
the Retinex theory, aiming to overcome some of the limi-
tations of previous approaches by dynamically adapting to
image characteristics at multiple scales. However, AMSR
has its own limitations, the most prominent being its high
computational complexity compared to SSR and MSR algo-
rithms. Nonetheless, visual analysis demonstrates that AMSR
plays an essential role in preserving global and local contrast,
enhancing important details while preserving overall bright-
ness and realistic color, as shown in Fig. 2(d).

. NEW STRATEGY FOR ESTIMATING THE REFLECTANCE
COMPONENT OF THE IMAGE BASED ON AN ADAPTIVE
RETINEX MODEL

A. PROPOSED AMSR

The Retinex model can be expressed in a variety of math-
ematical forms. Let’s consider a new Retinex model, I =
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(b) Parameters optimization for

the case 1 the case 2

FIGURE 3. Constants optimized by minimizing lightness order error (LOE)
values.

f (R, L), where f (R, L) is a function, for example:
fR,L)=1R*. L )

where 7, A and y are an arbitrary constant, R denotes a
reflectance component, and £ refers to a luminance com-
ponent. If T = A = ¢ = 1, then we get the classical Retinex
model.

The problem is first converted to the logarithmic domain,
where I = log(I+¢),L = log(L+¢), and R =
log (R + €). This step is motivated by both mathematical
and physiological considerations, as additions are typically
easier to compute than multiplications. If a high-quality
intrinsic image decomposition is available, it can be used
to manipulate the layer-remapping operators in various
illumination-related tasks.

Let’s investigate the different cases. Case 1: 7 = 1, A and
¥ are an arbitrary constant.

fR,L)=R"-L’ (5)
log(I +¢) =Alog(R+¢) + 9 log (L + ¢) 6)
Alog(R+¢) =log(I +¢)— 9 log (L +¢) 7
log(R+¢)=alog(I+¢)—Blog( ® Fr (ox) + ¢€)
®
Case 2: 7, A and y are an arbitrary constant.
f(R,L)=1tR". L )
log(I +¢) =log(r +¢)+Arlog(R+¢)
+ 0 log (L + ¢) (10)
AMog(R+¢)=1log(I+¢)—0log(L+¢e)—log(t +¢)
(11

log(R+¢)=oalog(I +¢)+ Blog(L+¢e)+ 38 (12)
log(R+¢)=alog(l +¢)+ Blog(I @ Fy (ox) +¢€) + 8
(13)

where « denotes the brightness parameter, B represents the
edge enhancement parameter, and § is a constant. Fj (o%)
represents a Gaussian filter with the k'™ scale, oy 1s a standard
deviation of the filter, / is a given image, ¢ is an offset value,
and N refers to the total number of scales. The determina-
tion of these parameters is conducted using the Lightness
Order Error (LOE) measure [30], employing the LOL dataset,
as depicted in Fig. 3.
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b & b
L — — —
(a) Input image g, = 0.68, e = 0.68, e = 0.68,
Bo =025 Bo=1—as Bo =1— g,
8p =—09
(b) Full (c) Fractional (d) Fractional
parametric parametric parametric
optimization optimization optimization

on the case [

on the case [

on the case II

a = 0.6,

a=0.2, a = 0.4, a = 0.8,
B =038, B =0.6, B =04, B =02
6=05 6=05 6=05 6=05

(e) illumination and reflectance with fixed parameters

FIGURE 4. Illumination and reflectance mapping in the logarithmic
domain.

The optimal « and B can be described as:
agp = argmin (LOE (I, R)) (14)
o

Bo = argmin (LOE (L, R)) 15)

where LOE (-) denotes a lightness order error function, o
denotes the brightness parameter, I,,s refers to a reference
image, and R represent a Retinex decomposition image.

The modified Retinex can be applied to the AMSR model.
The modified AMSR model can be described as:

log (R + ¢)

N
Zzwk.<)\log(72+£) )—I—log(t—{—e)
k=1

—vlog (I ® Fy (o%) + ¢)
(16)

where wy is a weight, R represents a reflectance component,
I is a given image, and N refers to the total number of the
filter scales. Fy (oy) represents a Gaussian filter with the k"
scale, ¢ is an offset value, 7, A and y are an arbitrary constant,
and oy denotes the width of a Gaussian filter associated with
the following expression.

min {m, n}

ok (m, n,5) = —— = 7)
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(a) reference image

b | TR
(b) reflectance component
s € {1,1.49,2.24,3.34,5}

A |
(d) reflectance component
s €{2,2.99,4.47,6.69,10}
LOE =23.1230

A | O} e galn g
(c) reflectance component
s €{0.5,0.75,1.12,1.67,2.5}
LOE =23.6867

FIGURE 5. Comparison among different sets of s.

(c ‘I;r;)posed AMSR

(b) AMSRed image
[29]

(a) input image

FIGURE 6. Comparison OFAMSR methods.

where m and n refers to the size of an image, and s is a
parametric set. Similar to the MSR algorithm, o} (m, n, 5)
determines the smoothness of the low-frequency components
of the image. A large sigma results in a smoother filtered
image, whereas a smaller sigma preserves more fine details,
but amplifies noises as shown in Fig. 4.

The set {s} represents a parametric set that depends on the
image size. Its computation is conducted within a logarithmic
scale encompassing the range from 10' and 10¢ where k
refers to the number of Retinex scale. In this paper, s is
explicitly defined as {1, 1.49,2.24,3.34, 5}, based on the
demonstrated the less LOE value as illustrated in Fig. 5.
To visualize the reflection image component of the Retinex
decomposition, it can be calculated as:

292R—8) _ min {elog(R—s)}
k= max {el°g(R=8)} — min {elogR~2)}

where R represents a reflection image component, and &
denotes an offset value.

In Fig. 6, a comparison is presented between the existing
AMSR method as described in [29] and the proposed AMSR
method. The conventional approach effectively introduces
notable details under low-light and backlit conditions. This
technique employs a composite of different linear stretching
functions within the framework of the MSR decomposition.
However, the resulting image exhibits certain unsatisfactory
artifacts, such as over-brightness, loss of some details, and

(18)
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(dw :0u0.75 (e)w=1.0 HOHw=w,

FIGURE 7. Visualized image of the weight effects with different o.

color saturation. Conversely, the proposed AMSR method
adeptly preserves significant details and accurately retains the
original color representation without undesirable artifacts.

B. FRACTIONAL STRETCHING

In this section, we introduce Fractional Stretching, which
is a technique that addresses the issue of luminance satu-
ration in images. It is a technique that applies a non-linear
function to the image’s intensity values. This function has
the effect of stretching the range of intensity values, which
can make the image appear more contrasty. Let L;fj denote
a luma image component, which consists of intensity levels,
on the L*a*b* color-space represented by the set L;fj =

{L;;m, Ly IRTRERE L;,kmx}. The permitted range between L.
and L . is transformed non-linearly to the range between
L. and L, . The resulting fractional stretched images,

denoted as S;j, can be calculated by using the following
function:

2
1 T (L:;lax - L;l';in) (Lij - L:zin)
FSu=72.,., s

‘min
Here, T represents the total number of fractional stretch-
ing functions. The value of i, depends on the following
conditions:

19)

/
L .

0.1,0.11,....05, 1< XL;
Y = - (20)
““los.051.....10, >t
2
where t denotes a global mean of a luma image compo-
nent, and represents an image-dependent threshold, x;_;
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(b) linear stretched (c) fractional
image stretched image

(a) given image

FIGURE 8. Comparison between fractional stretching and linear
stretching.

represents the total number of intensity levels.
Sij=w-FSij+ (1 —wL @2y

where w refers to a weight, L; denotes a luma image compo-
nent. To discuss the understandlng of how w controls image
brightness, the relationship between w and image brightness
can be direct or indirect. w may influence pixel values or other
factors contributing to image brightness. By manipulating the
value of w, different levels of brightness can be observed in
Fig. 7.

For instance, increasing the value of w can improve
brightness, resulting in a lighter appearance of the image.
Conversely, decreasing w can dim brightness, leading to a
darker image. In this paper, an appropriate value for w,
denoted as wq, can be calculated as:

__ Sy
" max {S,-,j}

The resulting image of wy, as illustrated in Fig. 7(f), deliv-
ers a wide dynamic range of luminance distribution, thereby
increasing overall contrast and avoiding over-brightness
artifacts.

Fig. 8 represents a comparison between the classical
linear stretching function and the fractional function. The
illustrative images used for the comparison consist of both
underexposed regions and small overexposed regions. The
linear stretching algorithm proves to be ineffective in ade-
quately addressing the low-contrast issue. Conversely, the
fractional stretched images exhibit the ability to effectively
convey significant information. These images demonstrate
improved visualization of details and enhanced contrast com-
pared to the linear stretching algorithm.

;  max {S,;j} #0 (22)
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i i
asswal gamma corrected
image,y = 1/1.1.
: g

(d) Proposed AMSRed image
with the proposed gamma
correction

(c) Proposed AMSRed 1mage
with the adaptive gamma
correction [31]

FIGURE 9. Comparison among different gamma correction parameters.

C. ADAPTIVE GAMMA CORRECTION

It is a technique that applies a different gamma correction
value to each pixel in an image. This is done to adjust the
contrast of each pixel based on its local surroundings, improv-
ing the perceptual quality of images on various electronic
devices. Traditional gamma correction methods employ a
fixed gamma parameter, which is not optimal for all image
regions, leading to underexposure or overexposure in dif-
ferent regions. To address these limitations, the adaptive
gamma correction algorithm based on the combination of
image-dependent luminance distribution functions is pre-

sented as:
c(L*
(P(L(*)) ! +2) )

*\ _ 7% L* (ma)
() =i | (55-)

max

(23)

where L* denotes the luma component on the Lab color-
space, L . refers to the maximum of the luma component,
¢ (L*) represents an image-dependent cumulative distribution
function, and p (L*) is an image-dependent probability.

The analysis of Fig. 9 reveals evidence that the classi-
cal gamma correction method leads to underexposed details
and sub-optimal visual appearance. This result illustrates the
limitations of using a fixed gamma value for all pixels in
the image. It fails to adapt to local luminance variations.
In contrast, the adaptive gamma correction approach in [31]
demonstrates an attempt to address this limitation by adjust-
ing gamma values. However, it introduces an over-brightness
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(a) given (b)Ground  (c) CLAHE (d) MF () LIME (HLR3M  (g)LMSPEC (h) SCI (i) Proposed
image truth (32] (23] [24] [26] [21] [22]

FIGURE 10. Comparisons of traditional low-light image enhancement methods on the LOL dataset [33].

(a) given (b) Ground (c) CLAHE (d) MF (e) LIME (f) LR3M (g)LMSPEC (h) SCI

image truth [32] [23] [24] [26] [21] [22]

(i) Proposed

FIGURE 11. Comparisons of traditional low-light image enhancement methods on the ISP dataset [34].

artifact, resulting in losing image details. The proposed over classical and state-of-the-art adaptive techniques by
gamma correction method shows some challenges in over- preserving image details and effectively reducing the issue
coming these challenges. It presents a potential improvement associated with over-brightness.
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TABLE 3. Comparison of image quality assessments (IQAs).

Type of IQA Advantages Disadvantages Examples
FR-IQA [35]  Most accurate, commonly Requires a reference image, e Mean Squared Error (MSE)
used, and suitable for precise and less suitable for real-time o Peak Single-to-Noise Ratio (PSNR)
comparisons. analysis. e Structural Similarity Index (SSIM)
e Multiscale Structural Similarity Index (MS-SSIM)
e Lightness Order Error (LOE)
NR-IQA [36]  Least restrictive, and suitable Least accurate and not be ¢ Enhancement Measure (EME)
L]

for real-time analysis
comparisons.

suitable for high precision

Blind/Referenceless Image Spatial quality Evaluator
(BRISQUE)

Natural Image Quality Evaluator (NIQE)

e Image Quality Assessment based on Local Gradient
Features (LGF-IQA)

T T T
[N LOE [N MIS-SSIM
[ NIQE [ MOS

1 PSNR [ Time-Complexity

Normalized Value

CLAHE MF LIME LR3M LMSPEC SCI Proposed
Method

FIGURE 12. Performace comparison.

IV. EXPERIMENTAL RESULT ANALYSIS

In this section, we first analyze the proposed and state-of-the-
art methods using quantitative and qualitative assessments.
The comparative methods used are CLAHE [32], MF [23],
LIME [24], LR3M [26], LMSPEC [21], and SCI [22].
All comparative computer simulation experiments were per-
formed in MATLAB R2022b on a PC running MacOS with
an Intel®Core™ i9 CPU @ 2.3GHz and 16 GB of memory.
All test images and reference images come from the publicly
available LOL [33] and ISP [34] datasets. Finally, we per-
formed the proposed method on images generated in severe
low-light environments to verify its effectiveness.

A. SUBJECTIVE EVALUATION
The computer simulation results are depicted Fig. 10.
Fig. 10(a) shows the low-light images and their extracted
regions. Fig. 10(b-i) presents the resulting images of vari-
ous methods, including CLAHE [32], MF [23], LIME [24],
LR3M [26], LMSPEC [21], and SCI [22], and the proposed
method. The extracted images corresponding to the rectangu-
lar box in Fig. 10 are shown in the next row.

According to the observations in the figure, images gen-
erated by various enhancement techniques exhibit varying
levels of visual quality when compared to the original image.
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Comparing the proposed method with the conventional
image enhancement technique: the image generated by the
linear mapping function, CLAHE [32], exhibits poor visual
quality. The degree of scene visualization is insufficient to
deliver important information effectively. In contrast, the pro-
posed method has improved the clarity and contrast of the
enhanced images, resulting in an enhancement effect.

Comparing the proposed method with the state-of-the-
art image enhancement techniques: the MF [27] and the
LIME [28] have demonstrated their ability to enhance image
intensity effectively. However, the MF method produces
under-exposed regions with noise, while the LIME method
produces a noticeable noise effect throughout the image.
The LR3M method [26] yields only a modest degree of
enhancement and falls short of enhancing significant details.
Specifically, the method is limited to restoring details in
severely dark regions. Compared to other methods such as the
LMSPEC method [21] and the SCI method [22], our proposed
method and the aforementioned methods maintain a balance
among color, contrast, brightness, and other visual attributes.
However, compared to our proposed method, the LMSPEC
method falls short in providing uniform results for extremely
dark regions in terms of overall image quality. Furthermore,
upon comparing the local content information in the extracted
regions, artifacts such as noise and blur caused by insuffi-
cient enhancement are apparent in both the LMSPEC and
SCI methods. Additionally, the LMSPEC method displays
strong shadows in local areas. On the other hand, our pro-
posed method can emphasize significant information without
over-enhancement and noise amplification throughout the
entire image. It can also generate a better sense of clarity and
color in scenes.

B. OBJECTIVE EVALUATION

Due to the different features of various low-light image
enhancement methods, subjective assessment becomes an
inevitable evaluation approach. Consequently, the com-
putational assessment of image quality is considered an
alternative method. The evaluation of image quality is a
common practice for measuring the efficacy of diverse meth-
ods. The image quality assessment (IQA) can be classified
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. (a) Ground truth

(b) MF [23]

(d) LR3M [26] " (e) Proposed

FIGURE 13. Comparisons of traditional low-light image enhancement with its reference image.

into two categories: Full-Reference IQA (FR-IQA) [35], and
No-Reference IQA (NR-IQA) [36].

FR-IQAs require a reference image for comparison, while
NR-IQAs do not. In this paper, several FR-IQA metrics,
namely the multiscale structural similarity (MS-SSIM) [39],
the lightness order error (LOE) [30], and the peak single-
to-noise ratio (PSNR) [38], MOS [40], were employed to
evaluate the performance of various low-light image enhance-
ment methods. Higher MS-SSIM and PSNR scores indicate
richer detail visualization, while a lower LOE value signi-
fies better quality. For NR-IQA, the Natural Image Quality
Evaluator (NIQE) [37] was used to assess the efficacy of
low-light enhanced images. A lower NIQE score corresponds
to superior performance. TABLE 4 and Fig. 12 illustrate the
objective evaluation results of state-of-the-art methods.

In terms of FR-IQA metrics, the proposed method achieved
superior results for LOE [30], PSNR [38], and MOS [40],
demonstrating its effectiveness in enhancing image qual-
ity. While the proposed method exhibits a slightly higher
computational complexity compared to the MF method, the
resulting improvement in image quality justifies the increased
processing time. Also, the proposed method can preserve
structural details by more than 83% compared to the ground
truth. For the NIQE metric, the proposed method attempts to
preserve more details in the enhanced image. Occasionally,
the proposed enhancement affects the visual quality of natural
images, such as loss of details.

The visual comparison depicted in Fig. 13 provides a
deeper insight into the advantages of the proposed method.
Compared to the reference images, the proposed images
exhibit a noticeable improvement in preserving and depict-
ing finer details. However, a slight decline in the MS-SSIM

VOLUME 11, 2023

TABLE 4. Results of image quality measure metrics with different
methods and average time-complexity per an image.

Method / LOE NIQE PSNR MS- MOS
Processing (3011 371 [3s1 SSIM  [40]7
Time [39]1
CLAHE [32]/
0.0152 sec. 592.70 392.56 15.66 0.83 2.03
MF [23]/
0.2153 sec. 285.63 709.89 17.09 0.72 3.55
LIME [24]/
118.3293 sec. 803.96  2,454.53 13.93 0.64 3.77
LR3M [26]/
43.7140 sec. 236.79 465.41 14.54 0.63 1.95
LMSPEC [21]/ 358.86 809.65 16.18 0.82 2.80
0.1108 sec.
SCI[22]/
0.5967 sec. 367.21 229.37 17.97 0.88 2.78
Proposed /
0.3951 sec. 185.43 512.39 18.02 0.83 4.11

metric is observed. The proposed method’s emphasis on
enhancing structural details leads to a marginal reduction in
MS-SSIM. This is because the balance between structural
image preservation and contrast enhancement is intricately
related.

V. CONCLUSION

In this study, we have addressed the challenge of non-uniform
illumination in low-light conditions by employing Retinex
decomposition and color image enhancement techniques. Our
approach involves transforming the Retinex-based imaging
components into the Lab color-space and applying fractional
stretching algorithms to individually enhance the illuminance
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and reflectance components. By adaptively adjusting the
weight parameters of the illuminance distribution, we fuse
the enhanced imaging components to normalize brightness
and information.

Furthermore, we improve the contrast of the color image
by performing local image enhancement on an extended
grayscale plane. This approach significantly enhances the
image’s visual quality, effectively preserving both contrast
and brightness. Comparative evaluations against state-of-
the-art supervised and unsupervised methods demonstrate
that our framework achieves visually pleasing intrinsic com-
ponents and outperforms unsupervised competitors regard-
ing subjective observations and objective image quality
assessments. The proposed method exhibits adaptability in
enhancing images with non-uniform illumination, resulting
in natural-looking outputs.

Its potential applications span various fields, including
low-light video enhancement, nighttime surveillance, and
scene restoration. However, it is essential to note that the
denoising process currently contributes significantly to the
overall time complexity. Future research efforts will focus on
reducing and improving the denoising process’s efficiency to
enhance the method’s overall performance. Nevertheless, the
decomposition of the proposed Retinex model comprises a
significant portion of the computational complexity associ-
ated with the overall process. Consequently, the optimization
and selection of efficient arbitrary constants will be a crucial
area of research in the future.
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