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ABSTRACT Scheduling of robots is one of the imperative assignment in a multi robot system. Scheduling
is prerequisite when there is a multiple task need to be assigned to multi robot in an arranged manner. There
is a growing need for robots to perform complex tasks autonomously. Multi-robot environment becomes
complex as there are multiple factors need to be addressed simultaneously which require fast computation
and more space. Using cloud computing platform could be one of the optimal solution for this problem.
This paper presents the use of cloud computing platform for implementing the proposed Periodic Min-Max
Algorithm (PMW) for multi robot task scheduling. Amazon web service (AWS) platform is utilized for
deploying the algorithm for multi robot task scheduling. The task performed by the robots is considered as
a single service in context with cloud platform and it withdraw an advantage when the number of services
increases with time. Time requirement to complete the task and the load balancing parameter are analysed
using the proposed approach and is compared with other relevant work. The results presented in the paper
clearly shows the performance improvement in both the parameters. There is an improvement of about 3-7%
in both the parameters and are reported in the paper. The paper also emphasize on the deployment of cloud
computing platform for the service robots. Time completion factor is analysed and reported in the paper to
proof the advantage of using cloud platform for the service robots. The novel way of using the algorithm
with cloud server seeks many advantage are also observed, analysed and presented in the paper.

INDEX TERMS AWS, load balancing, cloud computing, PMW, multi-robot, scheduling.

I. INTRODUCTION
The advent of new technologies landing day by day has
pushed the limits of automation to be more scaled-up and
efficient, robots are playing a pivotal role in this system.

The associate editor coordinating the review of this manuscript and

approving it for publication was Kuo-Ching Ying .

Service robots becomes more complex when they are bound
to work in groups, single robots require a certain specific
parameter to be taken care of, while multi-robot system
requires consideration of multiple factors like coordination
of robots, scheduling of task among, robot’s average perfor-
mance of all the robots and many more other factors [1], [2].
To satisfy more than one parameter at the same time makes
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the approach more complex and difficult. But this is the only
way to increase the utilization of service robots to its optimum
level. Dealing with such high complexity and providing
solutions to it helps the system to make it more effective and
more accurate.Multi-robot task allocation is often formulated
as a multiple traveling salesman problem, a variant of the
NP-hard traveling salesman problem (TSP) [3], [4], for
which the branch and bound paradigm is commonly used to
generate optimal solutions. There are sufficient literature’s
which treats the same problem in many other ways and
provide the solutions. In the current time, there is no unified
multi-robot system definition. Most of them are usually
defined as dynamic or composed of several members for
completing one or more tasks through certain communi-
cation methods or cooperation mechanisms [5]. Designing
a multi-functional robot is a complex project, but design-
ing a multi-robot system, consisting of multiple limited-
function robots to accomplish the same task, is relatively
affordable.

This paper attempts to address the issue of scheduling of
multiple robots for task allocation. The time based compari-
son of different approach with that of the proposed approach
is also presented in the paper. Here, in this section the focus is
on the preliminary part of the problem formulation. The most
important aspect of the multi robot system is to coordinate the
robot in such a way so that they should not get collide during
the execution and performs smoothly and effectively [6], [7].
To ensure this, it is required that the coordination mechanism
should be effectively implemented. Primarily all the robots
are required to start from its source coordinates, afterwards
they are required to follow a certain derived path, and then the
robots are required to traverse through that path and approach
towards the destination. It is also mandatory required that
while traversing the path the robot should not collide with
any obstacle present in the path and also must avoid other
robots traversing for their path. This is mainly the task of
coordinationmechanism used in the system. There are several
ways to coordinate the multi-robot system like centralized
coordination mechanism, decentralized coordination, hybrid
approaches and many more ways are there [8]. Here in our
work we have used the centralized mechanism to coordinate
the robot to avoid any collisionwhile execution [9], [10], [11].
The destination based smart approach is used to find out the
optimum path between the source and destination. Robots are
made to follow coordinates received after the outcome of this
smart distance based approach [12].

After ensuring the coordination of robots, the next step is
to schedule the robots. The scheduling policy for the robots
is accomplished using the cloud server. First of all the tasks
are identified and they are segregated by identifying the
nature of each tasks, the nature of tasks are primarily the
time required by the respective task to get complete. There
are many other factors associated with it while identifying
the nature of each tasks, for example if any other resource
requirement is there for the task to complete it. But here,
we have considered only the time requirement and based on

which the scheduling policy is framed [13], [14]. The paper
also emphasizes on the usage of cloud computing platform for
service robots. Due to the presence of multiple technologies
like Artificial intelligence, Deep learning, neural network,
fuzzy system and many other hybrid technologies which
are applied on the service robot’s parameter. Using cloud
server for controlling robots and applying the proposed
approach significantly improves the performance of param-
eter. The advantage of having high computation capacity
and availability of the past experience makes the overall
system more smart and responsive while executing in certain
conditions [15].

The rapid growth of virtualization technology attracted
cloud computing to solve scientific, business and engineering
problems. The performance for the robots are improved by
applying the task scheduling techniques. Task scheduling
can improve the allocation of shared-resources to robots.
Task scheduling strategy provides the resource utilization as
per the user requirements. Sometimes the resources which
are in demand by the user may be heterogeneous and
geographically distributed. In the academia and as well as in
industry, task scheduling problem is considered as a NP- Hard
problems [16]. There are a lot of contributions for finding the
solution.

A. SCHEDULING
In most of the computing scenario the word Scheduling is
understood as arrangement of the task or rearranging the task.
In cloud computing platform the task scheduling refers to
the distribution of task, Scheduling and assigning the task
to the virtual machines connected to the cloud. Assigning of
tasks is done such that it performs at a good pace and gives
the expected results in low cost and as well as in optimum
execution time. The efficient scheduling provides the best
results in a minimum cost with good performance. Fig.1
shows an example of two complicated tasks, TA and TB,
where every task is divided into different kind of sub-tasks
and the relationship among these task is represented in acyclic
graph.

There are plethora of work available which are based
on the different types of scheduling and is implemented
on multiple applications and is successfully. Some of the
examples of Scheduling are Computational Load Scheduling
[17], Dynamic Scheduling [18], Insertion scheduling [19],
[20], Compile time scheduling [21], Resource schedul-
ing [22] and so on. Scheduling facilitates different ser-
vices of scientific workflow, academia and all the major
researches.

II. RELATED WORK
In cloud computing, task scheduling is becoming more and
more popular with the demand of ease and QoS(quality
of service). Numerous work been done on task scheduling
in robots using cloud computing. In [32], the author has
addressed multi-objective scheduling problem to minimize
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TABLE 1. Table illustrating notable contribution of multi-robot task scheduling in recent time.

FIGURE 1. Figure demonstrating the fundamental of the task scheduling
mechanism.

both the make-span and total cost collectively. Cloud Min-
Min Scheduling (CMMS) and Profit Based Task Scheduling
(PBTS) algorithm are being used by author and the objective
is to balance the execution time and reduce the total cost
in heterogeneous multi-cloud environment. Whenever any
application is executing on high end server, the cost is usually
more than the normal executing server. So to equipoise this
cost author proposed algorithm to equalize the make-span
and total cost. He et al. in Ref. [33] proposed a PSO-based

Adaptive Multi-objective Task Scheduling (AMTS) strat-
egy.To adapt the resource heterogeneity in cloud computing
environments, author proposed a supporting model. Various
experiments results were shown that PSO-algorithm per-
form well with multi-objective robot scheduling. Proposed
model AMTS can minimise task completion time, energy
consumption but maximize the resource utilization. The
experiments showed in the paper shows that the algorithm
is a effective algorithm in scheduling. The Reference [34]
proposed a cloud manufacturing (CMF) scheduling model
where instead of assigning the whole task to robot, a sub-task
is assigned to robot. Several strategies for optimizing load
balance, overall cost and processing time. In [35] and [36]
Erdoğan introduced, modeled, and solved the problem of
scheduling two robots. The objective is to reduce the make-
span at the same time avoiding the collision between the
robots while moving on single line. A few examples were
taken and studied where these kinds of robots are used
and how task scheduling is making them helpful. Three
algorithms are well explained and performed, results obtained
prove that problems can be solved efficiently for large
instances with uneven workloads for the robots. Among the
performed algorithms, branch-and-bound comes out to be
best Computational algorithm. In [37] and [38] a survey
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FIGURE 2. Figure showing the communication between multi-robots and
cloud server.

has been done on NP-complexity models of scheduling
models. Cyclic scheduling and its problem are discussed
parallel analysis of their complexity is also done and state-
of-art results are presented. Reference [39] presented task
scheduling algorithm using Allen’s interval algebra to shape
feasible and achievable solutions within the scheduler. There
are also work which incorporated the concepts of Big
Data [40], [41]. An overview of the related works are given
in Table 1.

III. PROBLEM ANALYSIS
Scheduling in multi-robots is an optimal mapping of robot-
tasks into various available resources. In this section, The
proposed model is presented and explained in a detailed
manner. The problem is setup in the static environments with
multiple robots with their urgency of completing the task is
given based on the time to provide the resources. The system
firstly collects all the tasks given to perform at a time. In order
to establish scheduling model, collected tasks are distributed
among the various robots. But the distribution is done such
that each robot task takes minimum time to execute. The
primary goal of the proposed work is to schedule the robot
for the execution of task such that they take minimum time
to execute and also provide quality of service to the users
while performing the scheduling. This paper presents the
working of multi-robots task scheduling with PSO and PMW
scheduling algorithm to schedule them.

This paper discusses the cloud based multi-objective robot
task scheduling. All the requested task are collected and
mapped to the task-robots. The System performing the task
can be written as in eq.1.

S = s|s = (D, h) (1)

where D, denotes the different task which are requested by
the users to execute in the cloud environment currently. The

other variable h, denotes the happening events requested by
the user to perform the task by robot.

To demonstrate this scheduling model, some assumptions
are being done about the tasks, resources and scheduling of
resources:

1. Tasks assigned to the multi-robots are performed
and successfully completed without any obtrusion and
interference by another multi-robot.

2. Tasks assigned are independent of each other irrespec-
tive of their priority of executing and are executed without
taking results from any other task.

3. All tasks are evenly distributed among the multi-robots.
Each multi-robot perform the task without being waiting for
another robot task to revoke task robot to perform.

IV. PSO ALGORITHM
PSO (Particle Swarm Optimization) is one of the latest pop-
ulation based optimization technique proposed by Kennedy
and Eberhart in 1995 [42]. It is bio-inspired algorithm which
is based on the social behaviour of birds foraging,insect
colonies or fish schooling and other animal societies. In PSO
algorithm, each individual is considered as a particle, that
can evolve conducting the search. Each particle represents a
potential solution for a optimized problem.

The population of particle is viewed as Swarm, repre-
senting the set of points searched by the particles. Each
particle in the evolutionary algorithm is well known with its
personal best position (denoted asM i) and social best position
(denoted as N i) [43], [44], [45], [46]. In each iteration,
a particle (denoted as X i ) adjusts its velocity and direction
to its previous best known and current positions. Particle X i

has an updating position vector (denoted as Pi) and Velocity
vector (denoted as Qi). In PSO, Kennedy and Eberhart
proposed equations for updating position and velocity of
particles iteratively until a stopping criterion is me [42]. The
updating of position vector as shown in eq.2.

Pij+1 = Pij + Qij+1 (2)

And the formula for updating the velocity vector is shown
in eq. 3.

Qij+1 = Qij + r1 ∗ K1 ∗ (M i
−Pij) + r2 ∗ K2 ∗ (N i

−Pij)

(3)

where k1 and K2 are two variables called acceleration
coefficients, r1 and r2 are two uniform random numbers in
the interval [0,1].
PSO algorithm is used in various number of research and

in number of different areas for influencing results.

V. PROPOSED SOLUTION
This paper proposes the concept of PMW Scheduling
Algorithm for mutli-robots task Scheduling. In periodic Min-
Max Weight Scheduling algorithm, the length, size and other
superiority requirements are submitted to the cloud. Robots
are executed on different computing nodes, and at each
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FIGURE 3. Proposed model for solving multi-robot scheduling problem using amazon web server cloud.

computing node execution time is predicted. The execution
time is predicted according to the task weights difference.
Require: x Number of tasks, y no of machines, Total length

L[i], priority order p[i], running speed R[j] of all the
computational nodes.

Ensure: Scheduled order for execution of the tasks.
1: Start from i = 0
2: compute for x number of tasks
3: for ( i = 0; i < x; i + + )
4: for ( j = 0;j < = y )
5: Predict the execution time for all tasks
6: A(i,j) =L [i]/R[j+ +];
7: After predicting the execution time,Again start from first
task

8: i = 0;
9: while i < = x

10: i+ + do
11: Calculate average running time of all computational

nodes
12: q [i] = sum a [i, j] / y
13: Difference of maximum and minimum computation time

is calculated
14: d [i] = A(max) (i, j) − A(min)(i, j)/q[i]
15: Calculate weight order wi
16: w [i] = di * x /qi
17: Sort the priority of task according to the wi

18: for ( i = 0; i < = x;i+ +)
19: Assign task according to the greedy algorithm
20: end
The task which are divided for the computing nodes is the

main criteria for the assignment of the tasks. These tasks are
being sorted according to the weights of the respective task.
We have assumed the average running time of x tasks

T = t1, t2, t3, . . . tx are computed on y computing nodes
N = n1, n2, n3, . . . ny . Weights Wi on each computational
node is calculated based on the efficiency Ei and priority
order Pi. After that maximum execution time Amax(i, j)
and minimum execution time Amin(i, j) is calculated. The
predicted execution time of any given task is calculated by the
Total length L and running speed R of computational nodes
in MIPS(million instructions per second) as shown in eq.4.

A(i, j) = L1 + L2 + L . . . . . .Lx/R1 + R2 + . . . .Ry (4)

Average running time for some random task q on all
computing nodes qi is calculated as submission of all
execution time divided by total number of computing nodes
as given in eq. 5.

qi = A1(i, j) + A2(i, j) + A3(i, j) + . . . . . . .Ay(i, j)/y (5)

The scheduling of any task for execution is decided by
determining that how urgent it is to schedule. the priority
order Pi and difference Si calculate the weight order wi for
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FIGURE 4. Figure representing flow graph of periodic min-max weight
scheduling algorithm.

the task. The weight order wi decides the priority order in
which tasks are assigned showm in eq. 6.

wi = di ∗ x/qi (6)

FIGURE 5. Graph representing the comparison of load balancing output
of PMW and PSO scheduling on AWS cloud.

All the task now sorted according to the priority in
ascending order and greedy approach is used for further
results. The algorithm for assigning the tasks is described in
the Algorithm 1.

A. EXPERIMENTAL SIMULATION
This sectioin presents the Amazon web server cloud for
multi-robots scheduling. The details of simulation and their
execution AWS Cloud is discussed in detail in this section.
In this paper, Amazon web server has been used in order
to evaluate the performance of PMW algorithm for the
multi-robots Scheduling. The presented method is, however,
applicable for any number of robots operating within a space.
Here, for computation we setup the environment space in
Amazon Web Server. The inputs of simulations are number
of tasks, number of machines, total length, priority order and
running speed of all computational nodes. A data center is
created, which consists of large number of machines, one or
more number of processing Units and CPUs. A data center
agent is created which is incharge for coordinating the robot
users and service providers. A virtual machine is created and
various parameters are assigned including all the ID’s and
cloud task are assigned according to their parameters.

Here, set of robots which are connected with cloud Request
and receive the instructions from the AWS cloud. AWSCloud
has List of tasks to be performed by Scheduling policy as
described in the Fig. 5. After this, the scheduling policy is
executed on the AWS cloud. All the task executed are now
fetched by the robots.

VI. RESULT ANALYSIS
This section demonstrated the results of proposed algorithm
on multi-robots task scheduling problem. To evaluate and
compare different scheduling methods, various data are
generated to simulate the proposed problem of different sizes
by varying the number of task, number of robots as well
as the number of sub-task per task. We took the Twelve
different number of task, which are increased exponentially,
as power of 2. As the number of tasks are increased, the robots
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FIGURE 6. Feasible schedules adapted for processing the sub-tasks.

for simulation increases on random basis. Now the task are
divided into sub-task which increases the efficiency of robots
performance.

The Scheduling solution is shown in Fig. 6 in the form
of Gantt chart. In the given figure, each rectangle represents
a sub-task divided by the algorithm. Here [m,n] variables
in the rectangle represents sub-task identity such that xnm.
Each sub-task which the task has been assigned has its
own processing time segment. The overall schedule starts
from the initial schedule and regenerates at different time
segments. The Scheduling algorithm repeatedly generates
schedules for the sub-task, assigns them priority to the sub-
tasks, which has not started processing yet at the beginning
of time segment[as shown in Fig. 6]. With this information,
it can be observed that starting time for any any sub-task
is affected by completion of its fore-runner sub-task, the
transfer time of the sub-task and the remaining time of the
chosen service. Performance of different Scheduling schemes
are always explored on individual sub-tasks.

The experimental results of the PMW algorithm is
then compared with the results of PSO scheduling based
algorithm. It is observed that the load balancing parameter
is comparatively improved when a large number of tasks
are performed. At the same time, It was also detected that
robots are taking less time to complete the task when they
are performed under the PMW algorithm. The algorithm
makes the robots responsive such that it performs the tasks
at given priority. Thus, providing better quality of services
to the robots. on the other hand, It is also being observed
that scheduling significantly reduces the idle time of the
robots as compared to its initial schedule. This also provides
a opportunity to restore performance and capability.

A. LOAD-BALANCING
When a large number of computing nodes are executed,
to balance the load, an algorithm to schedule and allocate
the robot task is needed. When same number of tasks are
executed, a small variance is observed in the results of PMW
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TABLE 2. Results showing the outcome of the proposed approach and their comparison with PSO and PM algorithm.

scheduling and PSO Scheduling based algorithm as shown
in Fig. 4. PMW algorithm can distribute robot task more
evenly to all the computational nodes. As the number of
tasks in the cloud server is increasing, the overall variance
for both the algorithm is increasing but the variance of
PMW Scheduling Algorithm is observed less than the PSO
scheduling algorithm. Thus, Load balancing capabilities of
robots are found Superior when PMW scheduling algorithm
are implemented with large number of task in multi-robot
environment.

B. TASK COMPLETION
Whenever deadline Scenarios are given, Completing the
given tasks in desired time is really a evaluative parameter
which can analyze the performance of Algorithms. The
performance of the distinct scheduling algorithm is calculated
and their performance is analyzed by comparing their
parameters under the same conditions provided equal number
of task to perform and resources available. Usually, when the
number of robot task are increased, overall completion time
gradually increases. By taking all the evaluative parameters
and comparing it with PSO scheduling algorithm, it is
observed that PMW Algorithm takes less task completion
time. The completion time for the two different algorithms
is also varying when they are performed under cloud server
and local machine.

In both Fig. 7 and Fig. 8, The task completion time
is observed when Scheduling is done using PSO-based
algorithm and PMW Scheduling algorithm. After executing
both the Scheduling Algorithms on the Local machine,
the same algorithm is being executed on the AWS cloud
server. And then, the difference in their completion time
is observed and reported in the paper. It is also observed
that both the algorithms are performing much better using
AWS-cloud as the computing environment, when they are
compared to the local machine. Completion time of the
Algorithms is decreasing by 4-6% using AWS cloud server.
The experiment clearly indicates that instead of performing

FIGURE 7. Graph representing the comparison of completion time output
of PMW and PSO scheduling on local server.

FIGURE 8. Graph based on the completion time of PMW scheduling and
PSO scheduling when performed on AWS-cloud.

on local machine, Computing on AWS Cloud can reduce
the task Completion time. Through the observation, we can
conclude that PSO-Scheduling based Algorithm and PMW
Scheduling algorithm perform better and reduce the com-
pletion time by approximately 3-6%, when computed on the
AWS- Cloud.
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TABLE 3. Order of tasks for PMW and PSO scheduling algorithm.

C. QUALITY OF SERVICE
When the user needs quality services, requesting task is
performed on urgency by executing the tasks assigned, then
it provides the service quality based on performance. The
more urgent task is required to execute at an urgent level
for which priority of executing the tasks is assigned. It is
observed that multi-robots when performed under the PMW
Scheduling algorithm, the priority order is rearranged in the
algorithm such that the urgent task by the robots is performed
on a priority basis. Here, the lower the number of the task,
higher is its priority to provide the service at urgent and is
compared and presented in Table 3. So whenever the Urgent
task is responded at urgent basis, quality of performance of
the overall system improves. In order to evaluate the quality
of service of performance, the priority order for the two
algorithms is being generated and reported.

VII. CONCLUSION
Multi robot environment in itself is a complex task to solve
the issues of existing environment. This paper deals with the
issue of scheduling the robots based on the task available in
the environment. The paper proposed the PMW algorithm for
assigning the task to robots in an efficient manner and tomake
it more effective the AWS cloud platform is utilized. The
parameters considered are the completion time and the load
balancing factor for the task. The proposed approach is vali-
dated by considering different scenarios which are presented
in the paper. The results of 12 different scenarios is compared
with two other relevant work and presented in the paper.
The outcome in each scenario is showing the performance
progress of about 2-3% in load balancing and about 4-6%
time efficient in completing the task. The results are encour-
aging and motivates to take up for some more parameters as
a future course of action and extension of this work.
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