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ABSTRACT Effective crude oil price forecasting is essential for energy supply stabilization, investment
decisions, policy formulation, and economic impact assessment. However, previous studies of crude oil
futures price forecasting either consider only a single variable without adequately accounting for the
influence of various factors on crude oil prices, or they consider only the same frequency of influences
and ignore the importance of mixed frequencies, resulting in forecasts that do not achieve the desired
results. To overcome these problems, this paper proposes a new multivariate combinatorial mixed frequency
forecasting system to predict the weekly closing price of crude oil futures. The system is divided into four
modules: Data denoising, Feature selection, Combined forecasting, and Performance evaluation module.
To obtain smooth data, ICEEMDAN is used to denoise the original data. Furthermore, to select appropriate
variables and reduce model redundancy, recursive feature elimination is used to select appropriate variables
with low frequency. Considering the importance of mixed-frequency data, the mutual information method
was used to select appropriate high-frequency variables for modeling the crude oil price forecast model.
To overcome the shortcomings of Back Propagation Neural Network, Gate Recurrent Unit, and Radial Basis
Function Neural Network models, integrate their advantages, and obtain accurate and stable prediction
results, a combined forecasting mechanism based on a Multi-Objective Sparrow Search algorithm was
developed to obtain both point and interval forecasting results, and finally, two data sets were selected for
empirical analysis. The results show that the mean absolute percentage errors of the point forecast of this
model are 1.96% and 1.84%, respectively, about 31% and 15% higher than those of the competing models
(mean absolute percentage errors 2.57% and 2.13%, respectively). For interval forecasting, the accumulated
width deviation is 0.0037 and 0.002, respectively, about 35% and 25% higher than those of the competing
models (accumulated width deviation 0.005 and 0.0025, respectively). Thus, the proposed forecasting
framework outperforms all comparative models and can be used effectively for forecasting crude oil prices.

INDEX TERMS Crude oil price, feature selection, interval forecasting, multi-objective sparrow search
algorithm, multivariate mixed-frequency combinatorial forecasting framework.

I. INTRODUCTION
Crude oil is a vital energy resource widely used in fuel,
chemical, and industrial forecasting. The development of
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the global economy and the increase in energy demand
have affected the crude oil price market, making it critical
for industry and investors to understand crude oil market
dynamics and trends [1]. Volatility in crude oil prices
also has far-reaching implications for the global economy.
Higher prices can lead to higher energy costs, exacerbating
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inflationary pressures and negatively impacting consumers
and businesses. Conversely, a price drop can boost the econ-
omy, lower energy costs, and promote economic growth [2].
In summary, effective crude oil price forecasting is essential
for business decision-making, investment decisions, policy
formulation, and economic impact assessment [3], [4]. How-
ever, crude oil prices are affected by many external factors,
such as the geopolitical situation, economic growth,monetary
policy, etc. [5], and there are also many uncertainties in the
crude oil market, such as political unrest, natural disasters,
technological breakthroughs, etc. [6], [7]. These complex
factors make the fluctuation of crude oil prices nonlinear and
unstable [8], which makes accurate forecasting of crude oil
prices a problematic task. To stabilize the global economy
and reduce risks in the energy market, the development of
accurate and reliable models to forecast the price of crude oil
has become a focus of global attention.

TABLE 1. Abbreviations.

The innovations of this study can be summarized as
follows.

• Collects several low-frequency data and several
high-frequency impact factor data used as input char-
acteristics in the crude oil price modeling process, and
finally proposes a new multivariate mixed-frequency
forecasting method for crude oil prices, which fills a gap
in current research and has directional implications for
related industries.

• Two feature selection methods (recursive feature elim-
ination, mutual information) are introduced into the
framework, which are used to select the low-frequency
and high-frequency influencing factors, respectively,
to provide suitable features for the designed crude oil
price forecasting framework.

• The method, which simultaneously considers the impact
of multiple low-frequency influence factors and a
high-frequency influence index on the crude oil price
forecast, overcomes the previous limitation of consid-
ering only co-frequency influence factors.

• The MOSSA optimization algorithm is used to combine
the forecast results of three models, GRU, RBF, and
BPNN, to obtain optimal combined forecast results.

This study is organised as follows. Section II is a
literature review. Section III is an introduction to the
model and methodology. Section IV describes the proposed
combined forecasting system. In Section V, some numerical
experiments and analysis are conducted. Section VI contains
some discussions. Section VII is the conclusion.

II. REVIEW OF LITERATURE
Several crude oil price forecasting methods have been devel-
oped, namely statistical models [9], artificial intelligence
methods [10], [11], and combined forecasting methods [12],
[13].

A statistical model is a method that uses historical data and
statistical methods to forecast crude oil prices. Commonly
used statistical models include regression models [14], time
series models [15], [16], and cointegration models [17].
For example, Mohammadi et al. [18] examined several
ARIMA-GARCH models for modelling and forecasting
weekly crude oil spot prices in the international market.
They found that the APARCH model performed best in most
cases. Although statistical models have some applications
in predicting crude oil prices, price changes may have
nonlinear relationships, while statistical models usually
assume that the relationship between variables is linear. As a
result, statistical models need help capturing the complexity
and nonlinear trends in price changes, which can lead to
inaccurate prediction results. Therefore, statistical models
need to provide satisfactory forecasting performance.

With the advent of artificial intelligence and its rapid
development, methods for predicting crude oil prices have
also evolved rapidly. These methods mainly include neural
networks (such as PNN [19], BPNN [20]. RBFNN [21]),
deep learning (for example, GRU [22], LSTM [23], etc.),
machine learning (such as SVM [24], Random Forest [25],
etc.). For example, [26] Yin andWang studied the forecasting
of dailyWTI crude oil prices using chaos theory and artificial
intelligence techniques (ANN). They analyzed the effects of
noise on price forecasting. Liang et al. [27] developed a novel
deep reinforcement learning algorithm for multilevel crude
oil price forecasting. These studies have shown that despite
the potential of AI methods for crude oil price forecasting,
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there are some drawbacks and challenges. For example,
AI can encounter problems such as overfitting and local
optimization, often resulting in crude oil price forecasting
failing to achieve the desired results.

To address the shortcomings of a single artificial intel-
ligence model and integrate the advantages of the models,
combined forecasting systems that combine two or more
existing methods have been proposed and applied to time
series forecasting, and the forecasting results have been
significantly improved [28]. Li et al. [29] achieved improved
forecasting performance using a data preprocessing method
(ICEEMDAN), state space correlation entropy (SSCE),
and a kernel-based extreme learning machine improved by
the Gorilla Troop Optimization Algorithm (GTO-KELM).
Jiang et al. [30] proposed a new forecasting framework for
electricity prices that considers the effects of multiple vari-
ables on the forecasting results and realizes multiple inputs
and outputs. The results of point and interval forecasts can be
output simultaneously. Therefore, these hybrid models under
study can fully exploit the features and advantages of different
models to improve the completeness of forecasts [31].
In recent years, although many combined forecasting

systems have been proposed, most consider only a single
variable and need to fully account for the effects of different
factors on the forecast. To fill this gap, Jiang et al. [32]
proposed a new multidimensional forecasting system for
electricity prices using multivariate and multiple-input-
multiple-output structures. However, if too many variables
are entered, this leads to redundancy in the model, increasing
the computational cost of the model. Thus, the runtime,
so selecting appropriate variables, is also an important
focus in research [33]. In addition, feature selection plays
an essential role in machine learning. It improves model
performance, reduces the risk of overfitting, improves
interpretability, and helps us better understand and use the
data [34]. Therefore, feature selection methods are often
used to select appropriate variables [35]. Among them,
the RFE algorithm is known for its great advantages in
systematically analysing and determining the best feature
set by iteratively eliminating irrelevant features. It has been
proven that the RFE algorithm performs better and more
efficiently in this area than other feature selection methods.
Its unique capabilities make it a reliable tool for finding the
best feature set and an effective method for feature selection.
RFE is suitable for datasets with a high number of features
and where high accuracy forecasts are required [36], [37].
Mutual information directly measures the extent to which
a trait contributes to a target variable based on information
gain. It allows for greater adaptability to data and a more
comprehensive consideration of feature relationships in
feature selection. Mutual information is suitable for datasets
with complex data distribution and insignificant relationships
between features [38]. For example, Wang et al. [39] has
developed a novel multivariate hybrid forecasting system by
combining mixed signal preprocessing techniques, feature
selection methods (random forest algorithms), deep learning

models, neural network models, and population intelligence
optimization strategies. Urolagin et al. [40] used selectKBest
and correlation analysis for feature selection. Six MLSTM
models were constructed for crude oil price forecasting using
different features, transformations, and outlier elimination.
The results show that selecting appropriate features can
reduce model redundancy and increase the accuracy of model
forecasting.

These models introduced multivariate variables to over-
come the limitations of a single variable, but the lack of
one ignores the effects of mixed-frequency on prediction
results [41]. In particular, mixed-frequency data includes
both high-frequency and low-frequency data, so that forecasts
based on mixed-frequency data can achieve better results
than those based solely on data with the same frequency,
as they take full advantage of the real-time and informational
nature of the high-frequency data and the global trend
of the low-frequency data. This combined use of data at
different frequencies helps to improve the accuracy and
scope of forecasts [42]. Mixed-frequency data can synthesize
information from different time scales, improve forecast
accuracy, account for seasonal and cyclical factors, deal with
nonlinear relationships, and provide more comprehensive
forecasts and decision support. As a result, the hybrid
frequency approach has become a valuable tool for fore-
casting crude oil prices [43], [44]. Example, Hao et al. [45]
developed a new mixed-frequency forecasting model by
taking advantage of the mixed-frequency method to improve
the forecasting accuracy and performance of the model.
Degiannakis and Filis [46] conducted real out-of-sample
forecasts of monthly oil futures prices using daily volatilities
and returns from financial and commodity markets. It was
found that usingmixed frequency data significantly improved
the prediction of oil prices and reduced the mean squared
error by about 68%. This suggests that using a combination
of high frequency and low frequency data can significantly
improve oil price forecasting and is an effective means of
predicting market trends more accurately. In summary, the
mixed-frequency approach can integrate and analyze data
from different time scales and better capture the nonlinear
fluctuations in crude oil prices. This helps improve forecast
accuracy and brings the results closer to the actual situation.

However, most researchers design combined models that
consider either a single variable [47] or only the co-
frequency variables, ignoring the importance of the mixed
frequency [48]. Therefore, this paper proposes a multivariate,
mixed-frequency, combined forecasting method that simul-
taneously considers several low-frequency influences and a
high-frequency influence index to obtain accurate forecasts
for crude oil price points and intervals.

III. MODEL INTRODUCTION
A. DATA PREPROCESSING
The ICEEMDAN signal processing method proposed by
Colominas et al. is an improvement of CEEMDAN [49].
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FIGURE 1. Flowchart of the proposed system.

ICEEMDAN is improved by introducing adaptive noise
tuning, which reduces modal aliasing and artifacts by
dynamically adjusting the noise intensity based on the
frequency and amplitude information of the IMFs. This

enables a more accurate signal decomposition and improves
the quality and reliability of the IMFs.It provides a more
accurate and reliable basis for subsequent analysis, modeling,
and forecasting.
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ICEEMDAN is a powerful signal analysis method mainly
used to deal with nonlinear and non-stationary signals [50].
Its function is to extract intrinsic patterns and trends from
complex signals while eliminating possible noise interfer-
ence, thereby improving the accuracy and reliability of signal
analysis [51]. ICEEMDAN has good adaptive capabilities
and can automatically adjust processing parameters to
adapt to changes in different data characteristics. At the
same time, it does not rely on future information, helping
to avoid forward-looking bias [52]. It is significant for
analyzing complex signals such as time series and image
data and provides strong support for data analysis and pattern
recognition.

The ICEEMDANmethod can be used to deal with the non-
linear and non-stationary characteristics of crude oil prices
and extract important patterns such as trends, periodicities,
and mutation points in price time series while effectively
removing noise interference, thereby improving the perfor-
mance of the forecast model stability and accuracy [53].
Its adaptability and independence from future information
enable it to better cope with the volatility and complexity of
the crude oil market, improve the forecasting model’s ability
to capture price changes and provide important decision
support for investors and related institutions. and market
forecast basis [29].

In this study, ICEEMDAN is mainly used to decompose
crude oil price data into multiple IMFs, each representing
vibration modes on different time scales. Finally, the
noise sequence is removed, and the remaining sequence is
reconstructed to obtain more stable data. Thereby improving
the stability and accuracy of the forecast model. The details
are as follows: Taking the decomposition of the crude oil
closing price series as an example, the steps are: Assume X
is the original series and (Ek ·) is the kth mode of the EMD
decomposition method.

STEP 1: ADD WHITE GAUSSIAN NOISE Φ(I) TO THE
ORIGINAL SIGNAL X AND CONSTRUCT SEQUENCES X (I)

X (i) = X + ε0E
(
Φ(i)

)
, (1)

where ε0 is the amplitude coefficient of the added noise.

STEP 2: CALCULATE THE FIRST RESIDUAL

R1 =

[
N
(
X (i)

)]
, (2)

where N (·) is an operator that generates the local mean.

STEP 3: CALCULATE THE FIRST MODE COMPONENT IMF1

IMF1 = X − R1. (3)

STEP 4: CALCULATE THE SECOND MODE COMPONENT IMF2
Calculate the second residual: R2 = R1 + β1E

(
Φ(i)

)
, and

calculate IMF2 based on the (4):

IMF2 = R1 − R2. (4)

STEP 5: CALCULATE THE FIRST MODE COMPONENT IMFK
Calculate the k-th residual:RK =

[
N
(
Rk−1 + εk−1E

(
Φ(i)

))]
.

Calculate IMFk based on (5):

IMFk = Rk−1 − Rk . (5)

Step 6: Until all modal components and residuals are
computed and decomposed. Then the noise series is deleted
and the remaining subsequence is reconstructed to obtain the
preprocessed data series, The formula is shown in (6):

x̃ (t) =

n∑
k=2

IMFk (t) (6)

where n is the number of IMFs.

B. FEATURE SELECTION MODEL
Proper selection of influential features can reduce model
complexity and improve prediction accuracy while reducing
training time. The data collected in this work has a variety
of features, and it is necessary to search for appropriate
input features to reduce the complexity of the forecasting
model and avoid overfitting the model. In the proposed
model, the influence of both low-frequency data features
and high-frequency influencing factors on the model is
considered. Specifically, a recursive feature elimination
method is applied to determine the low-frequency influence
factor, and the optimal high-frequency influence factor is
selected based on the mutual information.

1) RECURSIVE FEATURE ELIMINATION (RFE)
RFE is a feature selection method based on machine learning
(In this study the choice was based on Support Vector
Regression (SVR)) [54]. Unlike other feature selection
methods, recursive feature elimination trains a model and
then gradually removes unnecessary features based on the
importance of the feature. Where SVR is to find the best
estimated function f(x) corresponding to the crude oil price
series:

f (x) = ϖ Tψ(x) + b, (7)

ψ(x) is a nonlinear mapping from the input feature space to
the high-dimensional feature space, ϖ is the weight vector
and b is the bias.
Suppose there are N training samples, then

{(xi, yi)|i=1, 2, · · · ,N }, xi is the feature expression matrix
to be selected and yi is the crude oil price sequence. The steps
of the algorithm are defined as follows:

1) Train the SVR model to obtain the weightsϖ ;
2) Calculate the ranking score using the formula κi = ϖ 2

i ;
3) Remove the feature with the lowest score;
4) Repeat steps 1)-3) until the standard number of features

to keep is reached.
There are two approaches to recursive feature elimination:

bottom-up and top-down. The bottom-up approach starts
with a single feature and gradually increases the number of
features to be selected. The top-down approach starts with
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the original feature set and gradually reduces the number of
features to be selected. In this study, a top-down approachwas
used.

2) MUTUAL INFORMATION (MI)
Mutual information (MI) measures the interdependence
between variables and can be used for feature selection [55].
MI measures the degree of information exchange between
two variables and, therefore, can be used to evaluate the
relationship between input features and output targets. The
specific description of MI is as follows:

Consider a scenario where the joint distribution of two
random variables (X, Z) is represented as p(x, z), with
individual marginal distributions as p(x) and p(z). The mutual
informationMI (X;Z ) represents the relative entropy between
the joint and marginal distributions and is expressed as
follows:

MI (X;Z ) =

∑
z∈(Z )

∑
x∈(X )

p(x, z) log
p(x, z)
p(x)p(z)

, (8)

where the logarithm function is usually based on 2 or the
natural base.

The main steps of MI are as follows:
1) Calculate the value of mutual information between the

target variable and each feature;
2) Sort the features according to the magnitude of mutual

information;
3) Selecting the best-valued features as input features.
The larger the value of the mutual information, the closer

the relationship between the two random variables. If the
mutual information equals 0, there is no relationship between
X and Z.

C. BENCHMARK MODELS
1) BPNN
A BP neural network (BPNN) is a common artificial neural
network used for supervised learning tasks in which the input
signal is passed to the output layer by forward propagation
and the weights are adjusted to minimise the error between
the predicted output and the actual output by backward
propagation [56]. The calculation process is as follows [45]:
The output values of the hidden layer and output layer can be
represented as:

x[l]j = σ
[l]
j

(
n∑

k=1

x[l−1]
k w[l]

kj + θ
[l]
j

)
. (9)

The node error of the output layer is shown below:

E =
1
2

∑
k

(
Tj − σ

[2]
1

(∑
i

x[l]j w
[2]
k1 + θ

[l]
j

))2

. (10)

The correction of the connection weights can be represented
as:

△Wnj = −η∂E/∂Wnj. (11)

The threshold correction is represented as:

△θ
[l]
j = −η∂E/∂θ [l]j . (12)

In the above equation, x[l]j represents the output value of
the jth neuron node in the l layer; Xj (j=1, 2,. . . , j) can
be considered as a particular case of, x[l]j at layer 0; σ [l]

j ,

θ
[l]
j , Tj are the activation function, threshold, and output

expectation of the jth node in the l layer, respectively; w[l]
kj

is the connection weight between n nodes and j nodes in the
first layer, and η is the learning rate.

2) RBF
A radial basis function (RBF) neural network belongs to the
type of feedforward neural network, which is a three-layer
feedforward network. RBF neural networks have excellent
performance in handling nonlinear problems and function
fitting. In real-world simulation experiments, the positive
definite Gauss function is usually chosen as the RBF hidden
layer function [57], as shown in (13).

Pj = exp

(
−

∣∣x − cj
∣∣2

2δ2j

)
. (13)

where, x denotes the input sample, Pj represents the node
vector of the hidden layer, and cj stands for the center vector
of the hidden layer node, sharing the same dimension as
the input sample. Additionally, δj signifies the width of the
hidden layer node. The linear output expression of RBF is:

y(x) = 6n
j=1wjPj. (14)

where y is the calculated output value of the neural network,
and n is the number of hidden layer neuron nodes; Wj
represents the weight between the hidden layer and the output
layer.

3) GRU
The GRU network is a variant of the traditional recurrent
neural network. It is suitable for processing and forecast-
ing long-term dependence problems of dynamic nonlinear
sequences such as time series. Compared to the three-port
structure of the LSTM neural network, it controls the storage
and update of sequential data by a two-port structure with
update and reset ports. This reduces memory requirements
and enables faster execution. The GRU network controls the
degree of integration with historical moments through the
reset gate ξt , and the update gate ϖt controls the degree of
memory data retention. The calculation process is shown in
the following equation [58]:

ξ t = ϱ
(
W ξ · [κ t−1, xt ] + ϑξ

)
(15)

ϖ t = ϱ (Wϖ · [κ t−1, xt ] + ϑϖ ) (16)

κ̃ t = tanh
(
W κ ·

[
ξ tκ t−1, xt

]
+ ϑκ

)
(17)

κ t = (1 − ϖ t) κ t−1 + zt κ̃ t (18)

where ϱ(.) is the Sigmoid function, Wξ and ϑξ are the reset
gate weight and offset,Wϖ and ϑϖ are the update gate weight
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and offset, Wκ and ϑκ are The weight and offset of the tanh
neural layer, xt is the time series input at the current moment,
and κt−1 is the hidden state at the previous moment.

D. MOSSA
The multi-objective sparrow search algorithm (MOSSA)
was developed by Xue and Shen [59]. In the mathematical
modeling, the sparrow population foraging was divided
into discoverers and joiners, and a detection and warning
mechanism was also added. Individuals among the sparrows
that find food better act as discoverers, and others act
as finders. In contrast, some individuals are selected for
detection and warning and give up feeding when a threat is
detected. The mathematical modeling process is described in
detail below:

1) MATHEMATICAL MODELING
In the mathematical modeling, we use virtual sparrows for
foraging, and the definition of a sparrow population can be
expressed as follows:

Y =


y1,1 x1,2 · · · y1,n
y2,1 y2,2 · · · y2,n
...

...
...

...

yk,1 yk,2 · · · yk,n

 , (19)

where n is the dimension of the problem variable to be
optimized, and k is the number of sparrows.

The calculation of the fitness value for each sparrow is
shown below:

Fy =



f
([
y1,1 y1,2 · · · y1,n

])
f
([
y2,1 y2,2 · · · y2,n

])
...
...

f
([
yk,1 yk,2 · · · yk,n

])


, (20)

where f is the fitness value.
The algorithm categorizes sparrows into discoverers,

joiners, and scouts. The discoverers are responsible for
finding food and providing foraging directions to all joiners.
The position of the discoverers is updated with the following
formula:

Y t+1
i,j =

 Y ti,j· exp
(

−
i

β · itemmax

)
R2 < T

Y ti,j + Q · L R2 > T .
(21)

where t denotes the current iteration number, j=1,2,3,. . . ,n.
itemmax signifies the maximum number of iterations. Y ti,j
represents the position information of the ith sparrow at the
jth dimensional iteration number t. Additionally, β ∈ (0, 1]
is a random number, R2 ∈ [0, 1] and T ∈ [0.5, 1] denote
the warning value and the safety value, respectively. Q is
a random number following a normal distribution, while L
denotes a 1 × n matrix with all elements being 1.In the event
that R2 < T , it implies the absence of nearby predators,

prompting the searcher to conduct an extensive exploration.
Conversely, if R2 ≥ T , the presence of a predator triggers
an immediate alarm, prompting all sparrows to change their
foraging positions instantly.

The formula for updating a joiner position is as follows:

Y t+1
i,j =


Q · exp

(
X tworst − Y ti,j

i2

)
i >

k
2

Y t+1
p +

∣∣∣Y ti,j − X t+1
p

∣∣∣ · B+
· L i ≤

k
2
.

(22)

Y t+1
p is the optimal position currently occupied by the

discoverers, and Yworst denotes the current global worst
position. B denotes a 1 × d matrix, where each element
is randomly assigned a value of 1 or −1, and B+ =

B⊤(BB⊤)−1. If i ≤
k
2 , the joiner will follow the discoverer

toward a better foraging location; when i > k
2 , this suggests

that the ith joiner with the lower fitness value did not receive
food and is starving; at this point, it needs to fly elsewhere to
forage for more energy.

The scout is responsible for the safety of the sparrow and
immediately sends an alarm signal when it detects a predator.
At that time, the sparrow will directly engage in anti-predator
behavior to ensure its safety. The updated formula for scouts
is as follows:

Y t+1
i,j =


Y tbest + γ ·

∣∣∣Y ti,j − Y tbest
∣∣∣ fi > fM

Y ti,j + C ·


∣∣∣Y ti,j − Y tworst

∣∣∣
(fi − fm)+ δ

 fi = fM .
(23)

Y tbest denotes the current globally optimal foraging position,
while γ is a normally distributed random number utilized for
controlling the step size. C represents a constant within the
range of [−1, 1], and fi stands for the current fitness value of
each individual sparrow. Furthermore, fM and fm refer to the
current global optimal and worst fitness values, respectively.
δ is a smaller constant numberwhose function ensures that the
denominator is not zero. If fi > fM , means that the sparrows
are in the dangerous location, and if fi = fM , This implies
that the sparrow located in the middle of the population is
conscious of potential danger and should maintain proximity
to other sparrows in order to minimize the risk of being
hunted.

2) MODEL COMBINATION PROBLEM CONSTRUCTION
To overcome the limitations of each model and integrate their
advantages. It is necessary to optimize them with multiple
objectives. Considering the stability and accuracy of the
model, three error indicators, MAPE, RMSE, and FICP, are
selected as objective functions for combiningmodels with the

144070 VOLUME 11, 2023



J. Long et al.: Combined Framework Based on Feature Selection and Multivariate Mixed-Frequency

TABLE 2. Dataset description.

following details in this paper:

Min



MAPE =
1
N

∑N

i=1

∣∣∣∣∣Ti − T̃i
Ti

∣∣∣∣∣ · 100%
RMSE =

√
1
N

·

∑N

i=1

(
Ti − T̃i

)2
FICP =

1
N

∑N
i=1αi

αi =

{
1, Ti ∈ [pt , p̄t ]
0, Ti /∈ [pt , p̄t ].

(24)

where Ti and T̃i are the actual and forecasting values of
the variables, respectively. N is the length of the forecasting
series. p̄t and pt are the upper and lower bounds of the
forecasting interval.

IV. CONSTRUCTION OF COMBINED FORECASTING
SYSTEM
The system considers several low-frequency factors (weekly
data) and a high-frequency impact index (daily data) for
weekly closing price forecasts of crude oil futures and can
output both point and interval forecasts at the same time. The
system includes four stages: the data noise reduction module,
the feature selection module, the combined forecast module,

and the evaluation module. The flowchart of the system is
shown in Fig 1.

A. DATA DESCRIPTION
1) WEEKLY DATA
In this study, intercontinental Exchange is used as the
research object. WTI crude oil is selected as WTI, and Brent
crude oil is selected as Brent to conduct experiments and test
the performance of the system. Each dataset contains a set
of crude oil futures closing prices, a set of crude oil futures
opening prices, a set of crude oil futures lowest price, a set
of crude oil futures highest price, a set of crude oil futures
trading volume, and a set of crude oil futures rise and fall.
The sampling frequency is weekly, and the sampling period
is 2010.01.01-2023.05.01; each data set contains 1200 data
points. The data are divided into training and testing data, and
the ratio between training and testing data is 4:1.

2) DAILY DATA
When considering the impact indices, we collected a
total of three indices: US Dollar Index® (USDX), Dow
Jones Index (US 30), and S&P 500 Index (US 500). The
sampling frequency is daily, and the sampling period is from
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01/01/2010 to 05/05/2023. Each dataset contains 6000 data
points. More detailed information is provided in Table 2.

B. DATA NOISE REDUCTION MODULE
Noise is reduced to obtain smooth time series data, which
provides a more accurate and reliable basis for subse-
quent analysis and forecasting. ICEEMDAN was used to
decompose and reconstruct the original data. The collected
weekly and daily data are pre-processed separately with
ICEEMDAN. In particular, crude oil price series are used
here as an example, where the crude oil price series are
decomposed into a series of IMFs and high-frequency
IMFs are eliminated to filter out noise. Here, IMF1 is
usually considered as a high-frequency IMF, and the
residuals {IMF2, IMF3 · · · IMFS} are reconstructed to obtain
the final sequence. The same reconstruction was performed
for the other sequences. Details on ICEEMDAN are in
section III-A.

C. FEATURE SELECTION MODULE
1) WEEKLY DATA FEATURE SELECTION
Since the weekly crude oil data collected in this study
have multiple features, it is necessary to philter out the
appropriate input features to reduce the complexity of the
model and the risk of overfitting. In particular, recursive
feature elimination is used to select appropriate features. Each
dataset contains six features, and according to the recursive
feature elimination strategy, four more essential features
finally remain in each dataset. The RFE in this study is based
on a SVR to achieve feature selection, so the selectionmethod
is based on the importance of each feature in the decision tree
to select the appropriate variable. The feature selection results
are shown in Table 3, where ✓ indicates that the feature was
selected and × indicates that the feature was not selected.
The results show that the closing price, opening price, highest
price, and lowest price were selected as input variables for
both data sets. Therefore, the inputs of the low frequency
variables are {xt−4, xt−3, xt−2, xt−1, xt , opening price, highest
price, lowest price}, where xt is the baseline characteristic of
week t.

TABLE 3. Low-frequency feature selection for two datasets.

2) DAILY INDEX FEATURE SELECTION
This study also examined the impact of high-frequency
indices on crude oil prices, considering three indices: USDX,
US 30, and US 500. To select the most important indexes, the
mutual information method is used to select appropriate high-
frequency indexes. The value of MI reflects the importance
of the index, the appropriate variable is selected based
on the size of the MI value, and the larger the value of
MI, the more influential the feature is. The ranking of the
importance of the high-frequency influence index is shown
in Table 4, and the results show that USDX was selected
for both data sets. Since the closing prices of crude oil
futures are not open on weekends, only the data fromMonday
to Friday corresponding to the weekly crude oil prices
to be forecast are used as high-frequency input variables.
That is, the inputs to the high-frequency impact index are{
USDX t1,USDX

t
2,USDX

t
3,USDX

t
4,USDX

t
5

}
, where USDX tj

represents the daily data for the jth day of the t-th week.

TABLE 4. High-frequency feature selection for two datasets.

D. COMBINED PREDICTION MODULE
1) SINGLE MODEL FORECASTING
The denoised data are divided into a training set and a test
set in a 4:1 ratio, with 960 (1-960) training sets, 240 (961-
1200) test sets for low-frequency variables, and 4800 (1-
4800) training sets and 1200 (4801-6000) test sets for high-
frequency variables. Specifically, GRU, RBF, and BPNN
models are used to obtain point and interval forecasts. The
prediction model of the dataset determines that the input vari-
ables {xt−4, xt−3, xt−2, xt−1, xt , opening price, highest price,
lowest price, USDX t1,USDX

t
2,USDX

t
3,USDX

t
4,USDX

t
5}, and

the output variables are
{
ct , ct , c̄t

}
, where ct , ct and c̄t are

the upper bound, lower bound, and point value of the interval
forecast at time t, respectively. The estimation of the interval
forecast is shown in (25). The detailed input structure is
shown in (26), and the output structure is shown in (27).[

ct , c̄t
]

=

[
ct+1

− µ ·
sc
√
n
, ct+1

+ µ ·
sc
√
n

]
. (25)

where sc and n are the standard deviations of the predicted
values of crude oil price points, and the number of predicted
samples, respectively, µ is the interval coefficient. (26), as
shown at the bottom of the next page, where Ot , Ht , and Lt
denote the opening, highest and lowest prices of crude oil
futures in week t. U t

i denotes US Dollar Index® (USDX)
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corresponding to day i (i=1,2,. . . ,5) of week t. X denotes the
output characteristic.

⇓

output matrix
X(t+1)low Xt+1 X(t+1)up
X(t+2)low Xt+2 X(t+2)up

...
...

...

X(n)low Xn X(n)up

 (27)

Xlow, Xup denote the lower and upper bounds of the interval
forecast, respectively, and Xt represents the forecast value at
week t.

2) MODEL COMBINATION
In this study, the model combination is performed using
the MOSSA algorithm. Since the proposed forecasting
framework provides both point and interval forecasts, the role
of MOSSA in both point and interval forecasts is to compute
the combined weights of the three base forecasting models
(GRU, RBF and BPNN), i.e. 240 forecasts are derived as a
validation set using the three individual models to compute
their optimal combined weights by MOSSA, which are then
combined to obtain the final forecasts. The final result can be
calculated using (28):

P̃final = ω1 · P̃1 + ω2 · P̃2 + ω3 · P̃3. (28)

where ωi and P̃i, i=1,2,3 are the weights and prediction
results of the member model, respectively.

E. EVALUATION MODULE
To validate the performance of the developed combined fore-
casting model, six-point forecast and five-interval forecast
evaluation indicators are used in this study.

1) POINT FORECASTING EVALUATION
The six-point forecast evaluation indicators are MSE, MAE,
RMSE, MAPE, E-lm and r. Among them, MSE, MAE,
RMSE, and MAPE, the smaller value of these four metrics
also indicates better forecasting performance. In addition,
the correlation coefficient (r) is used to examine the degree
of linear correlation between variables. Another measure of
predictive accuracy is E-1m, which alsomeasures correlation.
r and E-lm have higher values, indicating better performance
of the predictive model. A detailed description of the
evaluation measures used in this study can be found in
Table 5.

TABLE 5. Point forecasting evaluation metrics.

2) INTERVAL FORECASTING EVALUATION
The five interval evaluation metrics are FINAW, FICP, AWD,
AIS, and CWC. FICP and FINAW are two metrics that
conflict with each other to some degree, as decreasing the
width can decrease the target detection probability. Therefore,
larger FICP values and smaller FINAW values provide the
best results. In this paper, a coverage breadth-based criterion
(CWC) is introduced to integrate coverage and narrowness
of forecast intervals. Specifically, the CWC is compared at a
significance level of 0.95. Smaller values of FINAW, AWD,
and CWC, smaller absolute values of AIS, and larger values
of FICP indicate better prediction models. The mathematical
formula used to calculate the evaluation indicators used in this
study is shown in Table 6.

The individual steps of the proposed combined forecasting
framework are as follows:

Step 1: Decomposition and reconstruction of the collected
weekly and daily data using ICEEMDAN.

Step 2: The data processed in Step 1 is subjected to feature
selection, where the daily data is selected by RFE to select
appropriate variables, and the RFE in this study is based on
a decision tree to achieve feature selection. The weekly data
are selected according to the MI value, and the appropriate
variables are selected according to the size of the MI value.

Step 3: Crude oil price forecasting is conducted using
three benchmark models, GRU, RBF and BPNN, to obtain
the corresponding point and interval forecasting results. The

input matrix
Xt−4 Xt−3 Xt−2 Xt−1 Xt Ot Ht Lt U t

1 U t
2 U t

3 U t
4 U t

5
Xt−3 Xt−2 Xt−1 Xt Xt+1 Ot+1 Ht+1 Lt+1 U t+1

1 U t+1
2 U t+1

3 U t+1
4 U t+1

5
...

...
...

...
...

...
...

...
...

...
...

...
...

Xn−5 Xn−4 Xn−3 Xn−2 Xn−1 On−1 Hn−1 Ln−1 Un−1
1 Un−1

2 Un−1
3 Un−1

4 Un−1
5

 (26)
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specific input and output structures of the models can be seen
in (26) and (27).

Step 4: The forecast results obtained in Step 3 are
combined and forecasted through MOSSA to obtain the final
forecast results.

Step 5: The proposed model is evaluated using the
corresponding evaluation metrics.

TABLE 6. Interval forecasting evaluation metrics.

TABLE 7. Parameter setting of the models.

V. EXPERIMENT
In this study, four comparative experiments were conducted
to validate the forecasting performance of the developed com-

binatorial forecasting framework. To prevent random factors
from influencing the forecasting results, each forecasting
model is run ten times, and the average of the forecasting
results is used as the final result. The parameter settings of
the model are shown in Table 7.

A. EXPERIMENT I: COMPARISON OF THE GRB WITH THE
THREE INDIVIDUAL MODELS
To demonstrate the advantages of the combined framework,
the proposed combined forecasting model is tested against
GRU, RBF, and BPNN in this paper. The detailed experimen-
tal results are shown in Table 8 - 9.

The analysis shows that GRB has good forecasting
ability in both point and interval forecasting, confirming the
effectiveness of the combined method. This is especially true
for the point forecast. The MAPE values of this hybrid fore-
casting model in the two datasets are MAPEGRB1 = 1.9657%
and MAPEGRB2 = 1.8498%, which is an improvement of
0.1−0.5% compared to the results of GRU, RBF, and BPNN.
MSE values are MSEGRB1 = 3.1107 and MSEGRB2 = 3.4824,
which is an improvement of 0.4-1.8 compared to GRU, RBF
or BPNN results. For the other metrics,MAEGRB12 , RMSEGRB12 ,
rGRB12 and E − lmGRB12 , the optimal value is also obtained. This
indicates that the forecasting accuracy of GRB is higher than
that of other individual models.

In interval forecasting, the GRB model reaches the maxi-
mum value in both datasets, FICPGRB1 = 0.9792,FICPGRB2 =

0.9875. This shows the excellent performance of the
developed model for interval forecasting. For the interval
forecasting quality indicator, the AIS of the GRB are
|AISGRB1 | = 2.9802 and |AISGRB2 | = 2.9205, which
are lower than GRU, RBF, and BPNN, indicating that
the GRB has excellent interval forecasting performance.
In spite of FINAWBPNN

1 = 0.0981,CWCBPNN
1 =

0.0981 and FINAWBPNN
2 = 0.1136,FINAWRBF

2 =

0.1131,CWCBPNN
2 = 0.1136,CWCRBF

2 = 0.1131 are
slightly lower than FINAWGRB

1 = 0.0983,FINAWGRB
2 =

0.1189 and CWCGRB
1 = 0.0983,CWCGRB

1 = 0.1189,but
other metrics,(i.e., FICPGRB1 = 0.9792, FICPGRB2 =

0.9875,AWDGRB1 = 0.0037, AWDGRB2 = 0.0020, and
|AISGRB1 | = 2.9205,|AISGRB1 | = 2.9802) are better than
the models designed by FICPBPNN1 = 0.9667, FICPRBF2 =

0.9667, FICPBPNN2 = 0.9833, AWDBPNN1 = 0.0075,
AWDRBF2 = 0.0052, AWDBPNN2 = 0.0025, and |AISBPNN1 | =

5.9660,|AISRBF2 | = 4.2593,|AISBPNN2 | = 3.1824. The above
shows that all indicators must be considered when evaluating
a model. The results of both the point and interval forecasts
show that the proposed combined crude oil price forecasting
model is effective. The error indicator bar charts for points
and intervals, as well as the interval forecast results of the
developed model, are shown in Fig 2.

B. EXPERIMENT II: COMPARISON OF GRB WITH OTHER
MODELS
To demonstrate the superior performance of the developed
model, GRB is compared with four other individual models
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FIGURE 2. Results of experiment I.

TABLE 8. Point forecasting results of experiment I.

(Elman, ELM, biLSTM, RNN). The detailed prediction
results are shown in Table 10 - 11, and the visualization
of the prediction results is shown in Fig 3 Analysing the
point forecasting results for WTI dataset, the values of
the individual error metrics of the proposed model are
MSEGRB = 3.1107, MAPEGRB = 1.9657%,MAEGRB =

1.2229, and RMSEGRB = 1.7637, E − lmGRB =

0.9267,rGRB = 0.9964, and the GRB model achieves
optimal values for all these metrics. Therefore, the developed
model achieved optimal forecasting results compared to the
other models. In Brent dataset, the designed model with
MSEGRB = 3.4824, MAPEGRB = 1.8498%, MAEGRB =

1.2571 and RMSEGRB = 1.8661, E − lmGRB = 0.9230 and
rGRB = 0.9960 also outperformed the other four models.

TABLE 9. Interval forecasting results of experiment I.

In summary, the forecasting accuracy of the designed model
is the highest.

In the interval forecasting results, it is clear that combined
forecasting is important for improving forecasting accuracy.
Let us take the results of the WTI dataset as an example.
Although FINAWGRB

= 0.0983 is slightly lower than
FINAWElman

= 0.0952, the other metrics, AWDGRB =

0.0037, FICPGRB = 0.9792,|AISGRB| = 2.9802, and
CWCGRB

= 0.0983, are both optimal. For the Brent dataset,
the situation is approximately the same. Thus, the validity of
the combined model is demonstrated.

C. EXPERIMENT III: VALIDATION OF DATA DENOISING
METHODS
To validate the advantages of the ICEEMDAN denoising
approach, the other four data denoising methods and no
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FIGURE 3. Results of experiment II.

TABLE 10. Point forecasting results of experiment II.

data denoising are selected for comparison with ICEEMDAN
in this experiment. The specific results are summarized in
Table 12 - 13, and a visualization of the results is shown in
Fig 4.

TABLE 11. Interval forecasting results of experiment II.

From the results of the point forecasting experiments,
the ICEEMDAN method is optimal compared to other
methods of data denoising. Take WTI dataset as an
example: MSE ICEEMDAN = 3.1107, MAE ICEEMDAN =

1.2229, RMSE ICEEMDAN = 1.7637, MAPE ICEEMDAN =
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TABLE 12. Point forecasting results of experiment III.

1.9657%,E − lmICEEMDAN = 0.9267,r ICEEMDAN = 0.9964.
These values of the error metric are better than those of the
other five data preprocessing methods. In the Brent dataset,
the results are also similar. Thus, using an appropriate data
denoising method will significantly improve the accuracy of
the forecasting model. This conclusion can also be drawn
when analyzing the interval forecasting results. Thus, the
designed models with values |AISICEEMDAN | = 2.9802,
FICPICEEMDAN = 0.9792 and AWDICEEMDAN = 0.0037 in
WTI dataset outperform the other models. This is also true
for the results of the Brent dataset. Therefore, the accuracy
of the developed model is significantly improved by using an
appropriate data preprocessing method.

D. EXPERIMENT IV: COMPARISON OF DIFFERENT MODEL
COMBINED METHODS
To test the performance of the MOSSA-based combination
approach, four other model combination approaches were
selected for comparison: a simple average combination
approach By calculating the average forecasting results of
the models, the MALO-based combination approach, the
MODA-based combination approach, and the MSSA-based
combination approach; the simple average combinatorial
frame was calculated as shown in (29):

Pfinal =
1
n
6n
i=1Pi, (29)

where Pi is the predicted outcome of the ith member
model;Pfinal denotes the outcome; n represents the number
of member models of the combined model. The specific
experimental error results are summarized in Table 14 - 15,
and the error visualization is shown in Fig 5. The results show
that the MOSSA-based combination method is superior to
the other four combinatorial frameworks in point and interval
forecasts.

E. EXPERIMENT V: INPUT STRUCTURE WITH
MIXED-FREQUENCY DATA VS. NO MIXED-FREQUENCY
DATA
The GRB that considers only considers co-frequency vari-
ables (i.e., the input variables are structured as {xt−4, xt−3,
xt−2, xt−1, xt , opening price, highest price, lowest price})

is compared with the GRB that considers mixed-frequency
variables (i.e., the input variables are structured as {xt−4,
xt−3, xt−2, xt−1, xt , opening price, highest price, lowest price,
USDX t1,USDX

t
2,USDX

t
3,USDX

t
4,USDX

t
5}). The effectiveness

of the confounding variables in improving forecasting
accuracy is examined. The specific experimental results are
shown in Table 16, and the optimal values of each evaluation
index are shown in bold.

In the WTI dataset, considering the mixed-frequency
variables, GRB reaches the optimal value for all indi-
cators except FINAWno−mixed−frequency = 0.980, which
is slightly better than FINAWmixed−frequency = 0.983.
In Brent dataset, MAEno−mixed−frequency = 1.2488, E −

lmno−mixed−frequency = 0.9236 are slightly better than
MAEmixed−frequency = 1.2571 and E − lmmixed−frequency =

0.9230, but optimal in MSEmixed−frequency = 3.4824,
RMSEmixed−frequency = 1.8661, MAPEmixed−frequency =

1.8498%,rmixed−frequency = 0.9960, FINAWmixed−frequency =

0.1189, AWDmixed−frequency = 0.0020, FICPmixed−frequency =

0.9875,
∣∣AISmixed−frequency

∣∣ = 2.9205. In this way, the
validity of the mixed-frequency variables is checked, which
helps to improve the accuracy of the forecasts and to bring
the forecasting results closer to the actual situation.

VI. DISCUSSION
To further validate the benefits of the proposed model, some
discussion is provided in this section.

A. DM TEST
The Diebold-Mariano test [60] is a t-test for the equality of
means of a two-loss series of alternative forecasts. The DM
test is typically used to determine which model provides the
better predictions. The mathematical formula for the DM test
is as follows:

DM =

1
n6

n
i=1

(
ei1 − ei2

)√
S2/n

, (30)

where ei1 and ei2 are the series of prediction errors for the
models being compared; S2 is the estimate of the standard
deviation in d i = ei1 − ei2.
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TABLE 13. Interval forecasting results of experiment III.

FIGURE 4. The results of experiment III.

The confidence level at which the two models being com-
pared differ significantly in performance can be determined
by querying the table of the regular standard distribution for
the confidence level corresponding to DM. The experimental
results show that all DM test values for the WTI dataset are
more significant than Z0.15/2 = 1.44, and that the designed
combined forecasting framework has significantly improved
forecasting ability. Moreover, the minimum value of DM in
the Brent dataset is 1.8839, more significant than Z0.1/2 =

1.645, indicating that the designed method outperforms the
other methods. More detailed results are given in Table 17.

B. EFFECTIVENESS EVALUATION
Two key indicators, namely first-order forecast effectiveness
(FE1) and second-order forecast effectiveness (FE2), are
examined to assess the predictive validity [61]. Higher indi-
cator values mean greater validity of the model’s predictions.

Table 18 summarizes the test results and highlights the
best values in bold. It can be seen from the table that the
proposed combined model outperforms the other models in
both datasets. Therefore, the proposed combined forecasting
model demonstrates superior robustness compared to all other
models.
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TABLE 14. Point forecasting results of experiment IV.

TABLE 15. Interval forecasting results of experiment IV.

TABLE 16. Results of experiment V.

C. STABILITY ANALYSIS
The variance is a measure of how discrete a data set is. The
higher the variance for the same sample, the more volatile
the data. Therefore, the variance of the prediction error is
introduced to verify the stability of the proposed model.
The detailed results are presented in Table 19, where the
bold values indicate the best results. The stability results for
the evolved models in the two data sets were 1.6220 and
1.9100, respectively, which is the best of all results andmeans

TABLE 17. DM test results.

TABLE 18. The forecasting effectiveness of models.

TABLE 19. Model stability.

that the evolved models have the most robust stability. The
comparison of the models shows that the forecasting values
of the combined models are consistently smaller than those of
the individual models, indicating that applying the combined
framework can improve the stability of the predictions.
In addition, the combined models were compared with
different data preprocessing techniques, and the ICEEMDAN
model produced the best stability results in both data sets. The
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FIGURE 5. The results of experiment IV.

TABLE 20. The effect of the order of crude oil price history variables on the model.

TABLE 21. Comparison results.

stability of the model was improved after denoising with
the ICEEMDAN data preprocessing technique.

D. SENSITIVITY ANALYSIS
To determine the optimal order of the effect of the crude oil
price historical variable on the model, This paper discusses
the selection of its historical variables. To validate the impact

of the crude oil price history variable on the model, this
paper compares experiments where the order of the crude
oil price history variable is between 1 and 8. Table 20 shows
the specific experimental results, which indicate that in both
datasets, each valuation index is optimized when the order of
the historical variables is 5. Assuming that xt+1 is the output
variable at time t+1, {xt−4, xt−3, xt−2, xt−1, xt } are identified
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as the input variables for the crude oil price history for both
datasets.

E. COMPARATIVE EXAMINATION
The above experimental results demonstrate the effectiveness
of the proposed model. However, conclusions based solely
on experimental mechanisms may need more convincing.
For a fair comparison, this section compares and analyzes
the model with other similar studies. We selected Zhang
model [6], Wang model [62], Xu model [63], and Wu
model [64] for comparison. Zhang et al. used data prepro-
cessing, least squares support vector machine, and particle
swarm optimization (LSSVM PSO) methods, as well as
a generalized autoregressive conditional heteroscedasticity
(GARCH) hybrid model to predict crude oil prices, achieving
high prediction accuracy. Xu et al. proposed R-EEMD-RVFL
and R-VMD-RVFL models based on Random Vector Func-
tion Chain (RVFL) neural networks. Wang et al. proposed
a semi-heterogeneous mixed crude oil method for oil price
prediction, which combines a set of decomposition methods
and a set of interaction prediction techniques. However,
the models of Zhang, Wang, and Xu et al. overlooked the
importance of uncertainty prediction and did not conduct
relevant research on uncertainty prediction. Wu et al. used the
Hampel identifier to remove outliers from the crude oil price
sequence and then used a complete ensemble empirical mode
decomposition to reduce noise. They proposed an improved
multi-objective water circulation algorithm to optimize the
parameters of the echo state network. Finally, deterministic
and uncertain predictions were conducted to validate the
model, but there needed to bemore exploration of mixed data.
Table 21 shows the comparison results between this study and
other studies.

VII. CONCLUSION
The fluctuation of crude oil prices has a significant impact
on global economic, market, and geopolitical stability. Accu-
rately forecasting crude oil prices can help all parties better
respond to market changes, reduce risks, optimize resource
allocation, and improve competitiveness. To overcome the
limitations of crude oil forecasting models that consider only
a single variable or only co-frequency variables, this paper
proposes a new multivariate combined mixed-frequency
forecasting framework for predicting weekly closing prices
of crude oil futures. The framework considers several
co-frequency variables and one high-frequency variable
simultaneously to improve the forecasting performance.
In addition, an advanced data denoising technique is intro-
duced to reduce the interference from data noise, a practical
feature selection module is introduced to select appropriate
variables to reduce model redundancy, and a multiobjective
sparrow search algorithm is used to combine a single model
to obtain a more accurate and stable combined forecasting
model. Finally, the desired prediction results are obtained.

To verify the superior performance of the proposed model,
two data sets, WTI crude oil, and Brent crude oil, were

selected for an empirical study, six indexes were selected
to evaluate the point forecasting performance, and five
indexes were selected to evaluate the interval forecasting.
The forecasting results show that the designed forecasting
model outperforms other benchmark models with which the
model is compared; specifically, the values of MSE are 3.1-
3.5, MAE is 1.22-1.25, the accuracy of MAPE is 1.8%-1.9%,
the value of FINAW is 0.09-0.12. The interval coverage ratio
(FICP) is over 95%. All these metric values are better than
those of other models. Therefore, the proposed crude oil
forecasting model can be used as an effective technique to
predict crude oil prices.

The combination model developed in this article achieves
superior point forecasting and interval forecasting perfor-
mance in weekly crude oil price forecasting. In summary,
accurate crude oil price predictions are significant to various
stakeholders as they can help them better respond to
market changes, mitigate risks, optimize decision-making,
and promote sustainable development. In addition, it can
also be applied to neighborhoods such as stock markets,
finance, and meteorology. Of course, there are still some
limitations in this study. Firstly, we did not consider some
potential influencing factors, such as supply and demand,
political factors, exchange rate fluctuations, etc., which may
have a significant impact on crude oil prices. Secondly,
this study only predicted weekly crude oil prices without
considering long-term crude oil price predictions. Therefore,
more research is needed in the future to comprehensively
explore the fluctuations and trends of crude oil prices to
understand market dynamics better.
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