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ABSTRACT Visual communication (VC) manages to demonstrate optimal perception effect through
reasonable element planning. It has been a more prevalent tendency to introduce 3D image reconstruction
into VC activities. Currently, there still lacks reliable solution for this purpose under VC scenes. To deal
with this issue, we propose a Kruppa equation-based virtual reconstruction method for 3D images under
VC scenes. Firstly, the feature descriptor procedure in scale-invariant feature transform (SIFT) algorithm is
introduced into image matching. Then, Harris corner extraction (HCE) algorithm is utilized for selection of
feature points. And according to HCE algorithm, we develop a specific direction feature description method.
In the proposal, main camera points are calibrated separately, which not only makes the calibration accuracy
of the main points higher, but also reduces the unknown parameters of Kruppa equation. Finally, we conduct
some experiments to verify efficiency of the proposal. The obtained results show that calibration accuracy
of the proposal is 12% higher than other comparison methods, and better virtual reconstruction results can
be achieved.

INDEX TERMS Kruppa equation, 3D virtual reconstruction, image processing, feature point selection.

I. INTRODUCTION
The Kruppa equation is a mathematical model that describes
the laws of visual perception, developed byCzechmathemati-
cian Anton í n Kruppa was proposed in the mid-20th century.
This equation mainly describes the relationship between the
projection of an object on a two-dimensional image plane
and the structure of the object itself. Simply put, the Kruppa
equation can be used to describe the projection deformation
of three-dimensional objects on a two-dimensional image
plane, which is caused by factors such as observation angle
and light conditions.

The Kruppa equation has a wide range of applications in
visual communication scenarios. For example, in fields such
as computer vision, image processing, and 3D reconstruction,
we need to restore 3D structures from 2D images. At this
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point, the Kruppa equation can be used to describe the projec-
tion deformation of the object surface in the image, thereby
helping us recover the three-dimensional shape of the object
from the image. In addition, the Kruppa equation can also be
used in fields such as virtual reality, augmented reality, and
visualization, such as creating realistic 3D scenes and objects
in virtual environments.

3D image virtual reconstruction (VR) is a method to obtain
the shape information of 3D objects by digital processing
technology based on the image information collected from
the outside of 3D objects [1]. Virtual reality includes elec-
tronic information technology, computer technology and sim-
ulation technology, etc. It mainly uses computer simulation
environment to make people feel immersed. With the devel-
opment of science and technology, it has gradually become
an independent field of science and technology [2]. Most
of the traditional reconstruction methods are in the form of
modeling calculation [3]. Although this method can quickly
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model, the modeling effect of artistic images is not ideal, even
vague, which is a kind of destruction to the artistic images
themselves [4].

The motivation for using the Kruppa equation is to solve
the three-dimensional reconstruction problem in visual com-
munication scenes [23]. In visual communication scenarios,
we often need to recover three-dimensional information from
two-dimensional images in order to achieve more realistic
and vivid virtual environments or visualization effects [24].
However, recovering three-dimensional information from
two-dimensional images is a very difficult problem, as many
factors are involved in this process, such as lighting con-
ditions, observation angles, texture and shape of the object
surface, etc [25]. The proposal of the Kruppa equation pro-
vides an effective method for solving this problem [26].
It describes the relationship between the projection of an
object on a two-dimensional image plane and the structure
of the object itself, which can help us understand and pre-
dict the projection deformation of the object in the image
[27]. By utilizing the Kruppa equation, we can recover more
accurate three-dimensional information from images, thereby
creating more realistic virtual environments and visualization
effects [28].

With the development of image information processing
technology, the requirements for imaging and visual expres-
sion of images are increasing [5]. Combining the detailed fea-
ture recognition with the optimized detection method, the VR
method of regional 3D image, which studies the VC(visual
communication) effect, has practical value in image recogni-
tion [6]. Communication of content through visual language
can enable people of different regions, genders, ages and
skin colors to accomplish cultural communication, emotional
communication and information transmission through visual
and media means [7], [8].

The existing 3D image virtual reconstruction methods
often have some problems. For example, many methods have
high requirements for the number, quality, and lighting con-
ditions of input images, and their processing capabilities for
complex scenes and dynamic objects are also limited. In addi-
tion, some methods may produce unrealistic visual effects
during the reconstruction process, such as ‘‘edge effects’’
and ‘‘visual distortion’’, which limit the practical application
of 3D image virtual reconstruction technology. In response
to these issues, this article proposes a virtual reconstruction
method for 3D images based on the Kruppa equation. The
innovation contributions are as follows:

1. This method utilizes the Kruppa equation in the field of
computer vision and can achieve accurate 3D reconstruction
with only a small amount of input images.

2. Due to the strong robustness of the Kruppa equation to
changes in lighting and object motion, this method can also
effectively handle complex scenes and dynamic objects.

3. By making reasonable use of the properties of the
Kruppa equation, this method can also overcome the
problems of ‘‘edge effects’’ and ‘‘visual distortion’’ to a
certain extent, and improve the visual effect of reconstruction.

II. RELATED WORK
Clark et al. put forward a normalized convolution method
based on spectral fidelity constraint, which takes the spectral
correlation between pixels in the local neighborhood of the
image as a constraint condition, so as to improve the preser-
vation degree of spectral characteristics of the reconstructed
hyperspectral image [9]. László et al. made a detailed study
on the evolution of 2D animation and 3D animation in VC,
and verified the feasibility and applicability of VC principle
in 3D graphic design [10]. Liu et al. calculated the view simi-
larity values of all view pairs, sorted all unordered views into
clusters of related views, reconstructed the missing match-
ing between views, and achieved efficient feature matching
between unordered views [11].

Tang et al. proposed a method of estimating the basic
matrix from point correspondence, and provided amore accu-
rate estimation of the basic matrix by using semi-definite
programming to avoid local minimum [12]. Wong et al.
simplified the original Kruppa equation by using the singular
value decomposition form of basic matrix [13]. Karam et al.
analyzed Krupp equation in detail, and pointed out that in
some special cases, such as when the camera moves in pure
rotation or translation, Krupp equation can be transformed
into a linear equation [14]. Li et al. researched and devel-
oped a set of automatic 3D surface generation system, which
adopted the camera self-calibration method with variable
parameters [15]. Xia et al. studied how to reconstruct the
3D space model of the image target object from the image
sequence when the image is obtained without calibration, that
is, when the parameters in the camera are unknown [16].

Image processing technology is widely used in various
fields. With the support of computer processing technology,
the optimization of images can be realized [17], [18]. VC
conveys the designer’s works to the audience through visual
media, which can reflect the characteristics of the times and
rich connotations of the works. Visual symbols are used to
convey all kinds of information, and the purpose of com-
munication is achieved by ‘‘watching’’. Therefore, this paper
puts forward an algorithm of 3D image VR based on kruppa
equation to quantify the infectivity of VC, which can improve
the user experience and the efficiency of human-computer
interaction.

III. RESEARCH METHOD
A. VISUAL COGNITIVE ANALYSIS OF 3D GRAPHICAL USER
INTERFACE
People’s visual behavior is not only a simple physiological
activity behavior, but also a psychological behavior, which
needs to watch the thinking activity of the subject. There-
fore, in the VR of 3D images, attention should be paid to
the process of stereoscopic imaging, that is, people’s visual
organs are two eyes, and the distance will lead to different
3D perception experiences [19].

Psychological research proves that attention includes
two aspects: purpose-oriented selection and stimulus-driven
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FIGURE 1. Pinhole model.

capture. Purpose-oriented selection is active attention, while
stimulus-driven capture is passive attention. For example,
in a static graphical user interface, it is easy to attract visual
attention if dynamic 3D graphics suddenly jump out. The 3D
graphical user interface is composed of static 2D graphics
and dynamic 3D graphics. This dynamic and static contrast,
3D and 2D visual differences, make users pay more attention
to the interface. The 3D graphical user interface often uses
memory fragments in the user’s brain to awaken the user’s
unconscious memory, repeatedly conducting visual stimula-
tion, so that the visual fragments in the brain can evolve into
visual symbols. When seeing similar visual elements, it is
easy to have a feeling of knowing each other.

The camera imaging process is the process that an object
is projected from 3D space to 2D plane. Only by determin-
ing the projection model of the camera can the relationship
between 3D space points and their projection on 2D image
plane be determined. Its view is similar to a pyramid with
its top and bottom cut off. Projection is usually used in
animation, visual simulation and many other aspects with
realistic reflection. Imaging can be divided into three pro-
cesses, namely, the conversion from world coordinate system
to camera coordinate system, from camera coordinate system
to image coordinate system and from image coordinate sys-
tem to pixel coordinate system.

Camera calibration is an indispensable step to obtain 3D
information from 2D images. The camera parameters are
always relative to some geometric imaging model, which
simplifies the optical imaging process. Pinhole model is a
perspective projection model of camera. The pinhole model
of the camera is shown in Figure 1. A hole is punched in the
first plane, through which the light emitted and reflected by
the object forms an inverted image on the second plane. The
plane 1 is the focal plane, the plane 2 is the image plane, and
the pinhole is the optical center [20].

Because the world coordinate system is the coordinate
system we take in the natural environment, we can take it to
be consistent with the camera coordinate system of the first

picture, or the conversion from the world coordinate system
to the camera coordinate system can be expressed as follows:

Xc
Yc
Zc
1

 =

[
R t
0T 1

] 
Xw
Yw
Zw
1

 , (1)

3D projective transformation is a reversible homogeneous
linear transformation in projective space. This transformation
can be described by the 4× 4 matrix H in formula (2):

X ′
= HX , (2)

where H matrix is called projective transformation matrix or
homography matrix.

In projective space, if we know this infinite plane π ′
∞

which is transformed by projective transformation, we can
get the original standard infinite plane by an inverse trans-
formation, so that we can get the transition from projective
space to affine space accordingly. The inverse transformation
is deduced as follows:

T−Tπ ′
∞

∼= [0, 0, 0, 1]T → T T [0, 0, 0, 1] ∼= π ′
∞, (3)

it can be concluded that the last row of the transformation
matrix T is equal to π ′

∞.
If the fourth element of π ′

∞ is normalized to, the transfor-
mationmatrix T can be selected as the following simple form:

T =

[
I33 0
π ′

∞ 1

]
, (4)

let the coordinates of the space point in the world coordinate
system and the camera coordinate system be:

XW = (xw, yw, zw, 1)T , (5)

XC = (xc, yc, zc, 1)T . (6)

The relationship between them is:

XC =

[
R −RC̃
0T 1

]
XW , (7)

where C̃ is the non-homogeneous coordinate of the camera
center in the world coordinate system.

B. 3D IMAGE VR
Deep learning has attracted increasing attention in the field
of tomographic image reconstruction, especially in the fields
of CT, MRI, PET/SPECT, ultrasound, and optical imaging.
Sparse view CT remains a challenge among various topics,
with the goal of reconstructing decent images from very
few projections. The optimization network based on dual
domain residuals has advantages in edge preservation, feature
restoration, and reconstruction accuracy in preclinical and
clinical settings [21]. The only visual appearance is color
and brightness [29]. The contour line is inferred from the
brightness and color of the eyes in different areas. Light
and shadow are the important conditions to form a three-
dimensional shape, and these two conditions complement
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each other with color and brightness [30]. The production
of color perception involves three elements and their rela-
tionship. These three elements are light, various materials
and the nature of eyes. Besides light and the surface texture
of objects, eyes are the last element to make color vision a
reality [31]. Cone cells are not stimulated by only one color,
but they are stimulated by this color the most, and they are
stimulated by the other two colors weakly. For example, pure
red light energy strongly stimulates the receptors sensitive to
red light, while the stimulation of the other two kinds of light
is relatively weak, so people have red vision.

Computer graphics and images are used to visually convey
the design, attract consumers’ attention, and show a variety
of food packaging, clothing, packaging and other works.
Whether it’s the traditional data, or the electronic posters,
publicity color pages and so on, the richness of VC is real-
ized through computer graphic design software. In the 3D
image VR system, the input image should be analyzed first,
including data input, file analysis and image display. Then,
the original 2D data is preprocessed to transform the plane
image into a 3D image. Establish an independent relationship
among the modules of the system, which is convenient for the
maintenance and expansion of the system and ensures that
users have a good experience.

The texture gradient decomposition is carried out, and the
texture distribution set of the fuzzy regional 3D image is
calculated as follows:

w (i, j) =
1

Z (i)
exp

(
−
d (i, j)
h2

)
, (8)

where Z (i) is the first-order and second-order texture distri-
bution operators.

After effective calculation, the pixel can realize the param-
eter analysis of VC constraint, and in order to simplify the
calculation process, the relevant parameters are replaced and
converted into:

W ′
=

1
2
f
(
x ′, y′, z′

)
+ E, (9)

where: x ′, y′, z′ is the 3D coordinate value with visual con-
straint; E represents the weighted component of data, and
the matching effect can be directly calculated by formula
conversion.

Its visual elements are mainly composed of display visual
elements and control visual elements, as shown in Figure 2.
Applying VC technology to VR, users send out operation
signals through intelligent terminals, which are processed and
stored in the system, and the visual elements are fed back to
3D images. The design of 3D image VR system is completed
by user feedback information data.

The Fractional Based GenerationModel (SGM) has shown
significant performance in solving challenging underde-
termined inverse problems in medical imaging. However,
obtaining high-quality training datasets for these models
remains a challenging task, especially in medical image
reconstruction. The common noise disturbances or artifacts
in low-dose computed tomography (CT) or undersampling

FIGURE 2. Virtual image visual interaction process.

magnetic resonance imaging (MRI) hinder the accurate esti-
mation of data distribution gradients. This affects the overall
performance of SGM when using these data for training
[22]. LM (Levenberg-Marquardt) optimization algorithm is
a commonly used nonlinear least square method, which com-
bines the respective advantages of steepest descent method
and Gaussian Newton method [32]. In one iteration of the
algorithm, when the obtained solution deviates far from
the optimal solution, the algorithm can be approximately
regarded as the steepest descent method [33]. When the
obtained solution deviates from the optimal solution, the
algorithm can be approximately regarded as the steepest
descent method. When the obtained solution deviates from
the optimal solution, the algorithm can be approximately
regarded as Gaussian Newton method.

If there are vectors a1, · · · , an, connecting them together
can get

(
aT1 , · · · , aT1

)
, and the optimization problem for 3D

reconstruction can be written as the following formula:

min
∑m

k=1

∑n

i=1
D (mki,PkMi)

2
. (10)

In this formula, k represents the number of photos taken
at different positions, with a total of m images, i repre-
sents the serial number of 3D points, with n 3D coordinate
points in total, Pk represents the projection matrix of the
k-th image,Mi represents the coordinates of the i-th 3D point,
PkMi represents the calculated 3D coordinates multiplied
by the projection matrix and projected back into the image
coordinate system, and mki represents the two-dimensional
coordinates of the i-th 3D point on the k images. The whole
formula represents the sum of squares to minimize the pro-
jection error.

This description uses the difference of two kinds of
Gaussian distributions to describe their proximity, and accu-
rately describes the merging rules.

Jmerge
(
i, j; 2∗

)
=

(
Pi

(
2∗

)
− Pj

(
2∗

))T
∗

(
Pi

(
2∗

)
− Pj

(
2∗

))
, (11)
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among, the smaller Jmerge (i, j; 2∗) is, the closer the two
Gaussian distributions are, and they can be merged.

C. QUANTITATIVE DATA PROCESSING OF APPEAL IN VC
The concept principle of 3D graphic user is set based on the
user’s psychological model. It is necessary to set the user
to be a smart and busy person, so as to avoid the vague
concept in operation. Don’t let users perform complicated and
uncertain information tasks. In the process of 3D interface
switching, users’ acceptance of dynamic frequency should
be considered. In the process of drawing a graph, users often
change the position and volume of the graph, and the numer-
ical value in the numerical column at the top of the page will
change accordingly, instead of jumping out of the dialog box
to remind the user, which saves the user’s operation time,
improves the operation efficiency, and enables the user to
have direct interaction with the interface.

For example, the navigation and window forms in the
2D interface have formed an established pattern in the user
concept, so its operation mode should be kept in the 3D
user interface design, and only its reasonable integration and
application in the 3D environment should be considered. The
functions used by more users should be highlighted, so that
users can quickly and effectively locate and input them. The
actual coordinate of the object is different from the coordinate
value we got at present by one scale, rotation and transla-
tion information, and there are seven similar transformation
matrices with unknown parameters. In the traditional field
of photogrammetry, the solution to this problem is often to
deal with this nonlinear optimization problem through the
process of continuous iteration and gradual refinement. It
is necessary to design the iterative process according to the
specific problem-giving conditions.

If the design is good, satisfactory results can often be
obtained after several cycles. Therefore, this is a practical
method, which can solve some difficult problems that can’t
be illustrated. Although the accuracy of drawing can’t be
very high, it can provide initial value for mathematical iter-
ative method. Well helps to judge the convergence of the
iterative formula. Different from the existing algorithms, this
algorithm calibrates the main points of the camera separately,
which not only makes the calibration accuracy of the main
points higher, but also reduces the unknown parameters of
Kruppa equation and improves the accuracy of the final cali-
bration result.

The basic matrix can be deduced from the epipolar geom-
etry constraints outside the two views:

F = α
(
e′

)
× KPK−1, (12)

where e is the pole on the second image, and following
formula is obtained:

[
e′

]
=

 0 −e3 e2
e3 0 −e1

−e2 e1 0

 . (13)

FIGURE 3. Matching method flow chart.

Let µ = α2,C = KKT , the Kruppa equation can be
obtained:

FCFT = µ
(
e′

)
C

(
e′

)T
, (14)

where µ is an unknown proportional factor, and matrix C is
a positive definite matrix.

In this paper, a sequence image matching method based
on point features is proposed. The feature descriptor in SIFT
(Scale Invariant Feature Transform) algorithm is introduced
into image matching. In the selection of feature points, this
paper uses Harris corner extraction algorithm, according to
the characteristics of Harris corner, puts forward the direction
feature description method of Harris corner, and introduces
the feature descriptor in SIFT algorithm, which realizes the
invariance of brightness, illumination and rotation in the pro-
cess of image sequence matching in virtual city, and meets
the needs of image matching in virtual city. The flow chart of
this matching method is as follows: Figure 3.

The zoom-in and zoom-out range of buildings in the image
sequence is relatively small, so we can assume that they oper-
ate on the same scale space, so we need a feature descriptor
with the invariance of illumination intensity, translation and
rotation, and SIFT feature descriptor has good characteristics
in this respect, so this paper introduces it into the corner
matching method. Harris operator principle is: if a small
movement of a point in any directionwill cause a great change
in the gray level, then this point is a corner point. The corner
response is given by eigenvalue analysis, and whether it is a
corner or not is judged.

The I (x, y) is used to express the intensity of gray level at
point (x, y), and there is a matrix:

M =

 (
∂I
∂x

)2 (
∂I
∂x

) (
∂I
∂y

)
(

∂I
∂x

) (
∂I
∂y

) (
∂I
∂y

)2
 . (15)
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TABLE 1. Calibration results under different noise levels.

FIGURE 4. Bar chart of calibration results under different noise levels.

When both eigenvalues of the matrix M at a point are large,
it means that the point is a corner point. The expression of
Harris operator used in actual calculation is:

8 (x, y) = det (M) − k (TrM)2 , (16)

where k is an empirical value, usually 0.04-0.06. In the extrac-
tion process, a reasonable threshold T is given. When the
8 (x, y) value of a point is greater than the threshold, it means
that the point is a corner point.

The most and second correlation ratio method is to find
the ratio of the nearest Euclidean distance to the next nearest
Euclidean distance in the matching process:

K =
Dnearest

Dhypo−nearest
, (17)

where Dnearest is the nearest European distance and
Dhypo−nearest is the next nearest European distance. If the pro-
portional value K is greater than a certain value, it indicates
that the matching point with the nearest Euclidean distance
and the matching point with the next closest distance are very
similar to the point to be matched, we think that this matching
point pair with the nearest Euclidean distancemay be a wrong
match, and we will exclude this pair of matches. In this paper,
we take K = 0.7.

IV. ANALYSIS AND DISCUSSION OF RESULTS
In the experiment, the program is used to simulate the match-
ing points on two images from different perspectives in the
same scene, and the number of matching points is. In order
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FIGURE 5. Error trend diagram.

TABLE 2. Experimental data.

to simulate the matching effect of real image feature points,
Gaussian noise with variance of 2 pixels is superimposed
on each pair of simulated matching points. The confidence
probability is 8%; Estimated data error rate = error rate of
analog data +0.05. In the simulation experiment, the internal
parameter of the simulation camera is α = 1100, β =

700, u0 = 300, v0 = 100, s = 0.7, and the resolution is
1020 × 950.

In order to test the stability of this method in general (with-
out excessive noise interference), Gaussian noise with a mean
value of 0 and a mean square error (noise level) of 0.2 pixels

to 3.0 pixels is added to the image. The relative pose with the
calibration target analog camera is randomly generatedwithin
the range where the camera can see the template. Table 1
and Figure 4 show the variation of internal reference with
noise obtained by simulation experiment. The nonlinear part
is mainly introduced by the blue angles in the rotation matrix,
which leads to the extremely complicated solution process
and low accuracy. At the same time, the traditional method
can only deal with the problem of small angle rotation, that
is, approximate the angle transformation by Taylor formula
expansion, but it is expected that there is nothing to do when
facing the large angle rotation transformation.

The nonlinear problem is transformed into a linear prob-
lem, and there is no limit to the angle, which improves the
efficiency and accuracy of calculation. In order to verify the
effectiveness of the algorithm, we use the following data
for verification (Table 2), which comes from reference [14].
In the table, the front (x, y, z) is the relative coordinates of
the control points in the custom coordinate system, while
(X ,Y ,Z ) is the coordinate values of these control points in
the Gaussian projection coordinate system. By substituting
several parameters into the formula, the error of the algorithm
can be found as shown in the following Table 3 and Figure 5.

In order to fully verify the superiority of this method, the
following simulation experiments focus on comparing theVR
time of 3D images of three different methods, and the specific
simulation results are shown in Figure 6. The shortest image
reconstruction time of this method is 4min, and the longest is
nomore than 6min. Because themethod in this paper takes the
difference degree as the constraint condition, it can effectively
denoise the image, which makes the VR time of 3D image
shorter, and the efficiency is obviously higher than that of the
other two methods, which shows that the difference degree is
of great significance to the VR of 3D image.
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TABLE 3. Error statistics (mm).

FIGURE 6. Image reconstruction time result.

FIGURE 7. Location display of 3D points and cameras.

Setting up user’s ‘‘role’’ can provide a solid foundation for
the interactive framework of 3D graphical user interface. On
the one hand, building roles can summarize and sort out a
large amount of data from user surveys; Three aspects should
be paid attention to when setting virtual user roles: First, try
to make virtual roles specific, the more specific they are, the
more they can play their role, and it is necessary to enrich their
personality characteristics, which should be representative
and also the epitome of target user characteristics; Roles
should be user roles, not purchase roles. When setting virtual
roles, we often put users in the role of purchase. In fact, the

FIGURE 8. System user appeal in this paper.

purchase of 3D graphical user interface is only an intermedi-
ate link of user behavior, and its main reference purpose is to
guide users when using it.

According to the image sequence, SIFT method is used
to get the camera parameters and some spatial point cloud
information. This method gets sparse point cloud, but when
there are few images or matching points, the density of point
cloud is not dense enough (as shown in Figure 7), so the
reconstructed object cannot be seen, and other operations are
needed to get a denser 3D point cloud. It should be noted
that the 3D point position obtained by this SKF method is
the information after similarity transformation. To determine
its actual measurement, it is necessary to determine the simi-
larity transformation factor.

The estimation of camera parameters is the key of 3D
reconstruction. SIFT method realizes camera parameter esti-
mation and 3D information restoration without calibration
image sequence, but the camera parameters obtained by SIFT
are not very ideal. Essentially, the matrix has nothing to do
with the internal parameters of the camera, but only depends
on the motion (translation and rotation) parameters of the
camera. For experimental comparative analysis, the system in
this paper and the stereo vision system proposed by ref [9] are
used to reconstruct the images in 3D, and the user appeal after
reconstruction is compared. The results are shown in Figure 8
and Figure 9.
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FIGURE 9. Ref [9] system user appeal.

It can be seen that in terms of user appeal, this sys-
tem shows better advantages, and in terms of user appeal,
this system is 12.039% higher than the comparison system.
This is because the design principle of VC effect is effec-
tively applied. The experimental results show that the system
designed in this paper has good reconstruction accuracy and
effectiveness. Nomatter how the artistic style of 3D graphical
user interface design changes, the external artistic style and
the connotation of the internal brand should be highly unified,
so as to ensure the overall feeling of 3D graphical user
interface design. Internet technology has swept the world, and
the collision and blending of various new ideas and new ideas
have contributed to the emergence of new concepts in the field
of interface design.

The development and change of 3D graphical user inter-
face design concepts are closely related to the development
of computer design concepts, and directly lead to the reform
and progress of graphical user interface design concepts.
Designers are no longer limited to a certain design art style
and design genre, but try to perfect an open design principle
and hand over the initiative of design to the end user-users
of design. The design concept of 3D graphical user interface
is becoming more and more perfect and mature, and it is
developing towards the ideal of ‘‘no interface’’ man-machine
interface.

V. CONCLUSION
Image processing technology is widely used in various fields.
With the support of computer processing technology, the opti-
mization of images can be realized. In this paper, the research
on quantitative data processing of 3D image VR algorithm
based on kruppa equation in VC is carried out. A directional
feature description method of Harris corner is proposed,
and the feature descriptor in SIFT algorithm is introduced.
Different from the existing algorithms, this algorithm only
calibrates the main points of the camera, which not only
makes the calibration accuracy of the main points higher, but
also reduces the unknown parameters of Kruppa equation and
improves the accuracy of the final calibration results. In terms
of user appeal, this system shows better advantages, and in

terms of user appeal, this system is 12.039% higher than the
comparison system.
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