
Received 8 November 2023, accepted 13 December 2023, date of publication 18 December 2023,
date of current version 27 December 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3344032

A Comparative Assessment of Unsupervised
Keyword Extraction Tools
MOHAMMAD NADIM 1, DAVID AKOPIAN 2, (Senior Member, IEEE),
AND ADOLFO MATAMOROS 3
1Center for Cybersecurity Innovation, Texas A&M University-Central Texas, Killeen, TX 76549, USA
2Department of Electrical and Computer Engineering, The University of Texas at San Antonio, San Antonio, TX 78249, USA
3School of Civil and Environmental Engineering, The University of Texas at San Antonio, San Antonio, TX 78249, USA

Corresponding author: Mohammad Nadim (mohammad.nadim@tamuct.edu)

ABSTRACT The extraction of keywords is a critical task in natural language processing and information
retrieval. It has become increasingly important in a wide range of applications, from search engines and
e-commerce platforms to news and social media analysis. However, the evaluation of keyword extraction
methods remains a challenging task due to the diverse range of data types and contexts used, as well as the
complexity of the methodologies and techniques involved. In this regard, this study reviews the prior surveys
on keyword extractionmethods to comprehend the fundamental principles, difficulties in keyword extraction,
and benchmark datasets. The reliability of evaluation techniques and an examination of their flaws remain
two of the largest problems. Hence, this study includes the literature that performed a comparative analysis
of popular keyword extraction methods. Furthermore, in this paper, we present a comparative evaluation
of open-source unsupervised keyword extraction tools, analyzing their performance across a range of data
types and under different testing conditions. The experimental analysis shows that, in terms of f-score,
KPminer performs most consistently for different text lengths while KeyBERT(mmr) outperforms other
tools. Considering the execution time, RAKE and YAKE are the fastest tools. Though graph-based tools
tend not to perform well on long text, TopicRank and MultipartiteRank perform very well on long text as
they use topics as nodes of the graph, which is another finding of this study. By highlighting the key factors
that influence the performance of keyword extraction tools, our analysis contributes to directing the reader
in selecting suitable keyword extraction tools for different applications.

INDEX TERMS Information retrieval, keyword extraction, unsupervised learning.

I. INTRODUCTION
Data is the most precious resource in the modern world.
The vast data holds valuable information that researchers can
harness for a multitude of objectives. There are two main
techniques to extract key insights or to present data insights
for textual data. The first choice is manual analysis, which
comprises processing the data manually and starting to log
the information that seems important [1]. Automated text
analysis is a different approach that uses computer tools to
perform text analysis. The latter method is more appealing
due to the vast amounts of data involved because it will
be impossible to manually process a significant volume of
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text. Automatic Keyword/key-phrase Extraction (KE) is a
frequently used method to annotate articles to reflect their
main content [2]. It is extremely important in the information
retrieval field because keywords from any piece of data can
aid in determining whether the data source is appropriate and
pertinent to other important domains and/or subjects.

We can categorize keyword extraction methods into
unsupervised and supervised approaches, depending on the
presence of a training set. The distinction between them is
whether the learning process includes a labeled training set.
The supervised methods convert the keyword extraction task
into a classification problem [3] or regression problem [4].
It employs the trained model to ascertain whether a candidate
word in a text is a keyword after training the model on
the labeled training set. The supervised methods typically
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outperform the unsupervised methods [5]. However, the
supervised methods involve manually labor-intensive labeled
training sets [6]. Unsupervised methods became more pop-
ular as they are free of human intervention. Considering the
characteristics of unsupervised KE methods, we can broadly
classify them into statistics-based, graph-based, and deep
learning-based. Although there has been a significant amount
of proposedKEmethods, not all of them have an implementa-
tion as open-source software applications or tools to integrate
them into other applications for automating the process of
identifying important keywords. A well-implemented KE
tool can improve the accuracy of downstream applications
that rely on keyword extraction as a preprocessing step and
can significantly enhance the productivity, accuracy, and
scalability of developers working with text data. Yet it is
incredibly challenging to pick the right KE tool for an appli-
cation due to factors including specific task requirements, the
text’s domain and genre, the volume of the text, the quality of
the text, the intended output, and the available computational
resources. Moreover, fine-tuning the hyperparameters of KE
tools can optimize the output. In this paper, we evaluate open-
source unsupervised KE tools under different conditions
and present their performance analysis across a range of
data types. The effect of hyper-parameter tuning, data
preprocessing, changes in the number of extracted keywords,
execution time metric, and exact Vs. partial matching of
keywords is experimented within this study. The purpose
of this study is to introduce the widely used open-source
unsupervised KE methods, as seen in [7], [8], and [9], but
the distinct contribution of this study includes:

1) Surveying the survey studies. There is a significant
interest in keyword extraction with many methods
and tools. There were several attempts to survey the
KE methods, and as the research evolves, ‘‘surveying
surveys’’ would help to see a broader perspective.

2) A broad discussion of KE insights to give the readers a
clear understanding of evaluation metrics, comparing
supervised vs unsupervised methods, the impact of
assigned keywords, the effect of execution time and
data quality, simultaneous learning, and benchmark
datasets.

3) A comparative assessment of contemporary open-
source unsupervised KE tools that summarizes their
underlying techniques, finds out their drawbacks, and
evaluates them on different conditions. This study will
direct the readers in selecting or developing a strategy
that is suitable for the application they are aiming for.

This study builds upon the research and findings originally
presented in the author’s Ph.D. dissertation [10]. The rest
of this paper is structured as follows; Section II presents
the motivations and limitations of this study. The research
methodology of this study is briefly discussed in Section III.
Background in Section IV covers the existing survey
studies on KE methods and state-of-the-art literature that
comparatively evaluates the KE methods. In this section,
the intensive knowledge gathered about the KE methods is

briefly discussed. Section V briefly discusses the open-source
unsupervised KE tools selected for this study and summarizes
them. The experimental setup and results are discussed in
Section VI. Finally, the concluding remarks are outlined in
Section VII.

II. MOTIVATIONS AND LIMITATIONS OF THIS STUDY
Because there is so much data available today, researchers
have dedicated their expertise and resources to the develop-
ment of tools that can help the community when undertaking
keyword extraction tasks. While some of these tools are
general in nature, others are tailored to specific issues or
domains. Evaluation of the KE tool is still a challenge.
Numerous methods have been developed for and evaluated
on a few specific categories of documents. Comparing the
methodologies is difficult because the types of data used
in each methodology differ. Prior studies on evaluating KE
tools lack comparative investigating key factors that can
influence the performance including hyperparameter tuning,
data preprocessing, changes in the number of extracted
keywords, execution time metric, and exact Vs. partial
matching of the extracted keywords. Additionally, the studies
do not provide a comprehensive summary of the evaluated
KE tools. The main motivation of this study is to empirically
evaluate the performance of unsupervised KE tools that are
open-sourced and ready to use, and explicitly understand the
underlyingmethod of such tools. A properly implementedKE
tool can increase the productivity, accuracy, and scalability of
developers working with text data as well as the accuracy of
downstream applications that depend on keyword extraction
as a preprocessing step. In this study, the performance of
several unsupervised KE tools implemented in the Python
programming language is evaluated. Evaluating all KE
methods previously proposed in the literature is out of
the scope of this study. The study does not encompass a
performance analysis of widely used commercial APIs, such
as OpenAI GPT-3 and Amazon Comprehend, because they
are not freely available to use, and their internal working
principles are not known.

The presented research aims to identify whether there
is an optimal KE tool with fast response time and high
accuracy for different applications. Different KE tools
are implemented in different programming languages. The
experimental analysis presented in this paper, however,
considers only the performance of open-source unsupervised
KE tools implemented in the Python programming language.
The performance comparison of diverse KE tools can also be
a good research direction.

To summarize, even though there are numerous methods
for keyword extraction, effectively extracting keywords from
different data sources is a promising research direction.
Section IV presents a summary of the survey studies on the
KE methods. As mentioned in advance, this is a comparative
experimental performance analysis of open-source unsuper-
vised KE tools implemented in the Python programming
language.
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III. RESEARCH METHODOLOGY
Despite the substantial number of proposed KE methods,
only a few of them have been developed as open-source
software applications or tools that can be easily integrated
into other applications to automate the process of extracting
important keywords. The objective of this study is to evaluate
open-source unsupervised KE tools across a range of data
types and analyze the key factors that can impact their
performance. This study will help the readers in developing
a strategy or selecting the right KE tool for the application
for which they are aiming. Before evaluating the tools,
it is necessary to go through the state-of-the-art literature
for a better understanding of the underlying techniques,
challenges in the extraction process, and benchmark datasets.
It is also essential to review the literature that evaluates
the KE methods for finding the scope of improvement.
The relevant research articles are retrieved by querying the
popular online computing research repositories including
Science Direct, IEEE Xplore, Google Scholar, and ACM
Digital Library. The basic set of keywords for the query
includes: ‘Keyword Extraction’, ‘Key phrases Extraction’,
‘Automated Keyword Extraction Survey’, and ‘Evaluating
Keyword Extraction Methods’. Query keywords are updated
when a new set of seed keywords is found relevant to research
needs. Research articles that focused on other genres other
than text are screened out. Further, the research articles
are filtered to select the survey studies as surveying the
survey would help to see a broader perspective and the
literature evaluating different KE methods to have a clear
understanding of evaluation metrics, benchmark datasets,
and scope of improvement. Initial query after screening in
only text genre resulted in more than two hundred research
articles including journal, conference paper, abstracts, and
thesis. Then the filter is applied to select full-text published
articles focusing on the most relevant, cited, and recent work.
Applying these criteria, a total of thirty-eight research articles
are selected that include KE survey, evaluating KE methods,
and proposed methods with a developed software application
or tool. The rest of the paper analyzes these research articles
along with the evaluation of open-source unsupervised KE
tools and key factors that can affect the performance of those
tools.

IV. BACKGROUND
This section introduces the existing survey studies on KE
methods and summarizes their outcomes. As well as the
state-of-the-art literature on the comparative evaluation of KE
methods is analyzed and concisely presented in this section.
This section also includes a brief discussion of key insights
gathered by reviewing and summarizing the above-mentioned
literature.

A. INTRODUCTION TO KEYWORD EXTRACTION
One of the most promising applications of Natural Language
Processing (NLP) and Information Retrieval (IR) is the
extraction of keywords from textual sources. Years of

research and development have gone into it to extract
practical and helpful insights from textual documents.
Keyword extraction can be defined as finding the most
pertinent words or the group of words that best capture
a document’s main idea [11], [12]. A process known as
Automatic Keyword Extraction (AKE) involves sending any
document or documents as input to a system that will
automatically evaluate the data and give significant words
or segments that are immediately applicable to other NLP
problem domains including text summarizing [13], [14], topic
detection [6], event detection [15], document indexing [16],
profile matching [17], opinion mining [18], document classi-
fication [19], and so on. In a nutshell, keyword extraction can
be used for business purposes such as automatic question-
and-answer systems, spam identification, rumor detection,
fake information detection, reputation analysis, sentiment
analysis, and many more.

B. SURVEY STUDIES ON KE METHODS
In this section, a concise overview of survey studies focused
on the KE task is presented. These studies often cover
a wide range of topics, including methodologies, datasets,
commonly used language and word patterns, and different
evaluation measures. Existing survey studies on KE methods
are reviewed to better understand the underlying techniques,
several types of errors, challenges in keyword extraction, and
benchmark datasets. Table 1 summarizes the survey studies
on KE methods. It includes the major focus of these survey
studies along with their additional coverage, inclusion of
research methodology, benchmark dataset, toolkits, summary
table, and comparison with previous studies.

Hasan and Ng presented a state-of-the-art exploration of
keyword extraction which first provides a brief overview
of data feature factors that affect the difficulty of key-
word extraction [20]. Further, they classified the major
KE approaches into three different approaches. Later they
provided a list of the most significant errors produced by KE
systems with a set of recommendations. The survey study
of Siddiqi and Sharan focused on the classification of KE
methods, and they classified the KE methods into four major
classes that include statistical methods, supervised, semi-
supervised and, un-supervised approaches [21]. They also
discussed various feature selection measures utilized to rank
potential keywords and key phrases according to the weight
they carry in the text under analysis.

Beliga et al. proposed a survey study that primarily focuses
on graph-based techniques for KE tasks [22]. Regarding ver-
tices and edge representations, the study examined different
graph types. The study covers commonly used centrality
measures to find suitable vertices inside a graph using ranking
of vertices in addition to providing a taxonomy for graph-
based methods. Results analyzed on a data set of Croatian
news articles reveal that selectivity tends to produce superior
keywords while the other methods choose stop-words as the
top-ranking keywords.
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TABLE 1. Summary of literature survey on KE methods.

Since the process of text summarization heavily depends
on automatic keyword extraction, Bharti et al. examined
recent research on both topics [23]. Nasar et al. extensively
reviewed both keyword extraction and textual summariz-
ing and classified the corresponding literature based on
approaches covering the recent advancement in deep learning
approaches [24]. Their study findings suggest that most of
the work is conducted using unsupervised methods. Since
deep learning architectures can use a wide range of neural
designs and parameters, the use of different deep learning
architectures for keyword extraction and the effects they
have on the outcomes need to be further studied. Another
unexplored issue in this field is how different variables affect
overall outcomes as well as hyperparameter tuning.

Merrouni et al. classified the task of KE into four
major steps and gave a brief explanation of supervised,
unsupervised, and deep learning techniques in the context
of commonly employed KE systems [25], [26]. The study
also emphasizes the significance of feature selection because
it often has a significant impact on how well the super-
vised techniques perform. Papagiannopoulou and Tsoumakas
presented another extensive review of both unsupervised
and supervised KE methods, including recent deep learning
methods, highlighting the strengths and weaknesses of each
method [27]. Another KE survey by Firoozeh et al. focused
on discussing the complexity of the KE task and categorized
the main approaches based on the features and methods [28].
Ajallouda et al. presented a review of deep learning-based KE
methods and highlighted their contribution to improving KE
performance [29].

The prior survey study on keyword extraction raises impor-
tant implications. First, keyword extraction is becoming
increasingly necessary to extract useful information from the

massive textual data generated by online blogs, magazines,
social networks, and other online platforms. However, the
absence of annotated benchmark datasets for social platforms
has hindered progress in this field. This could limit the
potential development of more better and accurate KE
method. Second, the survey studies show that applications
of deep learning methods are relatively under-addressed for
automatic keyword extraction, and the effect of different deep
learning architectures remains an open research direction.
Third, there is still a challenge in the semantic-aware
evaluation of keyword extraction generated results. This is a
challenging research question as it requires an understanding
of the meaning and context of the text. Overall, the survey
studies emphasize the continued research and development of
KE methods with a focus on the application of deep learning
and the development of benchmark datasets.

C. LITERATURE ON EVALUATING KE METHODS
The reliability of evaluation techniques and approaches and
an examination of their flaws are still two of the largest
problems for keyword extraction. This section reviews the
state-of-the-art literature that evaluates the KE methods.
There has been a lack of research on evaluating the KE
methods that focuses on various aspects like hyperparameter
tuning, execution time, data preprocessing, changes in the
number of extracted keywords, different matching options for
evaluation, and a distinctive summary of KEmethods. Table 2
shows the major distinction of this study from prior literature
on evaluating KE methods.

Using several evaluation techniques and metrics, Papa-
giannopoulou and Tsoumakas provided an empirical study
comparing cutting-edge commercial KE APIs as well as
popular unsupervised KE methods [27]. They thoroughly
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TABLE 2. The major distinction of this study from prior state-of-the-art studies.

analyzed the exact and partial matching approaches in their
evaluation study, recommending the one that considers their
average and emphasizing the need for methods that consider
the semantic similarity of predicted and golden keywords.

Gallina et al. performed a methodical, extensive examina-
tion of contemporary KE models using benchmark datasets
from various sources and fields [7]. Additionally, they offered
fresh perspectives on the implications of adopting author- or
reader-assigned keywords as a stand-in for the gold standard
andmade suggestions for solid starting points and trustworthy
benchmark datasets.

Giarelis et al. performed a comparative assessment of five
different KEmethods and experimented with the KEmethods
with different scientific and news articles [8]. They examined
whether the number of terms in the texts and the language
of each dataset affect the accuracy of the chosen approaches
using the f1-score and a partial match evaluation framework.
Their experimental findings provided several insights into the
performance of the chosen approaches in datasets of various
languages as well as the applicability of the methods in texts
of various sizes.

Garg tried to study different dimensions for graph-based
KE methods and conducted a comprehensive survey study to
demonstrate these different dimensions and make inferences
from the existing literature [30]. The experiment was
implemented to compare results over 21 datasets including
well-formed and ill-formed datasets. The author concluded
that the performance of the KE technique decreases as the
size of the document increases and the word distribution gets
more complex.

In the context of keyword extraction, Ushio et al. conducted
a thorough and extensive empirical evaluation of both
statistical and graph-based termweightingmethods [9]. Their
evaluation of fifteen different keyword extraction datasets
produced a range of insights on the several types of methods.
Regarding tf-idf, their work highlights the benefits of the
lesser-known lexical specificity method. The authors also
found that the statistical models are faster than the graph-
based models.

Sun et al. examined how various datasets affect KE
performance because the characteristics of the datasets
directly influence how well the approaches for keyword
extraction perform [31]. The authors recommended that

researchers should compute the position of each word starting
from the beginning of the paragraph rather than using
the complete manuscript as a reference. Additionally, they
recommended paying attention to the function and position
of conjunctions during the keyword extraction process, as this
might enhance efficiency.

There is an attempt to evaluate KE tools on different bench-
mark datasets by Nadim et al. to show that the integration of
KE tools with different applications can significantly increase
productivity, accuracy, and scalability [17]. They conducted
their experiment on San Antonio Research Partnership Portal
as a use case to develop different web applications that can use
KE tools to increase productivity and scalability [32]. Other
literature worked on evaluating KEmethods for different data
domains like painting archives [33], new multi-document
benchmark datasets [34], similarity in news articles [35], and
indexing news articles [16].
One of the main implications of the literature on evaluating

KE methods is that there is no one-size-fits-all approach
to choosing a KE method because each method has its
strengths and weaknesses and because the effectiveness of
a method might vary based on the domain and type of
the text being analyzed. Therefore, careful evaluation is
needed before selecting the right method for a particular
task. Another implication is that there is no single most
right evaluation metric to use. For supervised methods,
precision, recall, and f-score are the most used metrics.
For unsupervised methods, along with these metrics’ other
evaluation metrics such as coverage, diversity, and novelty
can be employed. Additionally, to enable a fair comparison of
different methods, annotated benchmark datasets are needed
that represent various domains and types of text. Finally, the
preceding evaluation literature emphasizes the need for future
research in areas including advanced unsupervised methods
to manage noisy and unstructured data, the application of
deep learning techniques for KE tasks, and the development
of semantic-aware evaluation metrics. Overall, prior study
on evaluating KE methods provides valuable guidance and
insights for researchers working in this field.

D. KEY INSIGHTS OF KEYWORD EXTRACTION
An intensive knowledge of KE has been gathered by
reviewing and summarizing the above-mentioned literature.
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This section will discuss the insights of this intensive
knowledge on keyword extraction like evaluation metrics,
the effect of supervised vs unsupervised methods, the
impact of assigned keywords, execution time, data quality,
simultaneous learning, and benchmark datasets.

1) EVALUATION METRICS
To figure out the most effective KE method, it is a legitimate
aim to have evaluation metrics that offer a fair comparison
of the KE methods. However, creating an evaluation metric
that can capture the benefits and drawbacks of a method is
a difficult job. A method can be evaluated more precisely
and thoroughly using multiple metrics. Most works on KE
methods used Precision, Recall, and F-score as metrics to
evaluate the performance. The evaluationmetrics are founded
on the notion that keywords are independent of one another,
butmore important keywords ought to be placed higher. Other
measures used to evaluate the performance of the KE method
that reflect the ranking features between keywords are Mean
Average Precision (MAP), Mean Reciprocal Rank (MRR),
and Binary Preference Measure.

a: PRECISION
Precision metric is used to evaluate the accuracy of a model’s
prediction and it is defined as the ratio of the true positive
predictions to the total number of predictions made by the
model.

Precision =
TP

TP+ FP
(1)

Here, True Positive (TP) refers to the number of correct
keywords extracted by the model and False Positive (FP)
refers to the number of incorrect keywords extracted by the
model. Precision is a useful metric to use in situations where
the goal is to minimize false positives.

b: RECALL
Recall metric is used to evaluate the effectiveness of a model
in identifying all relevant keywords and is defined as the
ratio of true positive prediction to the total number of actual
keywords in the data.

Recall =
TP

TP+ FN
(2)

Here, False Negative (FN ) refers to the number of keywords
that the model failed to extract. Recall is a useful metric to use
in situations where the goal is to minimize false negatives.

c: F-SCORE
The F-score is used to evaluate the overall performance of a
model and it is the harmonic mean of precision and recall that
balances the trade-off between them.

F − score =

(
1 + β2

) precision ∗ recall
β2 ∗ precision+ recall

(3)

When β = 1, it is called f1-score. F1-score is a good
metric to use in situations where both precision and recall

are important, and where we need to balance the trade-off
between the two metrics to optimize overall performance.
Unfortunately, the f-score has the drawback of not accounting
for the ranks of the correct keywords.

d: MEAN AVERAGE PRECISION (MAP)
Mean Average Precision is another metric for evaluating a list
of ranked keywords and is defined as follows:

MAP =
1
n

n∑
i=1

APi =

∑|N |

n=1 P (n) gd(n)

|LN |
(4)

where APi is the average precision of the extracted keywords
list. |N | denotes the length of the list, |LN | is the number of
relevant keywords, P(n) is the precision, and gd(n) equals 1 if
the nth keyword is a gold keyword and 0 otherwise. We get
the MAP by averaging the AP over a set of n documents.
Though MAP is not a commonly used metric for KE model
evaluation, Jiang et al. leverages MAP to evaluate the KE
models [36].

e: MEAN RECIPROCAL RANK (MRR)
In the list of keywords that have been extracted using a KE
method, Mean Reciprocal Rank assesses how a document’s
first accurate keyword ranks. MRR is defined as follows:

MRR =
1

|D|

∑
d ∈D

1
rankd

(5)

where D is the set of documents and rankd is the rank of
the first accurate keyword with all extracted keywords in a
document d . Liu et al. used MRR to evaluate the KE method,
though it is not very common [6].

f: BINARY PREFERENCE MEASURE (BPERF)
It is desirable to use the Binary Preference Measure to assess
the performance of KE methods while taking the ranking
of the extracted keywords into account. Bperf assesses the
number of bad keywords that appear higher in the ranking
than the good ones [37] and defined as follows:

Bperf =
1
R

∑
r ∈ R

1 −
|n ranked higher than r|

M
(6)

where R is the number of correct keywords within M
extracted keywords by a method, in which n is an incorrect
keyword and r is a correct keyword.

2) SUPERVISED VS. UNSUPERVISED METHODS
The supervised method typically outperforms the unsuper-
vised method [5]. However, large volumes of labeled data
must be made readily available for supervised KEmethods to
function well [6]. The amount of data needed to reach optimal
performance is still up for debate. Gallina et al. showed that
as more training data is supplied, the model’s performance
slowly increases, indicating that the size of the existing
datasets may not be sufficient [7]. Although supervised
KE methods outperform their unsupervised counterparts
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in f1-score, they are unable to manage huge document
collections without predetermined keywords, mostly because
of the enormous amount of manual labor required by human
annotators.

3) EXECUTION TIME
The execution time of KE methods on a given dataset could
be an important performance parameter and can have several
effects. Kumar et al. used time as an efficacy metric to
conduct an empirical analysis of three different KE methods
for text extraction and summarizing [38]. The method’s
ability for scaling can be affected by the time needed
for keyword extraction. Its applicability is constrained if
the method’s execution time makes it impractical to use
it on big datasets. The execution time becomes a crucial
element when keyword extraction is done in real time.
In these circumstances, the method must be created to
deliver quick results without sacrificing the effectiveness
of the keywords. The quantity of memory and processing
power that KE methods use can be quite high. High
execution times can influence the system’s total resource
usage. The execution time may influence the user experience
if the keyword extraction process is part of a user-facing
application. Frustration and disengagement can result from
slow reaction times. Designing methods that can deliver
quick and precise results while using the least number of
computational resources is therefore crucial.

4) BENCHMARK DATASET
Benchmark datasets are vital for keyword extraction because
they offer a consistent framework for assessing and contrast-
ing various KEmethods. Researchers can compare the results
of various methods on the same collection of documents
and keywords by using the same dataset, allowing them to
figure out which methods are most successful. Additionally,
benchmark datasets offer ameans to confirm that KEmethods
can be applied to a variety of text genres and domains.
A method is more likely to be successful on other datasets
if it works well on a benchmark dataset. Benchmark datasets
can also be used to pinpoint areas where KE methods need
to be improved. For instance, if a specific dataset presents
difficulties for current methods, researchers can concentrate
on creating new methods that manage these difficulties.
Benchmark datasets offer a means to advance state-of-the-
art keyword extraction and raise the standard of automated
KE methods. Table 3 shows the widely used and publicly
available benchmark datasets for evaluatingKEmethods. The
benchmark datasets are mostly English language-dependent,
and the annotator of these benchmark datasets can be grouped
into three classes: Author, Reader, and Professional Indexer.
There is a wide range of mean words per document and mean
keywords per document for these benchmark datasets. Fig. 1
shows a percentage comparison of mean words per document
andmean keywords per document for all benchmark datasets.
The short-text datasets have a higher ratio of mean keywords

FIGURE 1. Mean words and keywords per document for all benchmark
datasets.

per document. Author-annotated datasets tend to have a lower
number of mean keywords per document.

5) IMPACT OF ASSIGNED KEYWORDS
The use of gold keywords can influence keyword extraction
in positive as well as negative ways. On the one hand,
offering a collection of gold keywords can aid in assessing
the effectiveness of a KE method and comparing it with
different methods. Additionally, it can be used to optimize
the method’s parameters for better efficiency. On the other
hand, using gold keywords as the method’s input can skew
the results in favor of these terms, possibly causing the
method to overlook other important words that weren’t in
the gold collection. Author-assigned keywords are usually
used as the gold standard in datasets that include scientific
articles or abstracts. Keywords assigned by readers in datasets
appear to create gold-standard annotations through extractive
means. Theremight bemore false negatives during evaluation
because both annotations may use distinct keywords to
describe the same documents. For datasets like Inspec, the
gold standard given by expert indexers produces higher
performance scores during evaluation [17].

6) DATA QUALITY
When it comes to evaluating keyword extraction methods,
data quality is a critical factor that cannot be overlooked.
The quality of the data used for keyword extraction can
greatly influence the accuracy and relevance of the results.
High-quality data that is properly labeled, categorized, and
annotated can help KE methods to better understand the
context and meaning of the text. On the other hand, low-
quality data that is poorly labeled or has errors, noise, or bias
can lead to inaccurate and irrelevant keyword extraction
results. Therefore, it is essential to carefully select and
prepare the data for evaluation to ensure that the KE
method is evaluated under realistic and reliable conditions.
Additionally, it is important to continuously check and
improve the data quality during the evaluation process to
prevent any biases or errors from affecting the results.
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TABLE 3. Summary of benchmark datasets used for evaluating KE methods.

7) DATA TYPE
The length of the input document increases the difficulties
of the KE process because longer documents produce more
candidate keywords and a larger search space [39]. Therefore,
compared to abstracts, emails, and news articles, it is more
difficult to extract keywords from scientific papers, technical
reports, and meeting transcripts. The structural consistency
of a document is also likely to ease keyword extraction
because of the standard format as there are certain locations
where a keyword is most likely to appear. The presence

of uncorrelated topics in documents may also increase the
difficulties of keyword extraction.

8) SIMULTANEOUS LEARNING
Simultaneous learning is a technique used in keyword
extraction to improve the quality of extracted keywords.
This technique involves jointly learning the representation
of the document and selecting the most relevant keywords.
Researchers hypothesized that text summarization and key-
word extraction may perhaps benefit from each other if both
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processes were carried out simultaneously since keywords
represent a dense summary of a document [40], [41].

V. KEYWORD EXTRACTION TOOLS
This section provides a brief discussion about the selected
open-source unsupervised KE tools. A wide range of KE
tools including Statistical-based, Graph-based, and Deep
Learning-based are selected for this study. Table 4 sum-
marizes the selected KE tools including their features,
drawbacks, and summary. It also includes information about
the language dependencies like the use of stop words, part of
speech (PoS) tags, and word stemming.

A. STATISTICAL-BASED TOOLS
The method of statistical-based keyword extraction finds the
most important words or phrases in a text by performing
statistical analysis on it. To assess the significance of each
word or phrase in the text, the approach includes comput-
ing various statistical measures, including term frequency,
inverse document frequency, and others. These statistical
measurements are used to rank the words or phrases in
the document according to how relevant they are to the
general subject matter, with higher-ranked terms considered
as keywords. This approach is effective in identifying
statistically significant words or phrases within the text.

1) TF-IDF
Term Frequency-Inverse Document Frequency (Tf-Idf) is
a popular numerical statistical method used in natural
language processing for extracting keywords from a text
document [58]. This method works by assigning a weight
to each term in the document based on its frequency in
the document (TF) and its inverse frequency across all
documents in the corpus (IDF).

TF i,j =
ni,j∑
k ni,j

IDF(ω) = log(
N
df i

)

TF − IDF = TF i,j ∗ log(
N
df i

) (7)

where N denotes the total number of documents, TFi,j is
the number of occurrences of word i in document j, and dfi
denotes the number of documents containing word i. The
intuition behind this is that terms that appear frequently in
a document but rarely in the corpus are more likely to be
important keywords that represent the main themes or topics
discussed in the document.

2) KPMINER
El-Beltagy and Rafea proposed an unsupervised KE method
named KPMiner that uses a modified version of Tf-Idf and
works with n-gram [59]. The proposed method is divided
into three major steps including a selection of candidate
keywords, weight calculation of candidate keywords, and
refining the selected keywords. After removing punctuation

and stop words in the candidate keywords selection stage, two
new statistical features were added by KPMiner. i) For a word
to be a candidate keyword, it must occur at least n times in the
document from which keywords are to be extracted and this
is called the least allowable seen frequency (lasf ) factor. ii) A
word will not be considered a keyword and will be filtered out
if it occurs in a long document after a specific cutoff threshold
position. In the candidate keywords weight calculation stage,
KPMiner uses a boosting factor for compound keywords to
balance the bias of Tf-Idf towards single keywords as single
keywords tend to achieve higher scores because of potential
multiple presence. In the final stage, keywords are refined to
return top n keywords.

3) YAKE
Yet Another Keyword Extractor (YAKE) is another
well-known unsupervised KE method that uses statistical
features from a single document without depending on
any corpus to extract the most important keywords [44].
The significant difference between KPMiner and YAKE
is that it introduces a new diverse feature set having five
features to capture the characteristics of each word [60]. i)
Term casing (TCase) reflects the case sensitivity of candidate
words. ii) Term position (TPosition) reflects that the words
that appear in the early sentences of a text have higher
values than the words that appear later. iii) Term frequency
normalization (TFNorm) represents that a candidate word’s
significance increases with the candidate word frequency.
However, it requires normalization to prevent the bias towards
high frequency in long documents. iv) Term relatedness to
context (TRel) shows how many distinct words are present
on either side of a candidate word. v) Term different sentence
(TSentence) represents the idea that candidate words that appear
in a variety of sentences are more likely to be significant.
After calculating all feature scores, the unique word score is
calculated using the following formula:

S (t) =
TRel ∗ TPosition

TCase +
TFNorm
TRel

+
TSentence
TRel

(8)

The final word score of each candidate word is calculated
using the n− gram model as follows:

S (kw) =

∏
t ∈kw S(t)

KF (kw) ∗ (1 +
∑

t ∈kw S (t))
(9)

where kw represents a candidate keyword of n−gram andKF
is the frequency of the candidate keyword. The smaller the
score of a candidate keyword, the more relevant the candidate
keyword will be.

4) RAKE
Rapid Automatic Keyword Extraction (RAKE) is also
a domain-independent and language-independent unsuper-
vised KE method that can extract keywords from individual
documents [61]. RAKE first selects the candidate keywords
by using a stop word list and specified word delimiters. These
candidate keywords are then ranked based on their frequency
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and co-occurrence with other keywords in the text, using
a statistical measure called degree centrality. Additionally,
RAKE searches for groups of stop word-containing keywords
that appear next to one another in the same sequence and
at least twice in the same document. Then the top one-third
scoring candidate words are selected as keywords for the
document.

B. GRAPH-BASED TOOLS
Graph-based keyword extraction idea originated from
Google’s PageRank algorithm [62] with the basic assumption
that more edge connections of a graph showed more signif-
icant candidate words. A general approach for graph-based
keyword extraction begins with text preprocessing, where
the text is cleaned, tokenized, and divided into words or
phrases. A co-occurrence graph is then constructed, with
nodes representing words or phrases and edges denoting
co-occurrence relationships. Nodes in the graph are scored
to identify their importance and the top-ranked nodes are
considered as keywords. Graph-based methods capture the
semantic relationships between words in the document,
so they can provide amore comprehensive and contextualized
understanding of the content of a document.

1) TEXTRANK
TextRank is the first method to rank the relevance of sen-
tences or keywords in a text document using the graph-based
algorithm PageRank [63]. The method starts by creating a
graph of the text document. Each sentence or keyword is
represented as a node in the graph, and the edges between the
nodes show how similar the associated sentences or keywords
are to one another. To prevent the excessive growth of the
graph, it only considers 1-gram for the graph and eventually
reconstructs the multi-word keyword in the post-processing
phase. Unlike PageRank, it considers a weight between two
nodes as the graphs are built from a natural language context.
It defines a formula that integrates the weights to calculate
the weight score (WS) of the node Vi as follows:

WS (Vi)=(1−d)+d ∗

∑
Vj ∈ In(Vi)

wji∑
Vk ∈ Out(Vj) wjk

WS(Vj)

(10)

where d is a dumping factor, w is the weight, In(Vi) is the set
of nodes that point to node Vi, and Out(Vi) is the set of nodes
that nodeVi points to. It is a powerful and efficient method for
identifying important information in large text documents.

2) SINGLERANK
Wan and Xiao proposed a graph-based method named
SingleRank which is essentially like TextRank with some
major differences [64]. The method works by constructing
a bipartite graph where one set of nodes represents the
documents, and the other set represents the words in
the documents. The edges between the nodes represent
the co-occurrence of words in the documents. SingleRank

then uses an iterative process to calculate the importance
scores for each document based on the scores of the words
that appear in the document and the scores of the documents
that have those words.

3) POSITIONRANK
PositionRank is a graph-based KE method that introduces
location information with the idea that the important
keywords appear earlier in the document [65]. The method
employs a modified PageRank approach, where nodes in the
graph indicate keywords, and edges represent the similarity
between pairs of keywords based on their position and co-
occurrence. It assigns a weight based on the position of words
and calculates the score of nodes as follows:

p̃ =

[
p1

p1 + p2 + . . . + p|V |

,

. . . ,
p|V |

p1 + p2 + . . . + p|V |

]
(11)

S (vi) = (1 − d) . p̃i

+ d ∗

∑
Vj ∈ Adj(Vi)

wji∑
Vk ∈ Adj(Vj) wjk

S(Vj) (12)

where p is a vector of length |V | and it indicates, being in a
node vi, the random walk can jump to any other node in the
graph with equal probability.

4) TOPICRANK
TopicRank is a graph-based KE method that uses the topical
representation of the document to extract important keywords
from the document [55]. Themethod first identifies candidate
topics by clustering related keywords in the document,
using a variant of the TextRank method to identify the
most important keywords in each cluster. It constructs
a graph where nodes represent the identified topics and
edges represent the degree of similarity between topics. The
similarity between topics is calculated based on the similarity
between the keywords that make up each topic. Hierarchical
Agglomerative Clustering (HAC) algorithm [66] is used to
automatically group similar keywords into topics. TopicRank
is particularly useful for identifying important topics that may
not be captured by individual keywords.

5) TOPICAL PAGERANK
Topical PageRank is a graph-based keyword extraction
method that combines the graph-based approach of PageRank
with topical information from an external corpus [67]. The
method first constructs a graph of the document, where
nodes represent words and edges represent co-occurrence
relationships between words. Next, Topical PageRank uses
Latent Dirichlet Allocation (LDA) [68] for the topical
information from an external corpus to assign each word
to one or more topic categories. The method then applies
a variant of the PageRank algorithm that considers both
the importance of each word within the document and its
relevance to each of the topic categories. For topic z, Topical
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TABLE 4. Summary of selected open-source unsupervised KE tools.
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PageRank calculates the score R as follows:

Rz (wi) = (1 − d) . pz(wi)

+ d ∗

∑
j:wj→wi

wji∑
j:wi→wj wjk

Rz(wj) (13)

where pz(w) is topic specific preference value for a specific
topic z. The assigned probability will be larger for relevant
words.

6) MULTIPARTITERANK
MultipartiteRank is a graph-based keyword extraction
method that constructs a multipartite graph, where nodes
represent both individual documents and phrases that appear
in the documents [69]. MultipartiteRank applies a modified
version of the PageRank algorithm that considers the bipartite
structure of the graph, as well as the importance of each
phrase within its respective document. The result is a set of
keywords that are representative of the content of the entire
document collection, rather than individual documents. This
method is more complicated because it includes a step where
edge weights are modified to consider positional information.
As a result, there is a bias in favor of potential keywords that
first appear in the text.

C. DEEP LEARNING-BASED TOOLS
Recent developments in deep learning have made it possible
for academics to enhance traditional KEmethods, which only
use graph and statistical measures, by using word embedding
to better capture the semantic relationships between words
in the text. The typical process for deep learning-based
keyword extraction begins with data preparation and the
utilization of pre-trained deep learning models, such as word
embeddings or advanced contextual models like BERT and
GPT. These models are employed to derive features from
the text, effectively capturing both semantic and contextual
information by leveraging the power of deep learning. While
there has been a substantial amount of research on keyword
extraction using deep learning models [70], [71], our focus
remains on open-source unsupervised KE tools that are ready
to integrate into various applications.

1) SPACY
Spacy is a popular Python library for natural language
processing, which uses deep learning techniques to build
statistical models for performing a wide range of tasks.
Spacy’s models are trained on substantial amounts of
annotated text data and designed to be both accurate and
efficient, so they can be applied to large-scale text data in
real-time [72]. Spacy’s keyword extraction method then uses
a simple heuristic to score each candidate keyword based on
its frequency in the text and its position in the sentence. One
advantage of using Spacy for keyword extraction is that it
is fast and easy to use. However, since the method relies on
simple heuristics, it may not be as accurate or effective as
more sophisticated methods. Additionally, Spacy’s keyword

extraction may not be suitable for all types of text, such as
highly technical or specialized domains.

2) KEYBERT
KeyBERT, a state-of-the-art keyword extraction library
developed by Maarten Grootendorst, uses pre-trained word
embeddings models to find the most important words or
phrases in a document [73]. First, using Scikit-learn’s
CountVectorizer class, the model generates a collection of
potential keywords for each document. This class provides
a straightforward bag-of-words implementation that counts
how often each keyword appears. Second, a document
embedding vector based on the text’s words is created,
as well as an embedding vector for each potential key-
word. The sentence-transformer package is used to create
these embeddings. KeyBERT offers the choice to use
different embedding models, including BERT, RoBERTa,
and DistilBERT. Thirdly, following the creation of the
necessary embedding vectors, a pairwise cosine similarity
score is computed between each potential keyword and the
document’s embedding vector. After that, the keywords are
ranked according to how close they are, using the similarity
score. KeyBERT can include an extra diversification step by
using the Maximal Marginal Relevance (MMR) or Max Sum
Distance (MaxSum) measure.

a: MAXIMUM MARGINAL RELEVANCE (MMR)
MMR considers the similarity of keywords with the docu-
ment, along with the similarity of already selected keywords
to address the flaws of highly identical outcomes. As a result,
the keywords chosen are as diverse as possible within the
context of the document.

b: MAX SUM DISTANCE (MAXSUM)
It takes twice the number of top_n most similar words to
the document. The combination of words that are the least
similar to each other by cosine similarity is then extracted
from all of the top_n combinations of twice the number of
top_n words. For a large number of top_n words, it is not
advisable to use as it requires more computational time.

The statistical-based tools usually use word frequency
and co-occurrence to find the keywords from a text.
Short text data might not have enough statistical data to
distinguish between keywords and non-keywords, which
might have affected the performance of the statistical-
based tools. In graph-based tools, either word or topic is
used to construct a graph first, and then co-occurrence or
similarities are used to extract the keywords. The position
of a word can also be considered in graph-based tools.
The abundance of information in long text data might
hamper the performance of the graph-based tools. Deep
learning-based tools can use the embedding vector of word
and cosine similarity to find keywords that represent the
document. A concern of deep learning-based tools could
be that the performance depends on the quality of the
pre-trained model. The inclusion of several types of tools
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TABLE 5. Parameter configuration of selected unsupervised KE tools.

and methods for comparative analysis provides insight into
selecting appropriate application-specific KE tools.

VI. EXPERIMENT
In this experiment, the commonly used unsupervised KE
tools that have a Python implementation are evaluated using
several benchmark datasets. Python programming language
is selected because most of the unsupervised KE tools have
an implementation in Python programming language and
Python programming language is nowwidely used to develop
AI applications. This experiment aims to find the best KE tool
with the fastest response time and higher accuracy. So that the
KE tool can be integrated with different applications.

A. EXPERIMENTAL SETUP
An Intel Core i7 2.9 GHz Quad-Core processor with 16GB
2133 MHz LPDDR3 memory on a MacOS machine is used
for this experiment. All KE tools are implemented for Python
programming language using Python program manager, pip.
All KE tools are configured to generate n-grams with
sizes ranging from 1 to 3. Table 5 shows the parameter
configuration of selected unsupervised KE tools. The top
10 keywords are extracted from all KE tools. The extracted
keywords are compared with golden keywords for partial
matching using a Fuzzy matching algorithm where the partial
matching threshold is set to 80%.

B. BENCHMARK DATASETS
The distribution of the number of words in a text in a dataset
can provide important insights into the characteristics of the
dataset and can impact the analysis and modeling of the
data. The length of the text can affect the results of these

FIGURE 2. Histogram of the number of words for SemEval2010,
SemEval2017, Inspec, Krapivin2009.

preprocessing steps, so understanding the distribution of the
number of words in the text can help to choose appropriate
preprocessing techniques. Also, understanding the distribu-
tion of the number of words in the text can help to choose
an appropriate method and set appropriate parameters. Fig. 2
and 3 show the number of word distributions for different
benchmark datasets. Four benchmark datasets have been
selected for this experiment that has a good distribution of the
number of words in a text. The selected benchmark datasets
are SemEval2010, SemEval2017, Inspec, and Krapivin2009.

The Inspec dataset is the collection of short-text scientific
articles in the field of computer science, and it has been
widely used in the literature due to its rich domain-specific
vocabulary and well-defined gold standard keywords [24].
The SemEval2010 contains a collection of scientific articles
from multiple domains and is often used for general-domain
documents. The SemEval2017 dataset was recently intro-
duced and is an extension of the SemEval2010 dataset, which
includes a larger set of documents covering a wider range of
domains. This dataset is especially useful in evaluating KE
methods that can work across multiple domains [28]. The
Krapivin2009 dataset contains long-text scientific articles
from the computer science domain [49]. Thus, the selection
of these benchmark datasets for evaluating KE methods will
cover a wide range of domains and both short and long-
text documents. One setback of this selection of benchmark
datasets might be language dependence. All the selected
datasets are English language-based. Creating a high-quality
language-independent benchmark dataset is still an open
research challenge. Also, there is a lack of widely used
well-annotated benchmark datasets of different emerging
domains including social media text, web articles, and
news articles. Section VI-C9 briefly discusses the available
benchmark dataset repositories. For this comparative anal-
ysis, benchmark datasets are collected from the repository
described in [60].

C. RESULTS AND DISCUSSION
In this section, the result of evaluating selected unsupervised
KE tools is discussed. In this experiment the execution
time, number of matched keywords, precision, recall, and
f-score are calculated to evaluate the KE tools. Table 6
shows the result summary of this experiment. Furthermore,
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FIGURE 3. Histogram of the number of words for 500N-KPCrowd, Fao780,
KDD, WWW.

the key factors that can impact the performance of KE tools
like hyperparameter tuning, number of extracted keywords,
exact Vs. partial matching, and data preprocessing are
experimented with. In addition, with other metrics diversity
metric is used to measure the performance of selected KE
tools.

1) DATA TYPE
The type of data used for evaluating KE tools has a profound
impact on evaluation results. Distinct types of data may
require different approaches and techniques for effective
keyword extraction, and some tools may perform better on
certain types of data than others. Since full-text scientific
publications contain enough statistical data to distinguish
between keywords and non-keywords, the results of f1-scores
on datasets from those full-text articles should support the
superiority of statistical methods over graph-based ones.
The detection of keywords using graph-based approaches
might be further hampered by the abundance of information.
Furthermore, when it comes to extracting keywords from
short scientific papers, graph-based methods should perform
better than statistical methods. Fig. 4 shows the f1-score of
all selected KE tools on four benchmark datasets.

From Table 6, we can see that for all selected KE tools,
the SemEval2017 dataset has the highest precision score and
the Krapivin2009 dataset has the highest recall score. This
is because the SemEval2017 dataset has the highest mean
number of keywords per document and Krapivin2009 has the
lowest mean keywords per document. To optimize the overall
performance of KE tools it is better to investigate the f-score
that balances the trade-off between the precision and recall.

Fig. 4 shows that the most consistent KE tools over
four benchmark datasets in terms of percentage change in
f1-score are: KPMiner (9.18%), KeyBERT (10.54%), and
MultipartiteRank (12.37%). It also shows that the top KE
tools in terms of average f1-score are: KeyBERT(mmr)
(39.43%), MultipartiteRank (36.57%), TopicRank (36.0%),
and KPMiner (35.96%). It is also clear from Table 6
and Fig. 4 that KeyBERT(mmr) outperforms all KE tools
on three benchmark datasets: SemEval2017, Inspec, and
Krapivin2009. Except in SemEval2010 dataset both Multi-
partiteRank and TopicRank perform slightly better than Key-

FIGURE 4. F1-score of all selected KE tools on four benchmark datasets.

FIGURE 5. Execution time per document in seconds of all selected KE
tools on four benchmark datasets.

BERT(mmr). Additionally, short-text datasets SemEval2017
and Inspec annotated by professional indexer show better
results on all KE tools than long-text datasets SemEval2010
and Krapivin2009 annotated by author and reader.

The outcome demonstrates that statistical-based tools, such
as Tf-Idf and KPMiner, outperform graph-based tools, such
as TextRank, PositionRank, and SingleRank. Additionally,
graph-based tools find it challenging to extract keywords
from large text databases. Surprisingly, topic-based KE
tools like TopicRank and MultipartiteRank, where topics
are viewed as nodes in a graph, do well on datasets
with both short and long texts. Moreover, KE tools that
incorporate word position as a feature, such as PositionRank,
TextRank, and YAKE, tend to yield suboptimal results when
applied to datasets where keywords are not evenly distributed
throughout the text [74].

2) EXECUTION TIME
The type of data being analyzed can also have an impact on
the execution time of a KE tool. The complexity and size
of the data set can affect the performance of the tool, with
larger and more complex data sets generally requiring more
processing time. Fig. 5 shows the average execution time
per document in seconds for all selected KE tools on four
benchmark datasets.

The short-text datasets SemEval2017 and Inspec take
considerably less amount of time to execute for all KE tools.
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TABLE 6. The evaluation result of selected unsupervised KE tools on four benchmark datasets.

TheKE tools that have an execution time of less than a second
for all benchmark datasets are RAKE (average 0.0149 s)
and YAKE (average 0.286 s). Though both KeyBERT and
KeyBERT(mmr) execute in less than a second for shorter
text, they take a significantly higher amount of time for
longer text. KeyBERT(maxsum) takes the highest amount
of execution time as expected for all benchmark datasets.

Our experimental result shows that statistical-based KE tools
like Tf-Idf, and KPMiner take more time to execute than
graph-based tools for the Inspec dataset, which aligns with
and supports the findings of Ushio et al. [9]. Among the
graph-based tools, TopicRank and MultipartiteRank perform
very well for long text datasets, but they take a higher amount
of time to execute as well compared to other graph-based
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TABLE 7. Effect of exact and partial matching on KE tool’s performance.

tools. So, for long text, we need to balance the trade-off
between f-score and execution time.

3) EXACT VS. PARTIAL MATCHING
The common method for evaluating KE system output is
to use an exact match to map the keywords in the gold
standard to those in the system output, and then to score
the output using evaluation metrics. This approach can be
effective if the set of keywords is well-defined and covers
all relevant terms in the text. A predicted keyword may
be a variation of a gold keyword, in that case, the precise
match may be an excessively strict requirement. On the
other hand, partial matching allows the method to identify
terms that are semantically similar to the pre-defined set of
keywords. Partial matching is a solution to this problem.
Zesch and Gurevych proposed a generalized framework
for evaluating KE methods based on approximate keyword
matching [75]. Partial matching can improve the accuracy of
keyword extraction by capturing important terms that may
not be included in the set of keywords. However, it may also
result in more false positives and require more computational
resources compared to exact matching. The RAKE tool is
selected to evaluate the effect of partial matching and exact
matching in terms of precision, recall, f1-score, and matching
time on the Inspec dataset. Table 7 shows that there is a
drastic drop in the performance of the tool as expected for
the exact matching. The F-score for partial matching is more
than double that of exact matching and the result is consistent
with the result of Papagiannopoulou and Tsoumakas [27].
Additionally, it demonstrates that exact matches take less
time to complete per document than partial matches because
partial matches require extra steps to compute the matches.

4) HYPERPARAMETER TUNING
Hyperparameter tuning is a crucial step for optimizing the
performance of any keyword extraction tool. Most keyword
extraction tools come with hyperparameters that can be
fine-tuned to achieve the best performance on specific
datasets or tasks. These hyperparameters can include settings
related to tokenization, stop-word removal, part-of-speech
(PoS) tagging, stemming, thresholding, and scoring. The
best values for these hyperparameters can depend on factors
such as the language of the input text, the length of
the documents, and the type of keywords desired. Two
MultipartiteRank systems with different hyperparameters are
selected to evaluate the effect of hyperparameter tuning on
the KE task. In the first system, the default threshold of

TABLE 8. Effect of hyper-parameter tuning on KE tool’s performance.

minimum similarity for clustering is 0.25. In the second
system, a punctuation stop-list is added and a threshold of
minimum similarity for clustering is set to 0.74. Table 8
shows the result of these two systems, where the f1-score
of the second system is improved by more than 5%. The
precision also increases in the second system though there
is a slight decrease in recall for the second system.

The impact of hyperparameter tuning of the KE tool is
further investigated with different hyperparameter settings
of the TopicRank tool. In the first system of TopicRank,
the default threshold of minimum similarity for clustering is
0.74. In the second system of TopicRank the PoS tags are
changed, a punctuation stop-list is added, and a threshold of
minimum similarity for clustering is set to 0.8. The result
shows that the change in hyperparameter settings increases
the f1-score by more than 4%, while there is a decrease in
recall. The KE tool’s performance won’t always improve if
hyperparameter changes are made from the default values.
So before integrating the KE tool with other applications, it is
crucial to appropriately tune the hyperparameters.

5) DATA PREPROCESSING
Data preprocessing is an essential step in any keyword
extraction process. It involves cleaning and transforming
raw text data to a format that is suitable for KE methods.
This step helps to remove irrelevant information from
the text, such as stop words, punctuation, and special
characters, which may affect the accuracy of the keyword
extraction process. Additionally, document preprocessing can
also involve techniques like stemming and lemmatization
to reduce words to their root form, making it easier for
the methods to identify and extract meaningful keywords.
Proper document preprocessing ensures that the input data
is consistent and reduces noise, which can improve the
performance of the KE methods [76], [77]. Several document
preprocessing tools can be used for keyword extraction in
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TABLE 9. Effect of data pre-processing on KE tool’s performance.

Python. Some of the most used tools include NLTK (Natural
Language Toolkit), spaCy, Gensim, TextBlob, and Stanford
CoreNLP. These document preprocessing tools can help in
cleaning and preparing the text data before applying KE
methods. Table 9 shows the effect of data preprocessing of
RAKE on the SemEval2017 dataset in terms of precision,
recall, f1-score, execution time per document, and average
matched keywords. In this experiment, the data preprocessing
step includes removing punctuation, word tokenization, and
lemmatizing words.

The result shows that using data preprocessing steps
increases the performance of RAKE on the SemEval2017
dataset. The f1-score increases by over 10% if the data
is preprocessed. Also, the execution time decreases by
almost 22% for the preprocessed data. The impact of
data preprocessing is further investigated by YAKE and
evaluated with the SemEval2010 dataset. The result shows
that data preprocessing highly impacts the execution time
per document and the execution time decreases by about
29% for the preprocessed data, while the precision, recall,
f1-score, and average matched keywords increase by more
than 5%. It is important to keep in mind that certain KE tools
incorporate data preprocessing steps into their technique,
such as filtering out stop words, part of speech (PoS) tagging,
stemming, or lemmatizing words, therefore adding more data
preprocessing may not help to increase the performance
overall. Additional data preprocessing might increase the
overall execution time of such tools, slowing the application’s
keyword extraction process.

6) NUMBER OF EXTRACTED KEYWORDS
The selection of number of the Top_n keywords also
plays a significant role in the performance score. Usually,
a lower number of extracted keywords can lead to a higher
precision score and a lower recall score. This relation between

FIGURE 6. Precision of selected KE tools with the change in number of
extracted keywords.

TABLE 10. Effect of changing the number of extracted keywords on the
KE tool’s performance.

precision and recall is called the precision-recall trade-off.
The number of extracted keywords and their relevance to
the text should be balanced to optimize the performance
score of a KE tool. Factors such as the target audience,
specific application domain, and the length and complexity
of the text should be considered while selecting the optimal
number of extracted keywords. Three unsupervised KE tools
are evaluated to observe the effect of changing the number
of extracted keywords. Fig. 6 shows the changes in precision
for KPMiner, TopicRank, and MultipartiteRank for four
benchmark datasets. It supports the claim that a lower number
of extracted keywords leads to a higher precision score. It is
better to investigate the f-score that balances the trade-off
between the precision and recall score and gives an optimized
overall performance score of KE tools. Table 10 shows
the changes in the f1-score when the number of extracted
keywords changes.

The f1-score of all three KE tools increases as the
number of extracted keywords increases. There is a signif-
icant increase in the f1-score when the Top_n increases
from 5 to 10, while there is a moderate increase in the
f1-score when Top_n increases from 10 to 15. This increas-
ing trend is followed by three datasets except Krapivin2009.
This is because the mean keyword per document for the
Krapivin2009 dataset is only 5, which means the increase in
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FIGURE 7. Diversity of extracted keywords of all selected KE tools on four
benchmark datasets.

the number of extracted keywordswill only drop the precision
score and this leads to a lower f1-score. So, it is also important
to understand the dataset before evaluating the KE tools.
By selecting the optimal number of extracted keywords, it is
possible to optimize the performance of KE methods.

7) DIVERSITY OF EXTRACTED KEYWORDS
Precision, recall, and f-score are the most well-known
evaluation metrics and have been used in most of the KE
task [27]. These metrics might not be adequate to evaluate the
performance of unsupervised KE tools, as the unsupervised
KE tools do not rely on ground truth or specific keywords.
We introduce another metric to evaluate the performance
of unsupervised KE tools referred to as diversity. Diversity
measures how distinct the extracted keywords are from one
another, indicating whether the KE tool can identify a broad
range of keywords or concepts in the text [78]. A high
diversity score means that the extracted keywords cover a
wide range of topics and keywords found in the text and are
not limited to just a few. On the other side, a low diversity
score shows that the extracted keywords have a narrow scope
and do not adequately cover the text’s whole spectrum of
keywords and topics. Therefore, diversity can provide a better
understanding of the document’s content. Diversity can be
calculated using the following equation:

Diversity = 1 −
Sum of pairwise similarities

Total number of pairwise comparisons
(14)

Each extracted keyword is used to make a pair with other
extracted keywords to find the similarity between them.
Partial fuzzy matching is used to measure the similarity here.
Fig. 7 shows the diversity score of extracted keywords of
all selected KE tools on four benchmark datasets along with
their average. SpaCy scores the highest average diversity
score of 0.7880 while there is a change in diversity score
for different data types. The most consistent KE tools in
terms of diversity across different data types are TopicRank,
MultipartiteRank, KeyBERT(mmr), and KPMiner. Among
them, TopicRank and MultipartiteRank can achieve more

than 70% average diversity, while KeyBERT(mmr) and
KPMiner score a little less average diversity. An interesting
fact is that statistical-based tools tend to extract more diverse
keywords for long-text data while graph-based tools tend to
extract more diverse keywords for short-text data.

8) IMPLEMENTATION SOURCE
Python-based keyword extraction tools are available both
as open-source and proprietary software. The open-source
libraries are freely available and can be easily installed
using the Python package manager, pip. Additionally, these
libraries come with detailed documentation, which makes
it easy for developers to integrate keyword extraction
functionality into their code.

Some of the popular sources for KE tools are:
1) PKE (Python Keyphrase Extraction): It is a simple

yet effective Python-based open-source toolkit for
natural language processing tasks, including keyword
extraction. It provides an easy-to-use interface for
implementing a variety of statistical and graph-based
unsupervised models as well as supervised models for
keyword extraction. Additionally, PKE offers prepro-
cessing tools for cleaning and normalizing text data,
as well as utilities for evaluating and benchmarking the
performance of keyword extraction models.

2) spaCy: A popular Python library for natural lan-
guage processing tasks, including keyword extraction.
Spacy’s keyword extraction functionality uses statisti-
cal methods based on the frequency and distribution of
words and phrases in the input text. It also includes
several built-in models for different languages and
domains, as well as the ability to customize and train
user’s models.

3) Gensim: A Python library that specializes in the
topic modeling, but also has functionality for keyword
extraction. Gensim’s keyword extraction module offers
several methods for keyword extraction, including
TextRank and TF-IDF. Gensim’s keyword extraction
module also provides options for controlling the
number of keywords returned, filtering stop-words and
punctuation, and specifying the part-of-speech tags of
interest.

4) KeyBERT: A lightweight and easy-to-use Python
library for keyword extraction based on BERT embed-
dings. It can be fine-tuned on domain-specific data
to improve the quality of the extracted keywords.
Additionally, it provides options to customize the
length of the extracted keywords and the number
of candidate keywords. It also provides pre-trained
models for different languages, making it accessible to
non-English language processing tasks.

5) KEX (Keyword Extraction): Another Python library
for keyword extraction that uses statistical and graph-
based methods. It provides a simple and consistent
interface for performing keyword extraction and
supports multiple languages. Kex also allows for
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customization of the methods by adjusting the hyper-
parameters and selecting different stop word lists.

9) BENCHMARK DATASET REPOSITORIES
Benchmark datasets for keyword extraction are essential
to evaluate and compare the performance of different KE
methods. There are various repositories available for bench-
mark datasets of keyword extraction. One of the commonly
used repositories is the ACL Anthology Network, which
is a collection of natural language processing papers and
resources, including benchmark datasets for keyword extrac-
tion [79]. Another repository is the Text Analysis Conference
(TAC) Knowledge Base Acceleration (KBA) track, which
provides benchmark datasets for keyword extraction and
related tasks [80]. Additionally, several GitHub repositories
store the commonly used benchmark dataset for keyword
extraction [81], [82], [83].

10) COMMERCIAL API’S
There are several commercial APIs available for keyword
extraction that can be used to extract keywords from a
text. These APIs usually provide a web-based interface or
a REST API that can be used to submit text data for
keyword extraction. Some popular commercial APIs for
keyword extraction include Google’s Natural Language AI,
Amazon Comprehend, Microsoft Azure Text Analytics, IBM
Watson, TextRazor, MonkeyLearn, OneAI, OpenAI, and
many more. These APIs are powered by advanced machine
learning algorithms and offer several additional features such
as sentiment analysis, entity recognition, and more [84].
However, the use of these APIs usually comes with a cost,
and the pricing varies depending on the usage and features
provided. Nonetheless, these APIs can be a convenient and
efficient way to extract keywords from text data, especially
for businesses and organizations with large-scale keyword
extraction needs. Unfortunately, as the internal working
principle of these commercial APIs’ are not known, it is
difficult to interpret the performance of the dataset. So,
evaluating these commercial APIs is out of the scope of this
study.

VII. CONCLUSION
A comparative evaluation of KE tools is crucial for selecting
the most appropriate tool for a given task. The performance
of keyword extraction tools can be evaluated using various
measures such as precision, recall, F1-score, and accuracy.
Benchmark datasets such as Inspec, NUS, and SemEval can
be used to evaluate the performance of these tools. While
open-source tools such as PKE, Gensim, SpaCy, and Key-
BERT are readily available, commercial APIs like TextRazor,
and OpenAI GPT-3 also provide keyword extraction services.
Document preprocessing is also essential in improving the
performance of keyword extraction tools. Techniques like
stop-word removal, stemming, and part-of-speech tagging
can be used to preprocess documents. Hyperparameter tuning
is another important aspect of optimizing the performance

of KE tools. Therefore, a careful selection of tools and
optimization of their parameters can lead to improved
performance in keyword extraction tasks.

In this study, existing surveys on KE methods and state-
of-the-art literature on KE tool evaluation are reviewed
and summarized to have a better understanding of under-
lying techniques, challenges in keyword extraction, and
associated benchmark datasets. The study also includes a
broad discussion of KE insights that will give the readers
a clear understanding of evaluation metrics, supervised vs
unsupervised methods, the impact of assigned keywords,
the effect of execution time and data quality, simultaneous
learning, and benchmark datasets.

The empirical evaluation of KE tools shows the effect of
types of data that are being analyzed to extract keywords,
hyperparameter tuning, exact Vs. partial matching, data
preprocessing, number of extracted keywords, and execution
time. The purpose of this study is to direct the readers
in selecting or developing a strategy that is suitable for
the application they are aiming for. This study shows
that professional indexer-annotated datasets tend to achieve
higher performance scores than author or reader-annotated
datasets. Another finding of this study is that the graph-based
KE tools have difficulties extracting keywords from long text
datasets. But TopicRank and MultipartiteRank perform very
well on long text datasets because they use topics as nodes of
the graph. KeyBERT (mmr) performs better than other tools
on all benchmark datasets, still, it has the drawback of taking
a significantly higher amount of time for long text datasets.
Based on both performance score and execution time, the
tools that perform well on short text datasets are: KeyBERT
(mmr), TopicRank, MultipartiteRank, and KPMiner. The
study also shows that by considering partial matching
over exact matching for evaluation, tuning hyperparameters,
preprocessing data, and selecting the appropriate number of
extracted keywords, KE tools can be optimized to have better
performance scores.
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