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ABSTRACT This paper focuses on the trajectory tracking problem of unmanned aerial vehicles (UAVs)
under external disturbances, and a trajectory tracking method that combines model predictive control with
dynamic neural networks was proposed. Firstly, the trajectory tracking problem is transformed into a
constrained quadratic programming problem using the idea of model predictive control. Then, the kinematic
constraints are taken into account, and control increment constraints and relaxation factors are designed
in the objective function. A dynamic neural network is introduced to solve this quadratic programming
problem in real-time. In addition, a disturbance compensation observer is designed to overcome external
disturbances. Finally, numerical simulations are conducted to verify that the proposed tracking strategy
reduces computational

INDEX TERMS External disturbances, trajectory tracking, dynamic neural networks, model predictive
control.

I. INTRODUCTION
Unmanned aerial vehicles (UAVs) play a crucial role in search
and rescue research, such as fire monitoring [1] and assist-
ing in rescue operations [2]. With an increasing number of
UAVs being deployed in practical applications, scholars have
conducted extensive research on their motion control [3],
[4]. Due to the diverse mission requirements and the UAV’s
maneuverability, it is essential for it to accurately track the
desired trajectory under external disturbances [5]. Therefore,
this paper focuses on the study of UAV trajectory tracking
control in the presence of external disturbances.

In recent years, numerous trajectory tracking control algo-
rithms for UAVs have emerged. Methods such as propor-
tional/integral/derivative control, back stepping, disturbance
observer, and adaptive control have been proposed in [6],
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[7], and [8]. Back stepping, which is based on Lyapunov
theory and designed in a forward-backward recursivemanner,
is one of these methods. In [9] utilized integral back step-
ping to achieve trajectory tracking for a single UAV. In [10],
on the other hand, designed a control algorithm based on back
stepping to achieve trajectory tracking for a time-varying
formation of multiple UAVs. Sliding mode control aims to
drive the state of the controlled system onto a predefined
sliding surface and maintain motion on the surface. It is
effective in addressing model uncertainties and achieving
trajectory tracking control. In [11] employed sliding mode
control to achieve position and attitude control for a sin-
gle UAV. The stability was proven using Lyapunov theory,
and the effectiveness of the proposed approach was verified
through simulations. In [12] proposed a combined approach
using back stepping and sliding mode control and proved
the stability of a single UAV system under the proposed
algorithm using Lyapunov stability theory. As multirotor
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UAVs are often deployed in environments with significant
external disturbances, there is a high requirement for control
accuracy.

However, due to certain limitations in individual UAV
during mission execution, research on multi-UAV coopera-
tive control has become increasingly important. Multi-UAV
cooperative formation control is an important technique in
autonomous cooperative control methods for multiple UAVs,
which enables the use of multiple UAVs to accomplish com-
plex tasks such as coordinated search, disaster area rescue,
commercial performances, etc.

Currently, there have been significant achievements in
multi-UAV trajectory tracking, such as, an efficient control
schemes based on onboard commodity sensors are presented
for autonomous UAVs in indoor applications, where the hor-
izontal displacement of the platform is provided by an opti-
cal flow sensor [13] address the trajectory tracking control
(i.e., outer-loop control) problem for UAVs in the presence
of modeling uncertainties and external disturbances. In [14]
study trajectory tracking control of thrust-vectoring UAV and
a geometric approach to the trajectory tracking control of
UAVs with thrust vectoring capabilities is proposed. In [15]
address the trajectory tracking problem for VTOL UAVs in
which the thrust vector can be delivered only in a fixed
direction with respect to the aircraft frame. In [16] consider
a collaborative tracking control problem using a group of
fixed-wing unmanned aerial vehicles with constant and non-
identical speeds.

A framework for autonomous waypoint planning, trajec-
tory generation through waypoints, and trajectory tracking
for UAVs is proposed in [17]. The total energy use of the
vehicle can be reduced and the control performance can be
improved by appropriately considering the pitch angle of the
vehicle in varying flight conditions was designed in [18]. In
[19] present a review of high-angle-of-attack aerodynamic
models as well as an algorithm for finding the optimal pitch
and thrust of a winged eVTOL throughout its flight regime.
Theoretical analysis and numerical simulation results show
that the model has the fast convergence, high control accu-
racy, strong stability and good robustness is designed in
[20]. Recently proposed control methods, suitable for tra-
jectory tracking in fully actuated UAVs, are reviewed and
experimentally compared in [21]. A robust adaptive forma-
tion and trajectory tacking control of multiple quad-rotor
UAVs using super twisting sliding mode control method was
proposed in [22].

Although significant progress has been made in the
research of UAVs, there are still many underlying issues that
need to be addressed. Firstly, the tracking system models of
UAVs are coupled and nonlinear [23], making UAV tracking
difficult to control and potentially leading to collision acci-
dents in worst-case scenarios. In this regard, [24] proposed
a cooperative path tracking controller for UAVs considering
constant disturbances and time-varying delays. The second
issue is the presence of complex external disturbances, which

can further impose constraints and result in tracking failures.
This paper establishes a nonlinear tracking system model for
UAVs and investigates the problem of UAV trajectory track-
ing under the influence of complex external disturbances,
which presents certain challenges.

The major contributions of this study, which distinguish
from the related literatures, are summarized as follows.

1. Compared to some existing research works on multi-
UAV trajectory tracking [20], [22], our work establishes a
discrete model for UAVs and addresses the issue of control
variable coupling, making it more aligned with the practical
engineering scenarios.

2. Considering the constraints of UAV kinematics,
we design control increment constraints and relaxation fac-
tors in the objective function, and introduce a dynamic
neural network to solve the model predictive control-based
quadratic programming problem in real-time. Additionally,
we design disturbance compensation observers to overcome
disturbances. Simulation results demonstrate that the pro-
posed control strategy reduces computational complexity,
improves operational efficiency, and enables real-time trajec-
tory tracking.

The organization of this research is given as follows. A tra-
jectory trackingmodel for UAVswas established in section II.
In section III, the concept of MPC was utilized to transform
the trajectory tracking problem into a constrained standard
quadratic programming problem and considering the con-
straints imposed by UAV kinematics, the control increment
constraints and relaxation factors was added in the objective
function. The optimization performed by the dynamic neu-
ral network reduces computational complexity and improves
operational efficiency. Additionally, we consider the presence
of external disturbances and design disturbance compensa-
tion observers to overcome them. The effectiveness and sta-
bility of the proposed control strategy are validated through
simulations. The conclusion and future work are presented in
section VI.

II. PROBLEM FORMULATION
Considering that the drone system consists of N UAVs flying
at the same altitude, for the ith UAV, its dynamic character-
istics can be described using a continuous-time mass-spring
motion model as follows:

ẋi = vi cos θi
ẏi = vi sin θi
θ̇i = ωi (1)

where (xi, yi) ∈ R2 represents the position of the drone in
the two-dimensional plane, θi represents the heading angle,
vi and ωi represent the line speed and angular velocity of the
drone.

The tracking process of the UAV trajectory is shown in
Figure 1. The first UAV can perform real-time path planning
through its onboard computer equipment, while other UAVs
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FIGURE 1. Diagram of UAV trajectory tracking.

track the previous UAV sequentially using their onboard
positioning and sensor devices. They can obtain their own
position and the position of the preceding UAV, and then
calculate the relative distance between the two UAVs. The
kinematic error of the ith UAV is described as follows:

xei = (xi−1 − xi) cos θi + (yi−1 − yi) sin θi
yei = −(xi−1 − xi) sin θi + (yi−1 − yi) cos θi
θei = −θi + θi−1

(2)

where xei represents lateral tracking error, yei represents lon-
gitudinal tracking error, and θei represents the difference
between the heading angle of i-th UAV and that of the previ-
ous UAV. Based on the error status and its kinematic model,
the state equation of its kinematic error can be expressed as
follows: 

ẋei = ωiyei − vi + vi−1 cos θei
ẏei = −ωixei + vi−1 sin θei
θ̇ei = −ωi + ωi−1

(3)

Furthermore, if x̄ei = [ẋei , ẏ
e
i , θ̇

e
i ]
T is defined, then the

control signal is ui1 = vi−1 cos θei − vi, ui2 = −ωi + ωi−1.
The linear error state kinematic model is given as follows:

˙̄xei = Aix̄ei + Biui (4)

where Ai =

 0 ωi 0
−ωi 0 vi−1
0 0 0

 ,Bi =

 1 0
0 0
0 1

, and ui =

[ui1, ui2]T .
Use the forward Euler method to discretize the linear error

state kinematic model, and a more realistic model is given as,

x̄ei (k + 1) = Āix̄ei (k) + B̄iui(k) + Bdi di(k) (5)

where Āi = (I + τAi), B̄i = τBi, τ is the sampling time, Bid
is the matrix of disturbance coefficients.

The objective of this research is to design a decentralized
Model Predictive Control (MPC) for system (5) in order to
solve the optimal decision variables of UAVs. This will enable
the UAVs to accurately track desired trajectories in complex
environments.

FIGURE 2. Tracking controller structure.

III. DESIGN OF TRAJECTORY TRACKING CONTROLLER
When designing the trajectory tracking controller, external
disturbances are taken into account. Therefore, the controller
design for the i-th UAV is as follows:

uic = ui + uid (6)

where the inputs of theMPC-based combined dynamic neural
network controller is uic and the disturbance observer is uid ,
and the control structure of UAV trajectory tracking is given
in Figure 2.

A. MPC DESIGN
Model Predictive Control (MPC) algorithm transforms the
optimization problem to be solved into a constrained
quadratic cost function based on rolling time-domain. At
each sampling moment, the estimated or measured model
predictive system state information is used to ensure that
the UAV quickly and smoothly tracks the required trajectory.
The system state deviation and control vector optimization
are considered in the controller. Then, using the predicted
state information to optimize the defined objective function
to obtain a series of control sequences, with the first quantity
of the control sequence as the control input. Subsequently,
repeated calculation at each subsequent sampling moment
can obtain the desired control law. The objective function
definition is shown below:

Ji(k) =

Np∑
j=1

yi(k + j|k) − yi−1(k + j|k)2Q

+

Nc−1∑
j=1

1ui(k + j|k)2R + ρε2(k) (7)

where the first term yi(k + j|k) and yi−1(k + j|k) represent
the output states of the ith and (i-1)th UAV, which are used
to evaluate the system’s tracking performance. The second
term 1ui(k + j|k) represents the control increment of ith
UAV. ∥·∥ represents the Euclidean norm, Qand Rare positive-
definite matrices, Np is the prediction time domain, Nc is
the control time domain, and it satisfies Np ≥ Nc ≥ 1.
ε(k) = [ε1(k) ε2(k)] is a scaling factor that can ensure that
the objective function always has a feasible solution.
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In order to solve the objective function, a new variable is
redefined:

x̃i(k |k ) =

[
x̄ei (k |k )

ui(k − 1 |k )

]
(8)

Then, the corresponding matrix is transformed to obtain a
new state space expression

x̃i(k + 1 |k ) = Ãixi(k |k ) + B̃i1ui(k |k )

yi(k + 1 |k ) = C̃ix̃i(k + 1 |k ) (9)

Subject to

umin(k) + ε1(k)v1min ≤ ui(k) ≤ umax(k) + ε1(k)v1max

1umin(k) + ε2(k)v2min ≤ 1ui(k) ≤ 1umax(k) + ε2(k)v2max

x̃min(k) ≤ x̃i(k) ≤ x̃max(k) (10)

where Ãi =

[
Āi B̄i

0m×n Im

]
, B̃i =

[
B̄i
Im

]
, C̃i = [C1×n, 01×m].

1ui(k) = ui(k |k ) − ui(k − 1 |k ), m represents the dimen-
sionality of the state variables, n represents the dimensional-
ity of the input control variables, v1min and v2min represent
the lower bounds of the scaling factors, and v1max and v2max
represent the upper bounds of the scaling factors.

At the current time k , the corresponding predicted state
sequence is x̃i(k+j |k ), j = 1, 2 . . .Np, the output state can be
obtained based on the previousmoment1ui(k+j |k − 1), j =
1, 2 . . .Nc as,

yi(k + 1 |k ) = C̃iÃix̃i(k) + C̃iB̃i1ui(k)

yi(k + 2 |k ) = C̃iÃ2i x̃i(k) + C̃iÃiB̃i1ui(k)

+ C̃iB̃i1ui(k + 1 |k )
...

yi(k + Np |k ) = C̃iÃ
Np
i x̃i(k) + C̃ÃNp−1B̃1ui(k) + · · ·

+ C̃iÃ
Np−Nc−1
i B̃i1ui(k + Nc − 1 |k ) (11)

In order to simplify the expression, the prediction output is
represented in matrix form:

Yi(k) = 8i(k)x̃i(k |k ) +2i(k)1Ui(k) (12)

where Yi(k) =


yi(k + 1 |k )
yi(k + 2 |k )
...

yi(k + Np |k )

, 8i(k) =


C̃iÃi
C̃iÃ2i
...

C̃iÃ
Np
i

.

The prediction control increment matrices1Ui(k) ∈ RmNc

and 2i(k) ∈ RnNp×mNc is given as follows:

1Ui(k) =


1ui(k |k )
1ui(k + 1 |k )

...

1ui(k + Nc |k )

 ,

2i(k) =



C̃iB̃i 0 0 0
C̃iÃiB̃i C̃iB̃i 0 0

· · · · · ·
. . . · · ·

C̃iÃ
Np−1
i B̃i C̃iÃ

Np−2
i B̃i · · · C̃iB̃i

C̃iÃ
Np
i B̃i C̃iÃ

Np−1
i B̃i · · · C̃iÃiB̃i

...
...

. . .
...

C̃iÃ
Np−1
i B̃ C̃iÃ

Np−2
i B̃i · · · C̃iÃ

Np−Np−1
i B̃i


.

Then, the objective function of optimization can be written
in the following form:

min8i(k)x̃i(k |k ) +2i(k)1Ui(k)2Q +1Ui(k)2R + εTρε

(13)

Subject to

1Umin(k) + ε2(k)v2min

≤ 1Ui(k) ≤ 1Umax(k) + ε2(k)v2max

Umin(k) + ε1(k)v1min ≤ Ui(k) + Ĩ1Ui(k)

≤ Umax(k) + ε1(k)v1max

Ymin(k) ≤ Y (k) ≤ Ymax(k) (14)

where Ĩ =


I 0 · · · 0
I I 0 0

I
...
...
...

I I · · · I

 ∈ RmNc×mNc .

In order to facilitate the solution of dynamic neural net-
works, this optimization problem is further transformed into
a standard quadratic programming problem as follow:

min
[
1Ui(k)
ε(k)

]T
Wi(k)

[
1Ui(k)
ε(k)

]
+ bTi (k)

[
1Ui(k)
ε(k)

]
(15)

Subject to

Ei

[
1Ui(k)
ε(k)

]
≤ ci(k) (16)

where

Wi(k) =

[
2i(k)TQ2i(k) + R 0

0 ρ

]
,

bi(k) = [MT (k)Q2i(k) 0],M (k) = 8(k)x̃i(k),

Ei =


Ĩ −V1max 0

−Ĩ V1min 0
L 0 V2max

−L 0 V2min

 ,

ci(k) =


Umax(k) − Ui(k)
−Umin(k) + Ui(k)

1Umax(k)
−1Umin(k)

 ,

L =


1 0 · · · 0
0 1 · · · 0
...
...
. . .

...

0 0 0 1

 ∈ RmNc×mNc ,Umax
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=


umax
umax
...

umax

 ∈ RmNc

with Ui(k) = 1Nc ⊗ u(k − 1), where 1Nc represents the row
vector of Nc rows with value 1, ⊗ represents the Kronecker
product. Defined ζi(k) = [1Ui(k) ε(k)], the objective func-
tion can then be written in the following form:

min ζTi (k)Wiζi(k) + bTi (k)ζi(k) (17)

s.t. Eiζi(k) ≤ ci(k) (18)

In each control time domain, the control input increment
can be calculated as

1U∗
i (k) = [1u∗

i (k) 1u
∗
i (k + 1) · · ·1u∗

i (k + Nc − 1)]

Finally, the control signal is applied to the system by taking
the first element of the control column as

ui(k) = ui(k − 1) +1u∗
i (k) (19)

B. DYNAMIC NEURAL NETWORK OPTIMIZATION DESIGN
In this subsection, a dynamic neural network is designed
to solve real-time problems of standard quadratic program-
ming with inequality constraints. The proposed network
model considers decision vectors, equality constraints, and
inequality constraints, resulting in a smaller network size
compared to other neural network methods. Additionally,
it does not require nonlinear operations such as matrix mul-
tiplication or inversion, making it easier to implement and
reducing algorithm complexity, thus effectively improving
the real-time performance of the algorithm. Furthermore, the
activation function of the dynamic neural network based on
linear variation inequality is piecewise linear and easy to
implement, which can be used as a strategy for online.

Firstly, according to the duality theory, the primal quadratic
programming problem can be solved by deriving it from its
dual decision variables. Usually, the Lagrange multipliers of
each constraint are defined as the dual decision variables.
Therefore, we can define the dual decision variables ξi and
its upper and lower bounds ξ±

i as,

ξi =

[
ζi
ω

]
, ξ+

i =

[
ζmax
+ω+

]
, ξ−

i =

[
ζmin
−ω−

]
(20)

where ω±
≥ 0, the dual decision variables satisfy the follow-

ing inequalities

(ξi − ξ∗
i )

T(Hiξi + pi) ≥ 0 (21)

where Hi =

[
Wi −ETi
ETi 0

]
, pi =

[
ci

−bi

]
.

According to the duality theorem, the dual decision vari-
ables can be transformed into the following piecewise linear
equalities

Pi�(ξi − (Hiξi + qi)) − ξi = 0 (22)

The piecewise linear activation function Pi�(·) is defined as
follows,

Pi�(ξij) =


ξ−

ij if ξij < ξ−

ij

ξij if ξ
−

ij ≤ ξij ≤ ξ+

ij

ξ+

ij if ξij > ξ+

ij

In order to solve the piecewise linear equations and quadratic
programming problems, we can refer to the neural network
design experience in [25] and design the following neural
network dynamics equation:

ξ̇i = γ (I + HT
i ){P

i
�(ξi − (Hiξi + pi) − ξi)} (23)

where γ is a dynamic parameter, typically a positive value,
used to control the convergence speed of the neural network.
A larger γ leads to faster convergence, but if γ is too large,
it may cause convergence oscillations. The schematic dia-
gram of the dynamic neural network structure is shown in
Figure 3.

FIGURE 3. Block diagram of the dynamic neural network system.

FIGURE 4. Structure of the neural network dynamic system.

After simple matrix and vector operations, the dynamic
neural network can process quadratic programming problems
in real-time and obtain the control input increment. As shown
in Figure 4, ξi represents the output of the neural network cor-
responding to unmanned aerial vehicle i, and 9ik represents
the kth row element of matrix ψi = I + HT

i . Assuming the
dimension of the input vector is k , the network consists of k
vector operation units, k projection operators, k adders, and
k integrators.
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C. DESIGN OF DISTURBANCE COMPENSATION
OBERVER OF
The previous UAV trajectory tracking method utilized model
predictive control combined with dynamic neural network
optimization for optimization. However, external distur-
bances were not taken into account. In this section, a compos-
ite trajectory tracking method is proposed that incorporates a
disturbance compensation observer to suppress disturbances.
Disturbances are considered in the error motion model

x̄ ie(k + 1) = Āix̄ ie(k) + B̄iui(k) + Biddi(k) (24)

According to [26], the disturbance compensation observer
uid can be designed as follows.

uid = K i
d d̂i (25)

where d̂i represents the estimated value of disturbance di, and
K i
d is the disturbance compensation coefficient matrix, which

can be calculated using the following equation,

(Āi + B̄iK i
x)

−1BidK
i
d = −(Āi + B̄iK i

x)
−1Bid (26)

where K i
x is the feedback control coefficient matrix, and d̂i is

computed as follows.

d̂i = zi + Lix̄ei (27)

żi = −LiBid (Zi + Lix̄ei ) − Li(Āix̄ei + B̄iui) (28)

where zi is the auxiliary vector and Li is the observer
coefficient matrix. The corresponding structure is shown in
Figure 5.

FIGURE 5. Disturbance observer.

In the kinematic error model, the inclusion of disturbances
is represented as equation (23). In order to establish the
stability of the closed-loop system, the following assumptions
are made: the disturbances di(k) and ḋi(k) are bounded. Con-
sequently, the disturbance estimation error ed can be obtained
as follows

edi = d̂i(k) − di(k) (29)

ėd =
˙̂di(k) − ḋi(k) = żi + Liẋl − ḋi(k)

= −LBid d̂i(k) − L
(
Āixi + B̄iui

)
+ L

(
Āixl + B̄lui + B̄ldi(k)

)
− ḋl(k)

= −LBddedl − ḋi(k) (30)

Finally, the proposed pseudocode for the UAV trajectory
tracking algorithm combining model predictive control and
neural networks is presented in Table 1.

TABLE 1. Model prediction combined with neural neetwork of UAV
tracking algorithm.

FIGURE 6. Tracking circle.

IV. SIMULATIONS

To verify the feasibility and accuracy of the proposed method
in this paper, simulation analysis is conducted using Matlab

145768 VOLUME 11, 2023



L. Yang et al.: Combined MPC and Dynamic Neural Network-Based UAVs Trajectory Tracking Control

2015b on a PC device with an Intel Core i5-8400@2.80GHz
processor and 8GB of memory. Firstly, the desired trajectory
for the leader UAV is set as trajectory x1 = 500 cos(θ1), y1 =

500 − 500 cos(θ1), with the initial position at the origin.
Simulation analysis is then performed separately for two
scenarios: without considering external disturbances andwith
the inclusion of external disturbances.

A. WITHOUT CONSIDERING DISTURBANCES
Next, simulation parameters are set, and the system con-
straints and their upper and lower bounds are defined. In this
simulation, the running time is 200s, the sampling time is
500ms, the prediction horizon is denoted as Np = 5, the
control horizon is denoted as Nc = 5, the weight coefficient
matrices are Q = 5I ,R = I and ρ = diag {1010}, the upper
and lower bounds of the control input are denoted as umax =

[30, π /4] and umin = −umax, the upper and lower bounds of
the input increment are denoted as 1umax = [5, π /10] and
1umin = −1umax, and the upper and lower bounds of the
scaling factor are denoted as v1max = [0.5, 0.5], v1min =

−v1max, v2max = [0.1, 0.1], v2min = −v2max.

FIGURE 7. Control input without disturbance.

The results of tracking a circular trajectorywithout external
disturbances are shown in Figure 6. In the figure, UAV1
represents the leader UAV following the designed trajectory,
UAV2 follows UAV1, and UAV3 follows UAV2. It can be
observed from the figure that the UAVs track the reference
trajectory under the action of the controller and eventually
maintain stable circular motion according to the reference
trajectory. Figure 7 shows that after a certain period of time,
the velocity control signals converge to stable values. The
stable trajectory tracking can also be observed from Figure 8,
where the state errors converge to zero. Figure 9 describes the
instantaneous state of the neural network at any time k , and
all the state variables of the neural network converge to the
optimal solution within a short period of time. Next, we will
further consider the trajectory tracking performance in the
presence of external disturbances.

FIGURE 8. Tracking error without consider disturbance.

FIGURE 9. Convergent behaviors of the dynamic neural network.

B. CONSIDERING DISTURBANCES
In this simulation, the running time is 200s, the sampling
time is 500ms, the prediction horizon is denoted as Np =

5, the control horizon is denoted as Nc = 5, the weight
coefficient matrices are denoted as Q = 5I ,R = I and
ρ = diag {1010}, the upper and lower bounds of the control
input are denoted as umax = [30, π /4] and umin = −umax, the
upper and lower bounds of the input increment are denoted as
1umax = [5, π /10] and1umin = −1umax, and the upper and
lower bounds of the scaling factor are denoted as v1max =

[0.5, 0.5], v1min = −v1max, v2max = [0.1, 0.1], v2min =

−v2max. The upper and lower bounds of the disturbance are
denoted as dmax = {0.10.1} and dmin = −dmax. The coef-
ficient matrices of the disturbance feedforward compensator
are as follows,

Bid =

 1 0
0 0
0 1

 ,Li =

[
1 0 0
0 0 1

]
,K i

d =

 −5
−5
−5

 .
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The simulation results are shown in Figure 10. It illus-
trates the variations in linear and angular velocities of each
UAV when considering external disturbances. Although the
velocities of the following UAVs initially differ from the
leading UAV, they eventually converge and closely match
the velocity of the leading UAV after some time. Figure 11
displays the changes in the state variable errors of each UAV,
demonstrating that the errors converge to zero eventually.

FIGURE 10. Control input with disturbance.

FIGURE 11. Control input with disturbance.

V. CONCLUSION
This paper proposes a trajectory tracking control algorithm
that combines model predictive control (MPC) with dynamic
neural networks. The kinematic error model for UAV tra-
jectory tracking is established, and the MPC concept is
utilized to transform the trajectory tracking problem into a
computationally tractable standard quadratic programming
problem that can be solved online. Dynamic neural network
methods are employed to solve this optimization problem
within a limited rolling time horizon. Additionally, a dis-
turbance feedforward compensation observer is designed to
overcome the effects of external disturbances. Simulation

results demonstrate that this method reduces computational
complexity, improves operational efficiency, and enables
real-time UAV trajectory tracking.
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