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ABSTRACT Electric motors are the most widely used actuators for converting electrical to mechanical
energy. Stepper motors perform various automated tasks because their position control is accurate. The
operation of these devices at high speeds reduces the time required to perform automated operations.
However, this can create inconveniences such as loss or excess of steps, with a consequent positioning
error. Controlling the motor using a speed profile is the most commonly employed technique for avoiding
this problem. Its generation usually requires hardware with high computing power, such as digital signal
processors or field programmable gate arrays, and algorithms requiring specifications not published in the
motor datasheet. In this study, we implemented an algorithm to simplify the generation of speed profiles.
In the acceleration and deceleration regions, the velocity follows a logarithmic, quasi-linear, quadratic,
or sinusoidal pattern. The algorithm provides position and time arrays. The speed and acceleration can
be calculated in terms of time using numerical derivatives. The simulation results were validated using
two microcontrollers to control a stepper motor programmed on Arduino and Micropython platforms.
Experimental measurements using an encoder, gyroscope, and accelerometer validated the kinematic
response of the stepper motor. These values are in a good agreement with the simulation results.

INDEX TERMS Accelerometer, angular velocity control, gyroscope, kinematics, logarithmic speed profile,
microcontroller, motion planning, residual vibration, speed profile, stepper motor.

I. INTRODUCTION
Motors have been one of the most widely employed
electromechanical actuators for several years. The energetic
transition from fossil fuels to renewable energies provides
them with a relevant role in converting electric power
into mechanical movement in the foreseeable future. Step-
per motors are used extensively in applications requiring
accurate position control, such as bioprinting [1], [2], [3],
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three–dimensional ultrasound imaging systems [4], and
devices for automatic nucleic acid detection [5], among
others. In these devices, the rotation of the shaft occurs
discreetly as a digital signal called a step is applied [6]. The
discrete angular displacement is a constant known as the step
angle.

For several years, the unique characteristics of stepper
motors have been identified, making them attractive for
automation and control applications. For instance, they
do not have mechanical brushes, have fewer mechanical
problems, dissipate heat better than other motors, have a
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high torque-inertia ratio, and are usually inexpensive [7].
In addition, they have full torque at standstill if the coils
are energized [8]. It is easy to control their position with
high accuracy, and for this reason, they are traditionally used
with open–loop control. However, at high speeds, stepper
motors may lose synchronization in the classical open–loop
control [9]. Also, changes in load torque might produce step
loss in control without feedback [10]. Bangji and coworkers
proposed an algorithm for optimizing the open–loop control
of stepper motors [11]. A closed–loop control strategy
that requires a field programmable gate array (FPGA) and
digital signal processor (DSP) improves the motion of
the linear translation stage. The most frequently employed
open–loop control uses a programmable logic controller
(PLC) or a computer to generate pulses [12]. Changes in
the external load of the motor affects negatively its transient
and steady response, by using a variable structure control
(VSC) instead of the open–loop control this problem is
mitigated [13].

The typical architecture for the operation of stepper motors
consists of three blocks: controller, power driver, and stepper
motor [6], [11]. This scheme can function with or without
feedback. One of the most commonly employed strategies for
operating a stepper motor consists of sending pulses with a
PLC and performing other operations with a DSP. However,
Isobe et al. used DSP for pulse generation and control of a
stepper motor [14]. Microcontrollers are another option for
pulse generation, and algorithms, including virtual ramps,
have been used for this purpose [15]. The micro-stepping
technique, in conjunction with an Arduino Mega and a
L6470 driver, helped reduce jerk [16]. Other researchers have
employed inexpensive microcontrollers such as PIC 16F887,
to generate a trapezoidal speed profile [17]. Hardware with
greater computing power as the FPGA helped develop a
trapezoidal and parabolic speed profile for controlling a
DC servo motor, finding that the parabolic profile had
less energy consumption [18]. DSPs are another option for
pulse generation [19]. Microcontrollers have been used in
embedded systems for several years. They have hardware
limitations, but nowadays, some can use 32 or 64-bit words
and clocks of hundreds of MHz at an affordable cost [20].
FPGAs and DSPs offer greater computing power, but their
prices are often much higher than those of microcontrollers,
which are ideal for tasks that do not require much memory or
extensive data processing [20].

Despite the hardware limitations of microcontrollers, these
devices can perform more complex computations, such as
neural networks [21]. Low and mid–level languages, such
as C, C++, Rust, TinyGo, and Micropython are options
for programming microcontrollers [22]. One of the most
popular platforms for accomplishing this task is the Arduino
IDE, which supports simplified versions of the C and C++

languages. Micropython is an interpreter for Python 3 micro-
controllers, that inexperienced or beginner programmers
often use because it is easier to develop programs [22].

Both programming platforms have been tested on several
development boards, such as Espressif Systems ESP32 and
STMicroelectronics’ STM32, to evaluate their performance
when subjected to the same tasks [21], [22], [23]. In the
comparisons, the performance of the same microcontroller
model was better for C than for Micropyhton. For example,
when programming a neural network with 50 inputs, ten
outputs, and 50 hidden nodes, the network execution period
was almost 60 times longer in Micropython than in C [21].
Also, the execution times in Micropython compared to those
of C language were much higher when a board ran the Fast
Fourier Transform (FFT), Cyclic Redundancy Check (CRC),
and Secure Hash Algorithm (SHA) algorithms [22].
The speed of the motor is one of the most relevant kine-

matic parameters because it defines the temporal duration
of the movements. The higher the velocity, the less time
it takes to perform the task. In stepper motors, the speed
is proportional to the frequency and inversely proportional
to the period of digital pulses or steps injected into the
actuator [6], [8], [10], [12], [24]. Displacing the motor at
the maximum speed can cause step loss and, of course,
an error in angular positioning [10], [25], [26]. Additionally,
the torque decreases as the velocity increases [27], [28], [29].
Moving the motor to its maximum speed requires a device
with sufficient power to tolerate the acceleration impulses
that occur at the beginning and end of the movement [30].
If exact positioning is the goal, a velocity profile should
be used [11]. One of the most studied is the trapezoidal,
which occurs in three stages. Initially, the angular velocity
increases linearly until it reaches amaximum value, and in the
intermediate stage, the speed remains constant. In the final
part of the movement, the velocity decreases linearly until
it reaches rest. A digital convolution technique can generate
this profile [31]. Other researchers have used the pulse
width modulation (PWM) technique in a microcontroller to
create this velocity waveform [32]. Strategies for controlling
the linear speed as cascaded proportional and proportional
integral P-PI have been used [33]. Other authors have
proposed a PI controller [34]. Optimization techniques are
used as well with this profile for saving energy [35], and
for reducing residual vibrations [36]. Control of the speed
waveform of various stepper motor profiles requires an
algorithm [37]. The acceleration in the first stage is a positive
constant; later, it is zero. Finally, this variable is a negative
constant. There are moments where the drastic change in
acceleration in the trapezoidal profile generates a significant
jerk with an impulse waveform, which produces unwanted
vibrations [30], [38], [39], [40], [41], [42]. An alternative for
reducing jerk is reached using an S-curve speed profile [10],
[25], [26], [29], [30], [37], [38], [39], [42], [43] or patterns
based on sinusoidal functions [30], [41]. Both profiles
limit this variable, thereby reducing the residual vibrations.
Despite the drawbacks of the trapezoidal speed profile, its use
is widespread because it generates faster angular movements
than other velocity patterns [26], [38].
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Generating the speed profiles proposed in the literature
requires parameters that are unknown in advance for the
generic stepper motors. For example, in the work of Isobe
and colleagues, the end user must input the acceleration
and deceleration rates, which are not reported in most
motor’s datasheets [14]. Other researchers have highlighted
the limitations of using ramp tables in which the timings
for the actuator motion are precalculated [15]. To generate
the S-curve profile, the maximum amplitudes of jerk,
acceleration, and velocity must be known [41]. These values
are not reported on the specifications of most motors.
Therefore, a simplified algorithm for constructing velocity
profiles that requires fewer unknown parameters is desirable.

Gyroscopes are devices mounted on a frame that allow
the angular velocity to be measured when rotated [44].
Microelectromechanical system (MEMS) gyroscopes offer
several advantages over other sensors used for the same
purpose, highlighting their low cost, high accuracy, ease of
integration, and the ability to be manufactured on a large
scale [45], [46]. These devices have the potential to be
applied in various fields, such as image stabilization [47],
movement control of different robots [48], [49], [50], [51],
navigation of unmanned aerial vehicles (UAV) [52], [53],
detection of the state of movement of people [54], self-
stabilization systems [55], [56], and locating the geographic
north [57]. These sensors have been used for various purposes
to measure the electrical motor parameters. For example,
employing a MEMS circuit that detects movement in six axes
of freedom with an accelerometer and a gyroscope model
MPU-6050 of the TDK company Zhang et al. proposed a
method for determining the rotor position of a permanent
magnet synchronous motor (PMSM) [58]. Also, MEMS
gyroscopes can help estimate the angular velocity of different
motors [59], [60], [61].

Imbalances in the forces cause vibrations in the rotating
systems. Sensing them is economical and indicates the
mechanical condition of the systems [62], [63], [64]. It is
possible to identify oscillations by measuring system dis-
placement, velocity, or acceleration [64]. MEMS accelerom-
eters are devices that have undergone several controlled
mechanical tests to characterize their response when exposed
to vibrations [63], [65], [66]; some of their attractiveness is
related to their small dimensions and low cost compared to
those based on the piezoelectric phenomenon [65]. MEMS
accelerometers have great potential for extensive application
in fault detection or diagnostics of bearings and motors [62],
[64], [67], [68], [69], [70], [71], [72], [73], [74], [75],
[76], [77], [78]. There are a variety of reports on MEMS
accelerometers for measuring vibrations. Some of these
include circuits with analog output from the company Analog
Devices such as ADXL335 [16], [63], [64], [65], [72], [73],
[76], ADXL356 [66], ADXL322 [68], and ADXL203 [77];
those of NXP USA Inc., such as MMA6270QT of [62], and
MMA7260Q [43]. Various researchers have also employed
those having digital output, some from Analog Devices:
ADXL345 [16], [63], [65], [67], [74], and ADXL355 [73];

those of NXP which includes the MMA8451Q [75], and
the FXLS8471Q [70]; the LSM6DS3TR of STMicroelec-
tronics [71]; and TDK’s MPU-6050 [63], [65], [78]. One
of the mathematical tools to analyze oscillations consists of
applying to the raw signals of MEMS accelerometers the
discrete Fourier transform (DFT), using the FFT (Fast Fourier
Transform) algorithm [62], [70], [72], [73], [75], [76], [77],
[78]. An application of interest in this work involving these
devices is related to the fact that they allow the estimation of
the residual vibration introduced by the velocity profiles [16],
[25], [29], [43].

This paper presents an algorithm for implementing four-
speed profiles in a stepper motor. Additionally, we simulated
and measured kinematic variables such as position, velocity,
and acceleration associated with the implemented velocity
profiles. Finally, through frequency analysis, we analyzed the
effect of introducing residual vibrations when implementing
the proposed profiles. Some of the main contributions of
this study are that the proposed algorithm for generating
the speed profiles in stepper motors is simple and does
not require devices with high computing power. The input
parameters of the algorithm do not require specifications
that are not accessible in the technical datasheets of the
motors or control drivers, such as prior knowledge of the
magnitudes of the speed ramp or maximum acceleration.
The algorithm can generate velocity profiles through a
logarithmic function, producing faster movements than those
generated by the trapezoidal velocity profile, which is widely
used for this purpose. By employing MEMS inertial devices,
it is possible to measure kinematic variables such as the speed
and angular acceleration of the movement of the motor shaft.
The remainder of this paper is organized as follows. Section II
explains the algorithm used to generate the four–velocity
profiles presented in this study. Section III reviews the
Fourier analysis used to study residual vibrations. Section IV
describes the experimental arrangements and experiments
conducted. Section V briefly explains the implementation in
a microcontroller of the algorithm described in Section II.
Section VI presents the results and discussion. In the
appendices are presented the code of the C variant offered
by the Arduino platform and the one of Micropython for
generating the speed profiles in a microcontroller.

II. TRAJECTORY PLANNING
A. CONSTANT SPEED MOVEMENT
The stepper motor produces angular movement when it
receives a logic level signal with a duty cycle different from
0 % or 100 %, which is known as a step. The simplest way to
control motor movement involves the application of a digital
signal with a fixed period τc in s or a fixed frequency fc in
Hz, which produces a uniform time waveform. The angular
displacement takes the total time tT in s. If the motor goes
from the initial angular position θ0 in degrees to the final
angular position θf in degrees,

tT = Nτs, (1)
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where N is a positive integer corresponding to the total
number of steps obtained by

N = int
(

θf − θ0

θs

)
, (2)

and θs is the step angle given in degrees per step. Rearrang-
ing (2), θf is

θf = θ0 + Nθs. (3)

The motor speed ωs in revolutions per second (rps) is
constant [6], [24], and is given by

ωs =
θs f
360◦

=
θs

360◦ τ
, (4)

where f is the frequency in Hz, and τ is the period in s. The
fastest movement, and therefore the minimum tT from the
initial to the final angular position, is achieved by operating
the motor’s driver at the maximum possible frequency or
at the minimum permitted period. However, some motor
movements require different speed profile strategies. For
example, when the displacement involves liquids or objects
with large inertia [38].

B. SPEED PROFILES
The control speed profiles proposed in this study produce
three main movement stages. This motion is known as the
point-to-point motion [9], [36], [38], [40], [41]. Initially,
the speed increases until it reaches a maximum value,
corresponding to the acceleration phase; the second stage
maintains a constant speed for a specific time. The latter
part of the movement reduces the velocity, and the motor
shaft decelerates until it reaches the rest. S-curve speed
profiles involve up to seven different dynamic stages, with
changes in the concavity of the velocity profile, but they
still follow the sequence of acceleration, constant speed, and
deceleration [38].

The velocity profile varies between two extreme values,
ωmax andωmin, corresponding to the maximum andminimum
angular speeds, respectively. According to (4), ωmax is
reached when the controller operates at its maximum
frequency fmax , or with minimum period τmin. Otherwise, the
minimum frequency fmin, associated with τmax yields ωmin.
Considering an initial angle θ0 = 0◦, the profile generation

requires some parameters, such as the angular movement
direction, pulses or steps per revolution spr of the motor’s
power driver, final angular position θf in degrees, maximum
period τmax in µs, minimum time duration τmin in µs,
integer number of steps corresponding to the acceleration or
deceleration pN and waveform type. Evidently, 2pN ≤ N and
the generated profile is symmetrical.

The algorithm for generating any of the four-speed profiles
is summarized as follows:

1) Calculate the integer N rewriting (2) in terms of spr as
N = int

(
(spr/360) × θf

)
.

2) Obtain fmax , and fmin, with τmin, and τmax , respectively.
The units of both frequencies are in Hz. Therefore, the
above periods require the conversion to seconds.

3) Obtain the discrete ith frequency f [i] using one of the
equations from (5) to (8) to select the desired profile.

4) Considering a 50 % duty cycle input signal, calculate
τ/2[i] with the equation τ/2[i] = 1/2f [i]. The ith

half–period must be an integer in µs.
5) Keep in high logic state the microcontroller by τ/2[i]µs,

switch to low the step signal the same time.
6) Repeat the steps from 3 to 5, until i = N .

1) LINEAR

ft [i] =


a0 · (i− 1) + fmin, for 1 ≤ i ≤ pN
fmax , for pN < i < (N − pN )
a1 · (i− N ) + fmin, for (N − pN ) ≤ i ≤ N ,

(5)

where ao =

(
fmax−fmin
pN−1

)
, and a1 =

(
fmin−fmax

pN

)
.

2) QUADRATIC

fq[i] =


a2i2 + a3, for 1 ≤ i ≤ pN
fmax , for pN < i < (N − pN )
a4(i− N )2 + fmin, for (N − pN ) ≤ i ≤ N ,

(6)

where a2 =
fmax−fmin
p2N−1

, a3 = fmin − a2, and a4 =
fmax−fmin

p2N
.

3) SINUSOIDAL

fs[i] =


a5 cos

(
π (i− 1)
pN − 1

)
+ a6, 1 ≤ i ≤ pN

fmax , for pN < i < (N − pN )

a5 cos
(
π (i− N )

pN

)
+ a6, for (N − pN ) ≤ i ≤ N ,

(7)

where a5 =
fmin−fmax

2 , and a6 =
fmax+fmin

2 .

4) LOGARITHMIC

flog[i] =


a7 ln (i) + fmin, 1 ≤ i ≤ pN
fmax , for pN < i < (N − pN )
a8 ln (−i+ N + 1) + fmin,
for (N − pN ) ≤ i ≤ N ,

(8)

where a7 =
fmax−fmin
ln (pN )

, and a8 =
fmax−fmin
ln (pN+1) .

In a stepper motor the discrete angular position θ[i] in
degrees at the ith step is given by

θ[i] = θ0 + iθs = θ0 + i×
360
spr

. (9)

The algorithm produces τ [i] ̸= τ [i − 1] during the
acceleration and deceleration movement stages, where τ [i]
corresponds to the discrete ith period. The above condition
satisfies the requirement for generating non–uniform time
increments to modify the speed of the motor [8], [9], [12],
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[14], [32], [37]. The microcontroller does not require saving
the value of any τ [i] obtained in the Step 4 of the algorithm to
generate the desired profile. However, saving these individual
magnitudes and their accumulation creates a discrete time
array t[i], which, in combination with (9), helps to compute
the t vs. θ curve of the angular movement. The first and
second numerical derivatives of the above curves are the
angular speed ω and angular acceleration α, respectively.

III. FOURIER ANALYSIS
It has been well known for decades that the FFT algorithm
is a mathematical tool that efficiently computes the Discrete
Fourier Transform (DFT) [79]. The FFT algorithm was
applied to the acceleration data to explore the effect of
moving a rotation stage with the velocity profiles proposed
in this study. From the sampled signal x[n], the DFT X [k]
[80], is given as

X [k] =

NF∑
n=1

x[n]e−jk
2πn
NF , k = 1, . . . ,NF , (10)

where NF denotes the total number of data points. Due to
aliasing, the maximum frequency is resolved from the signal
x[n] with n = 1, . . . ,NF is fF [k = NF/2] = fs/2 = 1/2ts, where
fs is the sampling rate in Hz, and ts is the sampling time in
s; considering that the individual times are equidistant from
each other. Each of the Fourier coefficientsX [k] given by (10)
has a discrete frequency [81], given by

fF [k] =
kfs
NF

=
k

NF ts
, (11)

where k = 1, . . . , NF2 .
The frequency composition of the acceleration Fourier

spectrum is strongly correlated with the jerk . It has a greater
magnitude when the system increases its speed [16].

When studying vibrations, the Power Spectral Density
(PSD) has advantages over the FFT for frequency analy-
sis [82]. The discrete PSD S[k] is given by

S[k] = lim
NF→∞

2|X [k]|2

NF
, k = 1, . . . ,

NF
2

. (12)

IV. EXPERIMENTAL SETUP
The experimental setup consisted of three arrangements.
The first experiment had the objective of validating (4)
in stepper motors because it is the basis for generating
the proposed speed profiles. In addition, this setup served
to obtain experimental data from an encoder attached to
the motor shaft to obtain the curves θ vs. t for different
velocity waveforms. The second configuration used aMEMS
gyroscope to perform the experimental measurement of ω

of a rotation stage subjected to four-velocity profiles. The
last experiment involved a MEMS accelerometer fixed to a
mechanical rod attached to the central axis of the rotation
stage to measure the tangential acceleration at and the
temporal variations in the vertical acceleration due to the
residual vibrations introduced by the four velocity profiles.

FIGURE 1. Block diagram of the first experimental setup.

FIGURE 2. First experimental setup.

FIGURE 3. Block diagram of the second experimental setup.

A. FIRST EXPERIMENTAL ARRANGEMENT
Equation (4) describes motion with a constant angular
velocity. Therefore, keeping θs constant and varying f , the
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FIGURE 4. Second experimental setup.

FIGURE 5. Third experimental setup.

FIGURE 6. Flowchart of the algorithm.

relationship between ω and f is expected to exhibit a linear
behavior. The first experiment involved applying 100 digital

pulses with a duty cycle of 50 % and a fixed frequency to
the motor. The speed was calculated indirectly by recording
the response provided by the optical encoder. This device has
a digital output that changes the logical state when its axis
rotates; each logical transition having two rising edges and
two falling edges corresponds to a pulse of the encoder and,
of course, to its discrete angular movement. The calculation
of the angular velocity once the optical sensor signal is
recorded requires the determination of the total number of
pulses Ne generated by the encoder and the measurement of
the time difference between the last and first pulses 1te. The
axis speed of the position sensor ωe in degrees per second,
calculated using these variables is as follows:

ωe =
Neθse
1te

, (13)

where θse is the angle per step of the encoder in degrees per
step. For example, if the resolution of the optical position
sensor is 2500 steps per revolution, θse = 360/2500. Varying
the pulse frequency received by the motor and repeating the
procedure described above gives the relationship between ω

and f . Considering the tight coupling between the encoder
and motor shafts, both move at the same speed.

The same experimental arrangement also serves to obtain
the values of θ [i] and t[i] originated from the application
of the velocity profiles described by (5) to (8). The motor
fulfills with (3), in the same way the encoder shaft has the ith

position given by θe[i] = iθse, if θ0 = 0. The discrete–time of
the encoder te[i] is obtained bymeasuring the duration of each
pulse of the signal generated by the optical sensor. If θse ≤ θs,
then θ [i] and t[i] of the motor are described by θe[i] and te[i].
Fig. 1 shows the block diagram of the first experimental

arrangement. The first component in this figure consists
of a microcontroller. The experiments with the Arduino
platform involved the Teensy 4.0 development board of the
PJCR company, which offers much higher performance than
other boards of the Arduino organization, such as Uno and
Mega. In Micropython, Raspberry Pi Pico board was chosen.
Experiments to generate the velocity profiles described
by (5)–(8) involved both devices. In both microcontrollers,
the general purpose input/output (GPIO) works with a high
logic level of 3.3 V. This is unsuitable for the motor power
controller used in the experiments. The DM556 stepper driver
operates at 5 V; for this reason, there is an intermediate device
between both blocks, which is a bi-directional logic converter
module which raises to 5 V the voltage level of the pulses
generated by the GPIO of the microcontrollers. DM556 has
switches that adjust the maximum operating current and
motor handling with the microstepping technique [16], [29],
[83]. In essence, this driver receives two logical signals that
define both the direction of rotation and pulses for moving
the motor. It also has two outputs for the two coils that the
generic stepper motors have. The final block corresponds
to the encoder. The one used in this experiment was E6B2-
CWZ6C of the OMROM brand, which has outputs A, B, and
Z. It can be powered from 5 to 24 VDC, and with a resolution
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of 2500 steps per revolution. With an oscilloscope, and their
respective pull-up resistors, it is possible to record outputs
A and B of the optical sensor. The first experiment involved
two generic stepper motors, NEMA 17 and NEMA 23.
The remaining experiments only involved the NEMA 17
motor.

Fig. 2 shows a photograph of the elements used in the first
experimental setup. It displays the NEMA17 motor, joined
with a flexible shaft coupler to the E6B2-CWZ6C encoder; its
outputs A and B required a pull-up resistor, whose magnitude
in this experiment was 10 k�. The oscilloscope SIGLENT
model SDS 1202X-E with a bandwidth of 200 MHz recorded
signals A and B from the encoder operated at 5 V, generated
by a power source. The DM556 motor driver received 5 V
pulses from the bidirectional logic converter, whose inputs
were the 3.3 V signals generated with the Teensy 4.0 board
programmed by a computer. The motor driver operated
at 24 V provided by the power supply MEAN WELL model
LRS-350-24.

B. SECOND EXPERIMENTAL ARRANGEMENT
The second experimental arrangement was designed to
measure the temporal evolution ofω when applying the speed
profiles given by (5)–(8) in the rotation stage. The velocity
sensor is a MEMS gyroscope. Fig. 3 shows a block diagram
of the main elements used to determine ω. As stated, C offers
better execution times than Micropython [22]. Thus, the first
block involved a Teensy 4 board programmed using the
Arduino IDE. The rotation stage depicted by the fourth block
receives power from the NEMA 17 motor, which requires a
driver to control it. The device employed in the third block
was the FDE540 (FEREME). The second block refers to
the voltage converter required to drive the FDE540. The
rotation stage RTS9060 from Colibri Technologies Company
used in this experiment has a mechanical reduction of 100:1.
When the motor rotates 100 revolutions, the stage does
one.

The gyroscope used in this experiment was a module
based on theMPU6050 integrated circuit, which combines an
accelerometer and a gyroscope, both of which can measure
along three axes. Therefore, the MPU6050 has six degrees
of freedom (DoF). The device communicates using the eye-
squared-C (I2C) protocol. The gyroscope measures ω by
using the Coriolis effect. In this experiment, the sensor was
firmly attached to the rotation stage with the +z or yaw axis
aligned vertically. This axis coincided with the rotation axis
of the RTS9060. Thus, by measuring ω in +z, the angular
speed for each velocity profile can be determined.

Fig. 4 shows the second experimental setup. By installing
the Adafruit company library on microcontroller 2,
MPU6050 transfers the angular velocity values to the
computer. Fig. 4 also shows the alignment of the MEMS
gyroscope with the rotation axis of the stage and the other
elements used to generate the speed profile in the rotation
stage.

C. THIRD EXPERIMENTAL ARRANGEMENT
The kinematic variables used to describe the movement of
an object include its position, speed, and acceleration. The
previous experiments aimed to measure the first two vari-
ables. The last experiment aimed to measure the accelerations
generated by the different velocity profiles. UsingMPU6050,
we measured at [84], which is given by

at = r
dω

dt
= rα, (14)

where r is the radius. The dependence of (14) with r implies
that the sensor should not be placed in the center of the
rotation stage as in the previous experiment. For this reason,
we fixed a 48 cm-long bar at the center of the base, and at
the end, we placed a MEMS accelerometer. Fig. 5 shows the
third experimental setup with the elements for generating the
speed profiles in the rotation stage and microcontroller 2 for
recording the acceleration data. With MPU6050, we obtained
the measurements of at (corresponding to the +y axis shown
in fig. 5) and the acceleration of the vertical direction az
(corresponding to the +z axis shown in fig. 5). at gives
α trough (14), and az is related to the residual vibrations
introduced by the different speed profiles. The oscillations
caused by the sudden variation of α negatively affects the
angular motion [30], [38], [39], [40], [41], [42].

V. SOFTWARE IMPLEMENTATION
Fig. 6 shows the flowchart of the proposed algorithm.
It displays the inputs required for the generation of the
speed profile. After setting the parameters, the time that the
microcontroller will be in the high and low states is calculated
using (5), (6), (7), or (8). The algorithm is stopped when
i = N . The implementation of the algorithm in the Arduino
platform and in Micropython is described below.

A. ARDUINO PLATFORM
The generation of the speed profiles is based on the SpeedMo-
torProfile class, which is shown in Appendix A.When loaded
into the microcontroller, its initialization requires two digital
outputs, one intended to control the direction of movement,
either clockwise or counterclockwise, and the other to inject
the step signals into the motor’s driver. The first method of the
class, called steps, obtains the total number of steps N , their
parameters are the final angle θf , and the steps per revolution
of the motor’s driver. Four methods are used to define the
speed waveform. The parameters of these methods are N , pN
corresponding to the number of steps in which acceleration
and deceleration occur. Considering a symmetrical speed
profile, the minimum period τmin which is related to the
maximum frequency through the equation τmin = 1/fmax , the
maximum period obtained utilizing τmax = 1/fmin, and the
direction of rotation defined by the values of 0, and 1.
The program assumes that if N < 20, the motor rotates
at ωmin.
The following code corresponds to an example for

executing the algorithm in the Arduino IDE. This code calls
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FIGURE 7. Simulations of position, speed, acceleration, and jerk in terms of time based on the computation of (5) to (8).

FIGURE 8. Angular speed versus frequency and period for the NEMA 17 and the NEMA 23 stepper motors.

the SpeedMotorProfile class to produce a single angular
movement of 27◦ with a logarithmic speed profile, having

a maximum period of 4000 µs and a minimum of 1500 µs,
considering that the motor driver operates at 1600 revolutions
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FIGURE 9. Waveforms of optical encoder when driving a stepper motor at the periods 4000 and 300 µs. In this experiment
θse = 0.144 degrees per step and θs = 0.225 degrees per step.

FIGURE 10. Experimental data and simulations of angular position versus time based on the computation of (5)
to (8).

per step and that 20 % of N , corresponds to the value of pN .
This example considers that digital output 18 controls the

motor’s direction, and output 19 sends pulses to the motor’s
driver.
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FIGURE 11. Experimental and simulated angular speed profile based on the computation of (5)
to (8).

FIGURE 12. Experimental and simulated angular speed based on the computation of (5) to (8).
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B. MICROPYTHON
The following code repeats the same operation explained in
the previous section but forMicropython. The only difference
is that the output pin controlling the motor’s direction now
corresponds to terminal 26, and the steps injected into the
motor’s driver originate from pin 27.

The Appendix B shows the SpeedMotorProfile class
written in Micropython.

VI. RESULTS AND DISCUSSION
A. SIMULATION
Computational simulation is a tool that provides information
of interest to the object of study without conducting experi-
ments, thereby saving time. For this reason, we simulated θ ,
ω, α, and jerk in terms of time using the proposed algorithm.
The parameters used to generate fig. 7 are listed in Table 1.
The graph of θ versus t shows that the logarithmic profile
is the fastest to reach a final position of 27◦, followed by the
linear and sinusoidal profiles. The longest time required to
reach a final position corresponds to the profile generated by
using the quadratic function. The logarithmic profile reduces
almost 10 % of the time to reach the final position compared

with the linear profile and approximately 18 % compared
with the quadratic profile. fig. 7 shows the three stages of
movement, where the position in terms of time is nonlinear
during the acceleration and deceleration phases, and a straight
line is generated when the motor travels at a constant
velocity.

The algorithm generates the values of θ [i] and t[i]. Starting
from these values and performing the numerical derivative
using the gradient function of the NumPy package of Python,
we obtained ω versus t[i]. α and jerk were obtained by
performing further numerical derivatives.

Fig. 7 shows a plot of angular velocity. The profile
obtained using the linear equation did not generate a perfectly
straight line. This phenomenon is related to the fact that
the values of τ [i] owing to hardware constraints can only
be integer multiples of one microsecond. Because f = 1/τ,
the frequency, and consequently, the velocity does not have
an infinite resolution. Both variables become discrete, based
on the truncated value of τ [i]. The numeric derivative causes
the initial velocity points of all the profiles to not match.
The graphs for the quadratic, sinusoidal, and logarithmic
functions follow the expected waveform governed by (6)
to (8), respectively.

Fig. 7 shows a graph of α in terms of the time associated
with the different velocity profiles. A visual inspection
revealed that the acceleration of the profile generated using
the linear equation did not follow a step function. Initially,
the acceleration gradually increases and descends to the
constant velocity region less abruptly than the theory predicts
for a trapezoidal profile. The behavior in the acceleration
stage is similar to that presented in the deceleration stage;
they would almost match if any of the graphs in these two
stages suffered a reflection along the x–axis and then another
along the y–axis. The acceleration generated by the quadratic
equation has a greater amplitude. The smoothest α function
corresponded to the profile calculated using the sinusoidal
equation.

Abrupt changes in the amplitude of the acceleration or
deceleration profile are sources of residual vibrations [38].
The α waveform corresponding to the logarithmic profile in
the first phase of the movement exhibited rapid changes in
acceleration at the beginning and near the region where the
motor travels at a constant speed. α of the quadratic profile
starts varying smoothly, but near the zone of constant velocity,
it undergoes abrupt changes in acceleration compared with
the other α profiles. This behavior influences jerk and
generates more residual vibrations. Applying a sinusoidal
waveform with smooth acceleration enhances the durability
and maintenance of the motors, if that is the goal.

Fig. 7 also shows jerk in terms of t . The temporal evolution
of this variable, generated by using a sinusoidal equation
has a smoother waveform. The plots produced with the other
equations exhibit peaks resembling an impulse function, with
the greater amplitude shown for the waveform created by
using (6). Despite the rapid speed change for the curve
obtained by using (8), its amplitude is not as pronounced.
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FIGURE 13. Time and frequency domain waveforms of the vertical acceleration based on the computation of (5)
to (8).

TABLE 1. Simulation parameters.

jerk exhibits the expected behavior, because both the
sinusoidal waveform for α and its related jerk are smooth.
In the quadratic profile, the jerk amplitude is significant in the
regions where the motor moves from acceleration to constant
speed and from this regime to deceleration. Modifying the
quadratic speed profile by adding another function before the
constant velocity phase might mitigate this problem.

B. ANGULAR SPEED VERSUS FREQUENCY AND PERIOD
Fig. 8 shows the data from the first experiment. In a
wide frequency range from 165 to 625 Hz, the behavior
described by (4) agrees with the experimental measurements.
No significant deviation exists in the linear relationship
between the angular velocity and step frequency for any
of the tested motors. The two microcontrollers used in the
tests exhibited essentially the same responses. At higher
frequencies of approximately 1000 Hz, the experimental data
no longer followed a linear behavior, for the reasons we will
explain in the next paragraph. The second plot in fig. 8 shows
an inversely proportional relationship between ω and τ .
For this reason, the velocity profiles generated with (5)–(8)
use the frequency rather than the period as an independent
variable.

Fig. 9 shows the waveforms of the two readings made
with the encoder when the motor received pulses of two
different periods τ = 4000 µs, and τ = 300 µs. In this
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TABLE 2. Simulation parameters for getting the speed profiles.

experiment the step angle for the motor and optical sensor
were θs = 360◦

/1600 and θse = 360◦

/2500, respectively. The
condition θse < θs ensured that the optical sensor had a
better angular position resolution than that associated with
the motor. Under ideal circumstances the application of
N = 100 pulses to the motor according to (3) should produce
θf = 45/2 degrees and the pulses generated for the encoder
should be Ne = int (625/4). Depending on the initial position
of the encoder, the oscilloscope waveform consists of 156 or
157 steps. At τ = 4000 µs, the signal contained 157 pulses.
With the control signal having τ = 300 µs, the oscilloscope
waveform registered 163 steps, generating an inaccurate
angular displacement of the motor of 0.864 degrees. The
second plot in Fig. 9 shows the excess steps and their temporal
distortion. The oscillograph with τ = 4000 µs in a portion of
it exhibited temporal uniformity in the region related to the
logical level transitions, as opposed to the other waveform
for the signal of τ = 300 µs where the duration of the steps
of the encoder varied for the last pulses. This oscilloscope’s
signal exhibited temporal uniformity at the beginning, which
implies that the hardware can operate at that speed; however
the motor’s inertia becomes a problem. Introducing a speed
profile helps reduce the angular positioning errors owing to
excessive step generation.

C. ANGULAR POSITION IN TERMS OF TIME
Fig. 10 shows the measurements of θ versus t obtained
with the experimental arrangement represented in fig. 1
and its simulation using the parameters listed in Table 1.
The experimental data were very similar to those of the
simulation. The four graphs show that the microcontroller
programmed with Micropython took longer time to reach
the final position than that controlled with the variant of
the C language of the Arduino platform. This result is
not surprising because Micropython is slower than C [22].
As in the simulation shown previously, the waveform with
the shortest duration was generated from the logarithmic
equation, and the waveform produced through the quadratic
function required the longest time to reach θf .

D. SPEED PROFILES
Verifying that the algorithm generates the proposed speed
profiles is one of the most relevant aspects of this study.
Fig. 11 shows the plots of ω in terms of t for the simulated
waveforms and the data measured using the gyroscope

TABLE 3. Configuration parameters for the gyroscope MPU6050.

TABLE 4. Simulation parameters for getting the angular acceleration
curves.

MPU6050. The experiment used the setup shown in fig. 3.
The curves in the figure were normalized to favor a
straightforward visual comparison. We did not calibrate the
gyroscope, and it provided a reading of−0.03 deg/s when the
rotation stage was at rest. For this reason, some experimental
points had negative values. Table 2 lists the parameters used
in the simulations. The magnitude of θs displayed in this
table considered the 100:1 reduction of the rotation stage.
We used Adafruit’s library for the Arduino to configure the
MPU6050 module. Table 3 lists the parameters used in the
experiment; ts denotes the sampling time. Without exception,
the experimental profiles had a longer duration than that
predicted by the simulation, a situation due to the delay times
introduced in the operations carried out with hardware and
software. In the experiment, the rotation stage started at rest,
contrary to the behavior of the simulated speed starting at
ωmin. For this reason, we see an increase in the velocity from
zero to ωmax at the leading edge and reaching rest at the
trailing edge in the experimental curves.

The logarithmic velocity profile was the fastest, and the
quadratic profile was the slowest. There is a reasonable agree-
ment between the experimental curves and the simulation
results. However, on the leading edge, they exhibit a curvature
that does not predict the simulation having sharp edges. In the
experiments, we found a trade-off: reducing the magnitude of
the gyroscope filter bandwidth produced smoother curves, but
simultaneously introduced a distortion in the speed profile.
Additionally, we did not estimate the error introduced by the
drift inherent to these devices [46], [85], which may have
modified the appearance of the experimental curve.

E. ANGULAR ACCELERATION
Fig. 12 shows α in terms t for a simulation with the
parameters given in Table 4, and the experimental values
of at (+x–axis) measured with the accelerometer MPU6050
configured with the parameters shown in Table 5. The
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TABLE 5. Configuration parameters for the accelerometer MPU6050.

TABLE 6. Speed profile parameters for generating residual vibration.

TABLE 7. Magnitudes of average and standard deviation for the vertical
acceleration.

experiment required the setup described in Fig. 5. The
values of α and at were normalized for easy comparison by
visual inspection. The simulation of α has low amplitude
noise owing to the truncation of τ [i] explained above. The
experimental data in the acceleration region were very similar
to the simulated waveforms for α. However, there is noise in
the signals, most likely due to residual vibrations, which will
be discussed later. The effects of introducing non-sharp edges
in the data previously observed in the experimental velocity
profiles are also observed mainly in the profile generated
by using the linear equation. This behavior occurs in the
region where the acceleration decreases until reaching the
constant velocity zone. The acceleration function obtained
using the sinusoidal equation was the smoothest; however
when the rotation stage almost reached rest, the residual
vibration distorted the waveform.

F. RESIDUAL VIBRATION
The setup shown in Fig. 5 was used to study the residual
vibration. Table 6 lists the parameters used to generate the
velocity profiles. Table 5 lists the accelerometer configu-
ration. Fig. 13 shows for each of the velocity profiles ten
time-domain acceleration waveforms measured along the
vertical direction (z–axis of Fig. 5). Fig. 13 also shows the
spectral power density for the previous ten curves calculated
using the SciPy package for Python, occupying Welch’s
method. During this experiment, it was possible to capture

the transient behavior of the acceleration of the vertical
acceleration az because the sampling period was minor,
by a few orders of magnitude compared to the motor’s
movement duration. The first target speed of the profile is
small but not zero; when the movement starts, the amplitude
of az in the time domain changes as soon as the speed
profile is generated, exhibiting the first significant peak. The
second prominent peak occurred when the deceleration phase
began. The occurrence of this behavior was corroborated
by comparing the data for at and az, which were obtained
simultaneously. As soon as the rotation stage reached rest, az
remained constant. The baseline of the vertical acceleration
in the time domain was approximately 10.04 m/s2 because
the acceleration of gravity g was present in that direction.
Table 7 shows the values for the average and standard
deviation σ of az for the ten waveforms in the time
domain and for each of the speed profiles generated by
using (6) to (8). The average varied from approximately
10.038 to 10.045 m/s2. The standard deviation changed
from approximately 0.022 to 0.088 m/s2, and the sinusoidal
velocity profile had the smallest value. The magnitude of
this variable was approximately 1.13, 1.18, and 4 times
more significant for the linear, quadratic, and logarithmic
profiles, respectively, compared to σ of the sinusoidal profile.
Therefore, the logarithmic profile introduced more residual
vibrations than the sinusoidal waveform. Fig. 13 shows the
insets of the histograms of the waveforms related to the
experimental data in the time domain. The plot for each of
the speed profiles consisted of ten time-domain acceleration
waveforms, and any single waveform had 180 values of
az. Multiplying both variables gives 1800 values of az,
which were the ones used to generate the histogram. The
insets include the Gaussian envelope curve calculated using
the mean and the standard deviation of the 1800 values. The
number of bins used for the histogram generation was 40. The
histograms exhibit symmetry with respect to the central value
(mean), and they approximate the Gaussian envelope to some
extent, confirming that the residual vibration introduced by
jerk has a strong random component. None of the velocity
profiles generated one or more dominant frequencies in the
frequency domain. The PSD had higher amplitudes in the
40 to 50 Hz region than in other frequencies in the linear,
quadratic, and logarithmic profiles. The logarithmic profile
generated a PSD with a large amplitude that was distributed
along various frequency regions. Thus, the residual vibrations
were random. The PSD also suggests that randomness
dominates the vertical acceleration behavior.

G. SPEED PROFILES ADVANTAGES AND DISADVANTAGES
A comparison between the generation of the linear, quadratic,
sinusoidal, and logarithmic profiles under the same condi-
tions of θf , θs, fmax , fmin, and PN shown in Table 1 reveals
some relevant points. The logarithmic was approximately
10 %, 12 %, and 18 % faster than the linear, sinusoidal,
and quadratic, respectively. When several movements are
involved in an automated task, this reduction in time is an
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advantage. However, the choice of the speed profile not only
depends on its duration. Other aspects, such as the nature
of the mechanical system and the type of the transported
material should be considered. For example, when moving
liquids that do not have to be spilled, the best option is a
sinusoidal profile, which is faster than the parabolic profile
and slightly slower than the linear one, but with an angular
acceleration that temporally evolves much more smoothly,
which introduces fewer residual vibrations.

VII. CONCLUSION
In this study, we presented an algorithm for calculating
angular position values in terms of time, which led to the gen-
eration of a quasi-linear, quadratic, sinusoidal, or logarithmic
velocity profile in the regions of acceleration or deceleration
when applied to a stepper motor.

The values of the position versus time can be derived
numerically to obtain the angular velocity and acceleration
curves in terms of time. Knowledge of the kinematic variables
through simulation would allow the design of angular
movements without the need to conduct experiments with a
consequent saving in time.

The algorithm requires few resources and is suitable for
devices with limited computing power, such as microcon-
trollers. In this study, we used the Arduino and Micropython
platforms for the programming. The codes for the microcon-
trollers are presented in the appendices.

The algorithm uses an equation related to the proportional-
ity between the motor’s angular velocity and the frequency of
the pulses as a starting point. Therefore, we experimentally
characterized this relationship with two bipolar stepper
motors, NEMA 17 and NEMA 23. The data exhibit linear
behavior for frequencies below 700 Hz. Operating the motors
at higher frequencies can cause errors in angular positioning.
Therefore, it is advisable to use a speed profile.

The angular position in terms of the time generated by the
algorithm, is very similar to the measurements made using an
optical encoder.

We applied the velocity profiles to the rotation stage. In this
mechanical device, the simulated speed profiles approximate
the angular velocity measurements of the MEMS gyroscope.

Applying a logarithmic velocity profile can produce
significant time savings in complex automation tasks that
involve multiple angular movements. For example, when
velocity profiles are generated with the parameters shown in
Table 1, a time reduction of approximately 10 % for linear
and approximately 18 % for quadratic is achieved.

We measured at and az with an MPU6050 MEMS
accelerometer using a fixed bar at the base of the rotation
stage. The tangential acceleration approximated the time
evolution of α obtained through the simulation. The vertical
acceleration shifted from its baseline of approximately
10.04 m/s2 during the application of the velocity profiles
owing to residual vibration. The standard deviation of az for
the logarithmic profile in the time domain was four 4 larger
than the σ of the sinusoidal profile. Therefore, the former

introduced more residual vibrations than the latter. Analysis
of the frequency domain through PSD indicated that the noise
was mainly random.

APPENDIX A
HEADER AND CLASS FILES FOR GENERATING THE SPEED
PROFILES
This appendix shows the header file for the class SpeedMo-
torProfile and the.cpp source file written with the C variant
of the Arduino platform, aimed at generating the velocity
profiles.

A. HEADER FILE

B. SOURCE FILE
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APPENDIX B
MICROPYTHON CLASS FOR GENERATING THE SPEED
PROFILES
This appendix shows the code of the class SpeedMotorProfile
written in Micropython, aimed at generating the velocity
waveforms.
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