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ABSTRACT Underwater Animal Identification and Classification is gaining significant importance in
recent times due to the growing demand for ecological surveillance and biodiversity monitoring. Classical
Deep learning techniques have been prominently used for these tasks, but due to the live capture of
animals in complex environments, a limited sea-animal image dataset, and the complex topography of the
seafloor, particularly in shallow waters, sediments, reefs, submarine ridges, and ship radiation, the efficacy
of identification and classification is still a bottleneck for several researchers. In this paper, three hybrid
Classical-Quantum neural networks ResNet50-QCNN, ResNetl18-QCNN and InceptionV3-QCNN have
been proposed for underwater quantum-classical Animal Identification and Classification. It significantly
lessens the complexity of classical computer processing data by using quantum devices to minimize
dimension and denoise datasets. The numerical simulation results demonstrate that the quantum algorithm
is capable of effective dimensionality reduction and an improvement in classification accuracy. The hybrid
approach offers polynomial acceleration in dimension reduction beyond classical techniques, even when
quantum data is read out classically. The three hybrid models, viz., ResNet50-QCNN, ResNet18-QCNN, and
InceptionV3-QCNN, displayed classification test accuracy of 88%, 80.29%, and 70%, respectively, revealing
that ResNet50-QCNN performed best in identifying and classifying underwater animals.

INDEX TERMS Hybrid quantum circuit, Inceptionv3-QCNN, Resnet50-QCNN, ResNet18-QCNN,
sea-animal image dataset.

I. INTRODUCTION a great deal more work has to be put into acquiring baseline

Seawater covers the majority of the planet’s surface, although
most of its volume and expected seabed are still unexplored.
This is mostly a result of the unique features of the ocean
environment, which make it unfriendly to people and provide
practical obstacles to its exploration. These features include
high pressure, low temperature, and the absence of light.
However, it is now possible to dive in almost any area of the
deep marine ecosystem because of advancements in robotic
platforms and sensor technology [1]. Therefore, to support
realistic and scientifically supported management practices,
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knowledge about marine ecosystems in terms of species and
the features of their habitats [2]. The last 20 years have
seen an increase in underwater imaging capabilities due to
the development of High-Definition (HD) optics and the
introduction of low-light technology, which, when combined
with acoustic multi-beam cameras, currently allow for night
vision. With the development of high-definition (HD) optics
and the introduction of low-light equipment over the past
20 years, underwater imaging assets have increased and are
currently capable of seeing in the dark thanks to acous-
tic multi-beam cameras [3]. For the extended and ongoing
monitoring of marine biodiversity in any other operational
scenario, the automation of image capture and processing for
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animal tracking before classification is relevant [4], [5]. Even
though higher-quality HD outputs can now be obtained with
the use of improved imaging technologies, pre-processing is
almost always required because of the significant environ-
mental variability [6]. While the bottom is static and almost
completely devoid of details in controlled laboratory envi-
ronments, images are acquired in uncontrolled field settings,
such as the seas, with variable environmental lighting or
artificial lighting for coastal to deep-sea applications, floating
particles, and variable substrates as background [7], [8], [9].
The identification and tracking of animals within the Field
of Views (FOVs) and the extraction of their morphological
features for classification are made more difficult by this
variability [10].

Pre-processing of images is necessary to enhance the
detection and posterior classification of animals. With
increased interest in the field of image classification in
the deep learning domain, many algorithms and methods
have been introduced to effectively classify objects. Image
classification has been widely applied to versatile domains.
Recently, underwater image classification has given a new
path to exploring the domain of computer vision. How-
ever, due to the complexity of the underwater environment,
underwater photography exhibits edge and detail deteriora-
tion, poor contrast between target and background, and noise
pollution [11]. Artificial Intelligence (AI) is increasingly
employing Machine Learning (ML) techniques, including
applications in medicine [12], [13], agriculture [14], indus-
try [15], and marine ecology [5], [16], [17]. From the past
decade, there has been a remarkable increase in the use of
Al-based algorithms for the monitoring and categorization of
creatures in seabed, or benthic, realms using data from cabled
observatories [10], [18], [19], [20].

The categorization and identification of marine animals
such as fish, plankton, and coral reefs aid in the management
of marine biological systems and biodiversity, as well as
the study of marine biological species differences and the
conservation of endangered marine organisms. The distribu-
tion of diverse marine animals is useful for analyzing the
impact of global warming and human exploitation of marine
resources on marine organisms, as well as for guiding human
rational use of marine resources. Several difficulties are being
faced with unprocessed images from underwater [21], [22],
and [23], viz., the attenuation of light that causes the images
to look blurred and dull. Voluminous studies [24], [25] have
been made to ratify the blurring of underwater images using
various deep learning models [26], [27], [28] in different
environments. Image pre-processing facilitates better training
of deep learning networks. By using a classical Convolutional
Neural Network (CNN), the model can be trained to achieve
high classification accuracy, but it will incur high resource
utilization in terms of time and space. This is where transfer
learning started to gain significance.

However, when there is a large quantum of datasets,
manual processing is no longer feasible. Consequently,
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an automated procedure is required to enhance these mas-
sive datasets, either through manual analysis or by utilizing
them subsequently in a detection and classification process to
yield superior outcomes. This motivated the proposal of the
classical-quantum algorithm, which is founded on the theory
of quantum computing that views data as qubits. A qubit
is a quantum bit by definition and cannot be regarded as
a parameter. A quantum bit is capable of simultaneously
holding 1 and 0, as the “superposition state,” and it is a
fundamental aspect of the quantum world. As a result, a single
qubit has the potential to participate in millions of processes
at once making quantum computing extremely quick.

Quantum Computing (QC) has made major strides
recently, and Quantum Machine Learning (QML) has expe-
rienced a sharp rise in popularity and productivity [29].
Due to its inherent parallelism and high speed of execution,
QC would be able to ratify the errors in classification seen
in traditional ML [30]. The research on quantum machine
learning [31] for image categorization has revealed some
positive results and shown that there is a huge potential for
advancement. It is quite challenging to train a deep learn-
ing model for image classification, particularly underwater
images, because of the complex environment of the ocean and
the ever-present issue of image blurring. Due to the complex-
ity of the underwater environment, underwater photography
suffers from edge and detail erosion, poor target background
contrast, and noise pollution. Low contrast, blur, and dis-
tortion could be more severe in underwater photography.
The categorization and identification of marine organisms,
including coral reefs, fish, and plankton. Plankton, fish, and
coral reefs are all very varied in size.

The emphasis on hybrid models, i.e., the situation in
which quantum variational circuits and conventional neural
networks are concurrently trained to perform difficult com-
puting tasks, has grown significantly. In this context, three
new transfer learning variants emerge naturally, in addition
to the standard Classical-to-Classical (CC) transfer learning
strategy, in which some pre-acquired knowledge is trans-
ferred between classical networks: Classical to Quantum
(CQ), Quantum-to-Classical (QC), and Quantum to Quantum
(QQ). CQ transfer learning is especially interesting because
it allows one to use any cutting-edge deep neural network
to classically pre-process large input samples (such as high-
resolution images) and to use a variational quantum circuit to
manipulate a small number of very informative features one at
a time. The strategy is highly practical since it leverages the
capabilities of quantum computing in conjunction with the
tried-and-true techniques of classical machine learning. How-
ever, QC and QQ transfer learning may potentially be highly
intriguing strategies, particularly when big quantum comput-
ers become accessible. Here, fixed quantum circuits might
be provided as generic quantum feature extractors before-
hand, imitating popular classical models that are frequently
employed as blocks that have already been trained like
ResNet18 [49], ResNet50 [50] and inception V3 [51]. These
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FIGURE 1. Architecture of the proposed hybrid quantum classical convolutional neural network.

traditional state-of-the-art deep networks may be applied to
CC and CQ transfer learning, or they can be substituted with
quantum circuits in the QC and QQ variations of the same
methodology. Exactly those traditional pre-trained models
are used in CQ transfer learning as feature extractors, and
these features are subsequently post-processed on a quantum
computer, for example, by utilizing them as input variables
for the dressed quantum circuit mode.

This research work proposes the agglomeration of a
quantum model with a classical model for efficient image
classification, which would improve the classification pro-
cess with more accuracy and reduced complexity. The authors
were inspired to carry out image classification using a quan-
tum circuit because a quantum particle, such as an electron,
can exist in a state of multiple probabilities simultaneously
rather than a single state with a definite position or momen-
tum. The superposition principle may be applied to systems
of multiple particles, such as atoms and molecules, which can
exist in the superposition of different energy states. Studies on
a wider perspective on hybrid classical-quantum models [24],
[32], [33], and over versatile data sets [34].

To the best of the author’s knowledge, the significant and
unique contributions of this research paper are:

o Three hybrid QCNNS viz. ResNet18-QCNN, ResNet50-
QCNN and Inception v3-QCNNs have been proposed
for the task of multi-class underwater animal identifica-
tion and classification.

« A regress comparative analysis of the classical-classical
transferred models with the classical-quantum models is
presented.
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The rest of the paper is organized as follows-Section II con-
centrates on the background of literature which forms the
basis for proposing the algorithm. Section III concentrates
on the proposed technique. Section IV concentrates on the
results and discussion including training and validation of
results separately. Section V concentrates on the conclusion.

Il. BACKGROUND

During the inception stage of the classification tasks, the
commonly used techniques for classifying underwater images
were based on image processing and pattern recognition tech-
nologies. These techniques involved preprocessing underwa-
ter images by filtering them or performing segmentation and
other operations [22], [35]. A technique was presented [36]
that uses support vector machines (SVM) to train fish
images to lessen the effects of different disturbances in the
underwater environment. The technique [36] provided an
increased classification accuracy of 74.8% in the data set
of 15 fish species with a total of 24,000 images. This gave
rise to Artificial intelligence [37] and convolutional neural
networks (CNNs) [38] and many new and effective tech-
niques for classifying images have been added The benefit
of employing CNN for image classification is that image
features can be extracted and filtered automatically, sav-
ing time and effort. This can be automatically finished by
the convolution operation. Neural networks can generate
higher semantic-level features for classification as convo-
lution is deepened. To identify fish in coral reefs, Villon
proposed a deep-learning classification technique based on
CNN [39].
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To realize the function of fish recognition and detection,
Labao et al. [40] developed a set of fish recognition and
detection systems combined with a long short-term mem-
ory network and a convolutional neural network based on
region and tested it on eighteen field-captured video data.
Guo et al. [41] completed the identification of sea cucumber
with the highest accuracy of 89.53% by using the depth
residual network. The residual network was incorporated into
the CNN network by Prasetyo et al. [42], who also suggested
a VGGNet with a multi-level residual MLR-VGGNet. It inte-
grates the deep, advanced features while keeping the primary
and intermediate features from the early convolution blocks.
MLRVGGNet’s classification accuracy on the FishGres and
Fish4Knowledge datasets is 99.69%. Gémez-Rios et al. [43]
constructed a two-level classifier using three CNN models to
classify the structure, shape, and texture of coral, in addition
to introducing the residual network. Ananda et al. [44] used
ResNet152 to classify and detect brain images after transfer
learning. Furthermore, an attention mechanism is introduced
into the network to train it to assign weights to different
features, pay attention to more important features, and ignore
secondary features [45]. Alshdaifat et al. [46] employed the
example segmentation approach to achieve 95.2% accuracy
on the Fish4Knowledge dataset after adjusting the brightness
of underwater fish footage to reduce blur. Using many sets
of coral data, Ganesan and Santhanam [47] optimized the
random parameters produced by ELM using the chimpanzee
optimization technique, achieving 95% to 98% classification
accuracy. The method still has an issue with local opti-
mization, and manually changing super parameters results in
feature duplication that cannot be avoided. Extracting and
classifying picture characteristics for the visual categoriza-
tion of marine species is difficult because of the intricacy of
the living environments of marine organisms and the limited
resolution of underwater imaging technologies. From the
literature survey in [48] and literatures [36], [37], [38], [39],
[40], [41], [42], [43], [44], [45], [46], and [47], the following
are the research gaps identified and gratified as the first of its
kind using the proposed technique.

e Hybridization of both a classical model as well as a
quantum model imbibing the notion of transfer learning
for underwater animal identification and classification.

e The proposed algorithm facilitates to identify signif-
icant characteristics and extract useful elements from
noisy underwater and different illumination conditions
of the pictures.

e This model is suitable to handle large amount of the
datasets as the quantum computing is used.

1Il. PROPOSED TECHNIQUE

In this research work, the Classical-Quantum transfer learn-
ing approach is adopted. This research work has two phases,
the first phase is the classical Convolution Neural Network
(CNN) network performs feature extraction followed by
the second phase is the classification by the Quantum cir-
cuit. In the first phase, for the classical part, the ResNet18,
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ResNet50 and Inception V3 were used without any changes
introduced to the architecture of their skeleton models. Var-
ied classification accuracies and computational complexities
resulted in making the choice of the best classical gener-
ative model. In the second phase, for the Quantum part,
Hybrid QCNN is appended where the Parameterized Quan-
tum Circuit was appended to the model alongside after the
detachment of the final layers of the pre-trained classi-
cal models for the categorical classification of the images
into 7 different classes. The underlying assumption of this
approach is that a classical model can still be an efficient fea-
ture extractor for other problems even if it has been optimized
for one particular task. In the context of transfer learning,
when some of the last layers were eliminated, model A which
was trained for a specific purpose would work as a feature
extractor. The latter layers of a network are frequently tailored
to the particular task, whereas intermediate characteristics
were more generic and better suited for transfer learning,
which is why the final layers of the classical model were
discarded. Fig.1 illustrates the workflow of the proposed
model.

A. CLASSICAL CONVOLUTION NEURAL NETWORK

Three classical networks have been introduced to take the role
of a generative model viz. ResNet18 [49], ResNet50 [50] and
inception V3 [51].

ResNet18 [49] is a specific type of CNN architecture
and a smaller version of the original ResNet architecture,
with 18 layers, making it computationally efficient. The key
innovation of the ResNet architecture is the use of a building
block called a residual block, where the input is first passed
through one or more convolutional layers, and the output
of these layers is then added to the original input, called a
shortcut connection. This allows the network to learn the
residual mapping from the input to the output, rather than the
full mapping, making it possible to train deeper networks sans
the problem of vanishing gradients.

ResNet50 [50] is a variant of the CNN architecture for deep
learning, which belongs to the ResNet family of architec-
tures. Residual connections are skip connections that bypass
one or more layers in the network, allowing gradients to
flow more easily during training and helping to alleviate
the vanishing gradient problem. This enables the training of
deeper networks with hundreds or even thousands of layers,
which can learn more complex representations from input
data. ResNet-50 consists of 50 convolutional layers, with
additional batch normalization, ReL U activation, and pooling
layers. The residual connections are introduced in pairs of two
or more layers, enabling the network to learn residual map-
pings. The architecture also includes a pooling layer followed
by a fully connected layer at the end for classification or other
tasks.

Inception V3 [51] is a variant of the CNN architec-
ture for deep learning which is built of inception modules
with multiple convolutional layers with different filter sizes
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(g) Lobster

FIGURE 2. Sample images from the sea animal dataset.

(1 x1,3x3,and5 x 5), as well as max pooling and average
pooling layers. They are constructed to capture information
at different scales and resolutions in parallel. These inception
modules consist of multiple convolutional layers.

The outputs of these different operations are then con-
catenated together to form the final output of the inception
module. This allows the network to capture both local and
global contextual information, making it more effective at
learning complex features in images.

In this experiment, the ResNetl8 classical pre-trained
model was introduced, discarding its final layers; which
makes the ResNetl8 model a generative network. A clas-
sical layer was then introduced to classify the images into
different classes based on the extracted features. Further,
other CNN variants viz. ResNet80, ResNet50 and Inception
V3 were tested for their candidature to be a suitable gen-
erative model. In this research work, pure classical models
viz. ResNet18, ResNet50 and Inception V3 were trained on
Sea Animalimage dataset. Also, the proposed hybrid quan-
tum models viz. ResNet50-QCNN, ResNet18-QCNN and
Inception V3-QCNN were trained over the same dataset,
implemented and tested for their accuracy.
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B. CLASSICAL-QUANTUM TRANSFER LEARNING

The practice of translating information from a classical
machine-learning model to a quantum machine-learning
model is known as Classical-Quantum transfer learning.
The objective is to enhance the training and performance
of a quantum machine learning model by using the learned
classical characteristics, representations, or models. The idea
behind Classical-Quantum transfer learningis that classical
machine learning models can sometimes learn high-level
features or representations that are relevant to a quantum
machine learning task. By using these learned features or rep-
resentations as input to a quantum machine learning model,
there is potential scope for improving the efficiency and
accuracy of the quantum model.

Using the pre-trained classical model as a feature extrac-
tor and the extracted features as input to a quantum
machine learning model is one method of performing
Classical-Quantum transfer learning. Consider the scenario
where a traditional machine learning model has been trained
to categorize pictures of handwritten digits. This model can
be used to extract sophisticated information from the images,
such as texture analysis, edge identification, and shape
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recognition. The quantum machine learning model that has
been trained to categorize handwritten digits can then be
fed with these extracted attributes. Inspired by the literature
in [52], the trained classical models were used as feature
extractors by removing the end layers of the models and
then combining them with a quantum circuit which is the
Parameterized Quantum Circuit. This combination results in
the Dressed Quantum Circuit. A Quantum circuit-based clas-
sification may be understood as an example of classification
between Class A and B which is represented by values 1 and
0 respectively.

1) PARAMETERIZED QUANTUM CIRCUIT

One of the most fundamental quantum algorithms is a vari-
ational or parameterized quantum circuit. The variational
quantum circuit is a hybrid technique that takes advantage of
the pros of both quantum and classical computations. It is a
kind of quantum circuit with configurable parameters that are
iteratively tuned by a classical computer. These parameters
can be thought of as artificial neural network weights.

A quantum layer may be defined as a unitary operation
when the input state is altered or changed x of ng quantum
subsystems which are like qubits, which return an output state
as |y) is obtained.

L :x) = ly) = UWw)Ix) ey

Here in equation (1), w is the array of classical variational
parameters. A variational quantum circuit with depth ¢ is the
result of the product of many unitaries with different weights,
or many quantum layers:

Q=Lgoeeeocl20 LI 2)

A real vector x is imbibed into a quantum state |x) to
introduce classical data into a quantum network. A variational
layer built on the input vector is applied to a reference state.

E :x — |x) = E(x)|0) 3)

Instances include rotations with a qubit or single mode
displacements parameterized. The embedding layer maps a
classical vector to a quantum Hilbert, in contrast to the matrix
layer.

By measuring the expected value of n local observable, the
quantum circuit may be used to extract the classical data y.
=01, ¥2, ..., Ynql- This procedure, which converts the quan-
tum state into a classical vector, is known as a measurement
layer:

M:[x) > y = (x[plx) )

For example, there are two states 1 and O referring to two
classes, this measuring expectation value is done by checking
which side the value tends to be close to; either O or 1 (the
more towards one state, the better the result) and then choose
the corresponding class. This can also be increased to more
than two classes.
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The complete quantum network, which includes the pre-
liminary embedding layer and the end measurement layer, can
be expressed as follows:

0=MoQoE 5)

As quantum computing will be buried between the quantum
circuit layers, if seen from a broad perspective, Q is just a
black box compared to the classical deep learning network.
If viewed from a shallow perspective, this will appear to map
from one classical feature vector to another.

2) DRESSED QUANTUM CIRCUIT

One of the major contributions of this research work is the
application of transfer learning to the Classical-Quantum
interface. To accomplish this, a classical neural network must
be connected to the quantum neural network. Thus the result-
ing model is referred to as the Dressed Quantum Circuit. The
basic structure of a Dressed Quantum Circuitis the quantum
layer, sandwiched between two classical layers. To a varia-
tional circuit and its nq subsystems, signal conditioning of
the input and output data was introduced by adding a classical
layer at the beginning of the quantum network, creating the
Dressed Quantum Circuit:

Q = Ling—nout © Q © Lyin—nq (6)

where Lygnout indicates the number of inputs and Q is the
bare quantum circuit defined in Eq. (6). The major computing
is carried out by the quantum circuit Q in this example,
as opposed to a complicated hybrid network where collabo-
rating classical and quantum processors divide the workload.
The classical layers are primarily in charge of data embedding
and readout.
Rewriting the above equation based on the input

Q=Ls20Qo0Ls 4 @)

The selected embedding map sets up each qubit in a bal-
anced superposition of |[0> and |1> and then rotates it around
the Bloch sphere’s y-axis using a classical vector x as its
parameter:

£ (x) = DR, (%) H)|0000) (8)

where H is called the single-qubit Hadamard gate. There are
around 5 variational layers in the trainable circuit which are
represented by

Lw):lx) = ly) =K @& (wi) Ix) &)

k is a unitary entangling operation composed of three
controlled-NOT gates.

Each classical data was multiplied and rotated. To finally
classify the data, a measurement layer was added at the end
(i.e.) an expectation value of the Z = diag(—1, 1).

This produces a classical output vector, suitable for addi-
tional post-processing. The classification is carried out using
argmax(y), where y = (y, y2) is the output of the Dressed
Quantum Circuit, given an input point with coordinates
X = (x1, X2).
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FIGURE 3. An output of ResNet18 model’s binary classification training and validation accuracy and loss using classical transfer learning for

30 epochs indicating drastic variations.
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FIGURE 4. An Output of ResNet50 model’s binary classification training and validation accuracy and loss using classical transfer learning for

30 epochs indicating drastic variations.

IV. RESULTS AND DISCUSSION

The results and discussion are presented in three sections- A.
Dataset Description, B. Training and Testing of the results for
both classical and classical Quantum, and C. Validation of the
results for both classical and classical Quantum.

A. DATASET DESCRIPTION

The majority of living forms evolved in watery environ-
ments. In terms of volume, the seas supply around 90% of
the world’s living area. Fish, which can only be found in
water, were the first vertebrates discovered. Some of them
evolved into amphibians, which spend portions of the day
on land and in water. A few amphibian subgroups, which

141908

included sea turtles, seals, manatees, and whales, evolved
into reptiles and mammals. Plant life that grows in the water,
such as kelp and other algae, supports certain underwater
ecosystems. Phytoplankton, which are key primary produc-
ers, provide the foundation of the ocean food chain. The
dataset used for this can be found on the following website-
https://www.kaggle.com/datasets/
vencerlanz09/sea-animals-image-dataste

The collection includes several images of aquatic crea-
tures. Some images were obtained from pixabay.com and
do not require a license or attribution to be used. There are
now 19 distinct classes offered, which may be expanded
in the future. The 19 distinct classes include Seahorse,
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FIGURE 5. An output of ResNet18 model’s binary classification training and validation accuracy and loss using classical quantum

transfer learning for 30 epochs indicating drastic variations.

Training and validation accuracy

1.00

0.95 4

0.90 4

0.85 1

0.80 4

0.75 4

—— Training accuracy
—— Validation accuracy

0.70 4

T
0 5 10 15 20 25 30

(a)

Training and validation loss

1.8 —— Training loss
— Validation loss
1.7
1.6
1.5 A
1.4 A
1.3
T T T T T T T
o 5 10 15 20 25 30
(b)

FIGURE 6. An output of ResNet18 model’s binary classification training and validation accuracy and loss using classical quantum

transfer learning for 30 epochs indicating drastic variations.

Nudibranchs, Sea Urchins, Octopus, Puffers, Rays, Whales,
Eels, Crabs, Squid, Corals, Dolphins, Seals, Penguin,
Starfish, Lobster, Jelly Fish, Sea Otter, Fish, Shrimp and
Clams. Fig.2 shows the sample of images representing the
dataset. The images were adjusted to (300px, n) or (n, 300px),
where n is less than 300px.

The proposed Hybrid QCNNs viz. Resnet]18-QCNN,
Resnet50-QCNN, and the Inception v3-QCNN models were
trained over the open-source dataset containing 7 classes
of underwater organisms with each class containing nearly
500 images. The seven distinct classes utilized were Crabs,
Dolphins, Fish, jellyfish, Lobster, Sea Urchins, and starfish.
It is analyzed from the dataset that 7 distinct classes chosen
from 19 is because

(i) The balanced dataset and the clarity of the image were
evident only in the 7 distinct classes.

VOLUME 11, 2023

(i1) Moreover, among the 19 classes in the dataset, 7 distinct
classes could be grouped by covering the rest 12 and hence
utilized for the proposed technique.

After data augmentation, the total images were populated
to 7500. When the images were given as input to the classical
network (i.e.) the feature extractor could discern unique fea-
tures of the underwater images. The extracted images were
given as input to the PQC.

B. TRAINING AND TESTING OF THE RESULTS

1) CLASSICAL-CLASSICAL TRANSFER LEARNING USING
CONVOLUTION NEURAL NETWORK

Three classical networks have been introduced to take the
role of a generative model viz. ResNetl8, ResNet50 and
inception V3. First, the ResNet18 classical pre-trained model
was introduced, discarding its final layers; which makes the
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FIGURE 7. An output of ResNet50 model’s binary classification training and validation accuracy and loss using classical quantum transfer learning

for 30 epochs indicating drastic variations.
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FIGURE 8. An output of ResNet18 model’s binary classification training and validation accuracy and loss using classical quantum transfer learning

for 30 epochs indicating drastic variations.

ResNet18 model a generative network. A classical layer was
then introduced to classify the images into different classes
based on the extracted features. It was observed that the model
could classify well despite being trained over a sparse dataset.

Initially, the dataset was tested for binary classifica-
tion using pure Classical-Classical transfer learning, the
ResNet18 excelled in performance by displaying a test accu-
racy of 98% with the following hyper-parameters: step size:
0.0004, batch size: 4 and the number of epochs of 100. The
ResNet50 model exhibited a test accuracy of 99% but at the
cost of an additional 20 minutes of run time to complete the
training process. The Inception v3 deep learning classical
model required an additional 132 minutes than the ResNet18
model and rendered a test accuracy of 90%. Thus, for binary
classification, the ResNet18 model was observed to yield the
maximum classification accuracy at reduced computational
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complexity. On the other hand, binary classification has
also been experimented with using Classical-Quantum hybrid
models. The proposed ResNet18-QCNN could render a test
accuracy of 99% with an increase in the number of epochs
to 30. Upon successful results, the following seven distinct
classes utilized: Crabs, Dolphins, Fish, Jelly Fish, Lobster,
Sea Urchins, and starfish were used to train the ResNet18,
ResNet 50 and Inception V3-hybrid QCNN models.Fig.3
to Fig.5 shows the training and its corresponding loss that
occurred due to the classical transfer learning approach. Data
augmentation in the form of Horizontal flip, 25% grayscale,
Hue between 100° and +100°, saturation between —70%
and +70%, brightness between —40% and +40%, exposure
between —25% and 4-25%, blur up to 2.25px and noise up
to 15% of pixels was adopted to increase the image data.
The Classical binary classification model for the two classes
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mentioned above was trained with a learning rate of 0.004,
a batch size of 4, with a reduction in learning rate of a factor
of 0.1 every 10 epochs for 100 epochs. In the second phase of
this research work, 7-class classification was undertaken with
the transfer-learned ResNet18, ResNet50, and the inception
v3 models. 7 classes in the same open-source dataset having
a total of around 8422 images and trainable images being
7371 images. The same training procedure was undertaken to
transfer-learn the above-cited three classical models to yield
a 7-class classification.

The hyper-parameters used for this phase of classification
include a batch size of 256, with a learning rate of about
0.001 and 30 being the number of epochs. The ResNet18
model displayed a classification accuracy of 91.71% over the
7-class classification, which can be observed from Fig.3 with
the computation complexity of 386 minutes and 32 seconds.
ResNet50 model was then trained similar to the ResNet 18
model. It holds the same architecture as that of the ResNet18
with just an increased number of layers. The same dataset
with the retained hyper-parameters was used with ResNet50
as well. The computation complexity of the model is 926 min-
utes and 12 seconds resulting in a classification accuracy
of 94% which is by far the highest accuracy, which can
be observed from Fig.4. A similar training procedure was
considered for the inception V3 transfer learning classical
model. The same procedure was then repeated with the Incep-
tion v3 model for the same hyper-parameters which gave a
test accuracy of 81.97%, which can be observed from Fig.5.
The computation complexity of the model is 1623 minutes
and 14 seconds.

2) CLASSICAL-QUANTUM TRANSFER LEARNING USING
CONVOLUTION NEURAL NETWORK

As in the classical transfer learning, the seven distinct
classes utilized were Crabs, Dolphins, Fish, Jellyfish, Lob-
ster, Sea Urchins, and starfish were used to train the
Resnet18, Resnet 50 and Inception V3 models. Fig.6 to Fig.8
show the training and its corresponding loss that occurred
due to the classical-quantum transfer learning approach
(hybrid QCNN models). The hyper-parameters were cho-
sen as follows on regress experimentation: a learning rate
of 0.001 with a batch size of 256 and the number of epochs
as 100. These hyper-parameters enabled the model to give
the highest accuracy with the hyper-parameters mentioned
above. The model’s training was completed in a total duration
of about 515 minutes and 56 seconds and got the results
for test accuracy of 80.29%, which can be seen in Fig.6.
The proposed ResNet50-QCNN Classical-Quantum transfer
learning model was trained to retain the hyperparameters
used for ResNet18-QCNN model. It was observed that the
ResNet50-QCNN model took longer time for about a total
duration of 1088 minutes and 44 seconds to complete the
training process and rendered a test accuracy of 86.88%,
which can be seen from Fig.7. The hyper-parameters set
for ResNet18-QCNN and ResNet50-QCNN was adopted for
the third proposed hybrid model the Inception v3-QCNN.
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The model was observed to run for about 1443 minutes and
5 seconds to get trained. This was observed to be the longest
duration a model took in this research study. Further, the test
classification accuracy dipped to 70%, which can be seen
from Fig.8.

Compared to the Classical-Classical transfer learned
model, the Classical-Quantum models performed better for
multi-class classification in terms of increased classification
accuracy and stability, as shown in both the validation loss
and accuracy graphs in Fig.6 to Fig.8.

C. VALIDATION OF THE RESULTS

1) CLASSICAL-CLASSICAL TRANSFER LEARNING USING
CONVOLUTION NEURAL NETWORK

Among the experimented classical models, ResNet50 was
observed to perform the best with a test accuracy of 94%
than the ResNetl8 model which showed 91.71% and the
Inception v3 which exhibited 81.71%.

However, it was observed that the ResNetl8 model
rendered lesser run time compared to both of the other
classical deep learning models for multi-class classification.
Besides, classical-quantum models viz. ResNet18-QCNN,
ResNet50-QCNN, and Inception v3-QCNN were also exper-
imented over 7-class classification. In our observation,
ResNet50-QCNN displayed the highest test classification
accuracy of 88% followed by ResNet18-QCNN with an
accuracy of 80.29% and the Inception v3-QCNN with
an accuracy of 70%. However, as anticipated, the ResNet18-
QCNN model rendered reduced computational complex-
ity than the other two proposed hybrid classical-quantum
models.

Table. 1 lists the hyper-parameters set for training the
pure classical models for the task of binary classification
and their test accuracy thereof. The proposed models were
evaluated by plotting the confusion matrix heat maps as
well for multi-class classification. The confusion matrix plot
for ResNet50 pure classical model was observed to show
larger number of classes diagonally, which proved that the
ResNet50 model performed the best for multi-class clas-
sification. Similarly, the ResNet50-QCNN had the least of
the images classified erroneously as shown in the heatmap
in Fig.9.

Table 2 lists the hyper-parameters set to train the Classical-
Quantum transfer learning binary classification model. A new
hyper-parameter namely the quantum depth was addition-
ally introduced, which refers to the number of qubits or
quantum bits involved in the quantum computation or quan-
tum algorithm. In quantum computing, qubits are the basic
units of quantum information, and the number of qubits used
in the computation is indeed a critical factor that determines
the computational power and complexity of the quantum
algorithm.

Quantum depth was set to 6 for all the proposed
C-Q models, while the rest of the hyper-parameters were
retained the same set for other models. It was observed
that in the hybrid quantum model, the test accuracy of
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FIGURE 9. A graphical representation of the performance of all 3 transfer learning models for classical-quantum model.

ResNet18-QCNN and ResNet50-QCNN were almost sim-
ilar and higher when compared to their classical counter-
part. The Inception V3- QCNN model did not per-
form well both in terms of accuracy and computational
efficiency.
Based on the above interpretations, it is concluded that
o The proposed ResNet50-QCNN and ResNet50 pure
classical model performed the best in multi-class clas-
sification as against the ResNet18 pure classical model
and ResNetl18-QCNN which performed the best in
binary classification.
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o Comprehensively, the authors could decipher that the

classical-quantum models outperformed the classical-
classical networks in terms of test accuracy for binary
classification.

« However, classical-classical models performed sub-

tly higher than the classical-quantum models in
multi-classification with respect to test classification
accuracy.

o Further, in terms of computational complexity, the

classical models rendered reduced computational com-
plexity than the classical-quantum models.
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TABLE 1. Hyper-parameters of all three classical-classical multi-class
classification models.

CC multi-class classification model

Hyper- ResNet ResNet Inception
parameters 18 50 V3
Training batch 7371 7371 7371
Batch size 256 256 256
Duration 386m 926m 1623m 14s
32s 12s
Accuracy 91.71% 94% 81.71%

TABLE 2. Hyper-parameters of all three transfer learning model for
classical-classical quantum classification model.

Hyper- ResNet18 ResNet50 Inception
parameters V3
Classical depth 1 1 1
Quantum Depth 8 8 8
Training batch 7371 7371 7371
Batch size 256 256 256
Duration 515m 56s 1088m 44s 1443m 5s
Accuracy 80.29% 88% 70%

o The classical-quantum models comfortably performed
well over binary classification owing to lesser
complexity.

« Nonetheless, the C-Q models performed marginally well
in multi-class classification. This may be related to the
superposition theory of quantum computation, wherein
a quantum particle is expected to be in two or more
states at the same time until it is measured or observed.
Besides, the generalization is found to more prominent
in classical-quantum models.

There are several challenges associated with Classical- Quan-
tum transfer learning, includes

« Need to map the classical features or representations to
a quantum form

« Difficulty of implementing the classical model on a
quantum computer, and the need to ensure that the trans-
ferred knowledge is relevant and useful for the target
quantum machine learning task.

Despite these difficulties, the proposed classical-quantum
transfer learning approach has the promise of enhancing the
performance of quantum machine learning models, espe-
cially in cases where classical machine learning models have
already attained the best results possible on a comparable
task. This is observed from the training of the model that the
proposed model could classify well despite being trained over
a sparse dataset.

V. CONCLUSION
Hybrid QCNNSs viz. ReNet18-QCNN, ResNet50-QCNN and
Inception v3-QCNN were proposed for the task of binary
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and multi-class image classification. The publicly available
Sea Animal dataset was used to train the proposed models
after data augmentation. A regress comparative experimen-
tal study over pure classical and hybrid classical-quantum
models the tasks of binary and multi-class classification. The
outcomes of the numerical simulation show that the quantum
method may effectively reduce dimensionality and increase
classification accuracy. Even when quantum data is read out
traditionally, the hybrid method provides polynomial accel-
eration in dimension reduction beyond classical procedures.
When compared to their classical counterparts, the test accu-
racy of ResNet18-QCNN and ResNet50-QCNN in the hybrid
quantum model was shown to be both greater and almost
the same. The accuracy and computational efficiency of the
Inception V3-QCNN model were not good. Even when quan-
tum data is read out traditionally, the hybrid method provides
polynomial acceleration in dimension reduction beyond clas-
sical procedures. The three hybrid models, ResNet50-QCNN,
ResNet18-QCNN, and InceptionV3-QCNN, performed best
in recognizing and categorizing underwater species, with
classification test accuracy of 88%, 80.29%, and 70%,
respectively. In future, the authors will endeavor to perform
quantum error correction which will eventually reduce the
subtle classification inaccuracies observed in the proposed
hybrid QCNNS.
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