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ABSTRACT Global rapidly evolving events, e.g., COVID-19, are usually followed by countermeasures
and policies. As a reaction, the public tends to express their emotions on social media platforms. Therefore,
predicting emotional responses to events is critical to put a plan to avoid risky behaviors. This paper proposes
a Machine Learning-Natural Language Processing-based framework to detect public emotions based on
social media posts in response to specific events. It presents a precise measurement of population-level
emotions which can aid governance in monitoring public response and guide it to put in place strategies such
as targeted monitoring of mental health, to react to a rise in negative emotions in response to lockdowns,
or information campaigns, for instance in response to elevated rates of fear in response to vaccination
programs. We evaluate our framework by extracting 15,455 tweets. We annotate and categorize the emotions
into 11 categories based on Plutchik’s study of emotion and extract the features using a combination of Bag of
Words and Term Frequency-Inverse Document Frequency. We filter 813 COVID-19 vaccine-related tweets
and use them to demonstrate our framework’s effectiveness. Numerical evaluation of emotions prediction
using Random Forest and Logistic Regression shows that our framework predicts emotions with an accuracy
up to 95.5%.

INDEX TERMS Artificial intelligence, COVID-19, emotions detection, machine learning, medical infor-
matics, mental health, natural language processing, social media, supervised learning, vaccination.

I. INTRODUCTION
Emotions are the reflection of a person’s mental state through
internal signals, such as thoughts and feelings, as well as
external ones, including facial expressions, behavior, and
language. Despite an interest in the topic that spans back to
Aristotle [1], understanding the function, origin, and mani-
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festation of emotions is an active area of research [2], [3],
[4]. Yet, understanding emotions is a central task faced by
professionals across disciplines including medical and men-
tal health specialists, social scientists, and psychologists.
Understanding individuals’ emotions, especially the nega-
tive ones, is crucial to avoid mental health issues and their
consequences [5]. Significant positive and negative events,
which can occur at any point in an individual’s life, act as
stimuli that derive emotions [6]. Monitoring emotions on
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a societal level for instance in response to specific events,
such as the introduction of policies or legislation, can help
governance to respond effectively and avoid the emergence of
elevated negative emotions which might lead to polarization,
political disorders, or violence. In this paper, we present a
methodology to monitor emotions expressed in social media
in response to a specific event and evaluate our framework
using case study demonstrator of the emotional response
to the COVID-19 vaccination campaign in the United Arab
Emirates (UAE).

The COVID-19 outbreak triggered many public emotions
that have been affecting mental health. The virus started
around the end of December 2019 in Wuhan, China [7],
followed by its declaration as a pandemic onMarch 11, 2020,
by the World Health Organization [7]. It is caused by Severe
Acute Respiratory Syndrome Coronavirus-2 (SARS-COV-2)
and negatively impacts other vital organs such as the brain,
heart, liver, pancreas, and kidney [8], [9], [10]; the virus can
also cause stroke [11] and diabetes [12], [13], [14], [15].
COVID-19 infected over half a billion people and led to over
6 million deaths globally [16]. Consequently, countries have
imposed precautionary measures to contain it, such as social
distancing, travel bans, home confinement, business closures,
and vaccination [16]. These preventive actions effectively
reduced the number of infections and deaths during the
pandemic [17], [18]. However, overly firm restrictions can
have a negative impact on the personal level, such as loss
of income, anxiety, and depression. Such measures can also
affect economic and social life across the nation [19], [20],
[21], [22].

A representative survey in the United States was con-
ducted on 5,412 adults to detect mental health issues in
the population in response to physical distancing and stay-
at-home instructions. Researchers found that the majority
showed anxiety/depression symptoms (31%), followed by
stressor-related disorder symptoms (26%), and the minority
had suicidal thoughts (11%) during the COVID-19 pan-
demic [23]. Strict lockdown restrictions have also impacted
students’ mental health in France. A study found that most
students suffered from high levels of anxiety and stress, fol-
lowed bymajor depression and suicidal thoughts [22]. Hence,
detecting public emotions related to introducing precaution-
ary measures or events is essential.

In this paper, we aim to detect emotions, i.e., reflections
of the mental state of individuals, from their social media
posts. Machine learning and natural language processing
methods have been developed to automatically detect the
positive, negative, or neutral sentiment of texts produced by
individuals, typically in the context of a specific topic such as
politics [24] or COVID-19 [25]. These approaches, however,
only distinguish between broad sentiment classes and make
no explicit connection to the mental state of the author. The
Canadian National Research Council’s Word-Emotion Asso-
ciation Lexicon (EmoLex) [26] relates English words to three
sentiments (negative, positive, and neutral), and Plutchik’s
eight emotions [27], [28], [29] (joy, fear, anger, anticipation,

sadness, surprise, disgust, and trust) aiming, to connect ver-
bal expression to the author’s emotional state. Here, we use
EmoLex to predict emotions expressed in posts on social
media. Our predictionmay inform public institutions in defin-
ing strategies to promote mechanisms and respond to public
perception according to the expressed emotional state.

Many works investigated the sentiments on social media
during COVID-19. Researchers studied the emotions toward
COVID-19 [25], [30], [31], [32], [33], [34], [35] in general,
and the COVID-19 vaccine specifically [36], [37]. Our work
is distinct in two ways: first, we predict a fine-grained set of
eight emotions grounded in the Psychology literature [27],
[28], [29] rather than coarse (positive vs negative) sentiment.
Secondly, while some work analyzed expressions of emotion
in response to COVID-19 in general, it has been argued that
consideration of a precise target of emotion allows for obtain-
ing both more accurate predictions as well as more useful
results [38], [39]. To the best of our knowledge, we are the
first to propose a framework that captures fine-grained emo-
tion in response to specific events, such as the event of vaccine
introduction in the UAE. In other words, our framework tack-
les the emotional states of a population to support medical
and mental health specialists, as well as social scientists, and
psychologists to understand individuals’ emotions, especially
the negative ones associated with a specific event during a
pandemic. This is with the aim to help governments develop
a proactive prevention plan to avoid mental health issues and
their consequences, such as awareness campaigns, measures
exemptions, and surveys to detect mental health issues in
individuals and act accordingly. In this paper, we present a
general framework for event-specific emotion prediction with
a focus on mental health impact and consider the vaccine
event in the UAE as a case study. The main contributions of
this work are as follows.

• We propose a proactive event-based framework that
detects public emotions associated with events such as
a pandemic and its related measurements.

• We implement our framework based Plutchik’s 11 cate-
gories of emotions.

• We annotate a twitter dataset with Plutchik’s emotions
and make it publicly available for researchers.

• We evaluate the mostly used algorithms Random Forest
and Logistics Regression for the prediction of tweets
emotions in terms of time efficiency using accuracy, F-
measure, AUC, precision, recall, ROC, and resources
utilization.

• We demonstrate our framework using the COVID-19
vaccine event.

The rest of the paper is organized as follows. Section I-A
reviews the related work. We describe our proposed
Event-based Social Media NLP Emotion Detection (ML-
NLPEmot) framework in Section II. Section III presents the
UAE COVID-19 emotion detection case study demonstrator
of the framework’s implementation, lays out our experiments,
and analyzes the results. Section IV discusses the principal
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TABLE 1. Comparison between related work and this work.
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TABLE 2. Emotions considered in the literature and this study.

findings and lessons learned. Finally, we conclude the article
with future research directions in Section V.

A. RELATED WORKS
Table 1 presents the works in the literature which focused
on predicting emotions and/or sentiments on social media
using machine learning [25], [30], [31], [32], [33], [34], [35],
[36], [37], [40], [41]. This is based on the properties of the
considered datasets, the emotion detection algorithms used,
and the annotation strategy. As shown in the table, to anno-
tate the dataset, [32], [33], [35], [37] used TextBlob [42],
and [34] used VADER [43], without manual validation. Fur-
thermore [30], [36] annotated the data manually. However,
[25], [31], and [40] do not report on their annotation method.
Table 2 presents the emotions and sentiments considered

each work. Most of these works [31], [32], [33], [34], [35],
[36], [37] focused on detecting the sentiments (negative,
neutral, and/or positive). The rest of the works focused on
a few emotions, mainly Fear, Sadness and Anger [25], [30],
[31], [40], [41], [44], [45].

Table 2 shows that no work which considers fine-grained
set of 8 emotions and 3 sentiments grounded in the psy-
chology literature, such as Plutchik’s [2], [27], [28], [29].
In this paper, we address this void. In addition, we propose an
event-based framework for emotions’ detection, along with
manual annotation.

II. METHODOLOGY
A. PROPOSED ML-NLPEMOT FRAMEWORK
To detect event-specific emotional states of a population
using social media posts, we present a machine learning
model-buildingmethodology and evaluation strategy.We dis-
cuss challenges in emotion detection and propose a solution
that we test in the context of pandemic containment events.
Public health professionals, policymakers, and mental health

epidemiology researchers can use the framework as a step-
by-step guide to detect population emotions on social media
whenever an event is introduced by policy decision-makers.
They can use our data repository [46] and machine learn-
ing models that we developed for emotion detection. Fig. 1
shows our proposed framework. It consists of eight stages:
1) domain understanding, 2) data collection, 3) data pre-
processing, 4) data annotation, 5) feature extraction, 6) model
building, 7) model evaluation, and 8) model deployment.

Stage 1: Domain Understanding
The first step in analyzing emotions is to define the

problem by specifying the event(s) to be studied in a partic-
ular country. Additionally, the language(s) must be specified
because the population can express themselves in different
languages. Finally, the platform from which the observations
(i.e., social media posts) will be extracted must be specified
to limit the search. Consequently, the corresponding obser-
vations should be extracted based on the time of the event(s)
during which it occurred as stated in Equation (1).

PL,c =

∑
estart − eend (1)

where PL,c represents the social media posts in a specific
language (L) for a specific country (c), estart and eend represent
the event’s start and end respectively.

Stage 2: Data collection
There are multiple ways to data collection. Typically, data

are obtained by social media platforms’ data access APIs,
but it may be possible to request it directly from a social
media platform or a database owner. During this step, the
period related to the event(s) under study must be specified.
In addition, a set of keywords related to the event(s) under
study must be determined, to extract all and only relevant
social media posts. Keywords can be designed in collabora-
tion with domain experts or taken from the prior literature.
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FIGURE 1. Proposed ML-NLPEmot framework.

Social media data can be extracted to a local database or a
cloud [47], [48], [49]

Stage 3: Data pre-processing and exploration
Following common practice in natural language process-

ing, we apply the following pre-processing steps to normalize
the text dataset and remove sensitive or irrelevant informa-
tion, after which the dataset is explored to extract useful
insights.
Removing duplicated observations helps produce accurate

results regarding the emotions andmodel performance. Keep-
ing the duplicates would imply a change from the natural data
distribution and hence worsen generalization to unseen test
cases.
Removing usernames and links when an observation

includes a username that indicates the author’s identity.

Usernames denoted by ’@username,’ should be removed
to protect user privacy, and as the name translates to no
emotions. Similarly, any hyperlinks in the observations are
deleted.
Removing punctuation marks such as [", #, $,:, ?, @]

from the observation, as they do not carry lexical semantic
information about emotions, and can hinder the performance
of machine learning algorithms.
Tokenization divides the raw text into atomic chunks,

or tokens [50]. Paragraphs are tokenized into sentences, sen-
tences are tokenized into words, and punctuation is stripped
from words. Tokenization helps to interpret the meaning of
observations by analyzing the sequence of words.
Case folding is the process of converting all the characters

in the text to either upper case or lower case. Therefore,
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FIGURE 2. Main precautionary measures and restrictions to tackle COVID-19 in the UAE.

instances of the same word written in different capitalization
formats, such as ‘Corona,’ ’CORONA,’ and ‘corona,’ are now
treated as identical by the machine learning approaches.
Removing stop words eliminates purely functional words

so that the algorithm focuses on the content words that convey
valuable information. Stop words are frequent and do not
carry meaning in themselves. Examples of stop words in the
English language are [’a’, ‘an’, ‘at’, ‘of’, ’the’].
Lemmatization translates an observed word form into its

root form or lemma based on its meaning and context [51].
For instance, ‘viruses’ and ‘virus’ would be lemmatized to
the root form ‘virus’ by eliminating inflectional endings.
It enables the machine learning algorithm to consider differ-
ent inflected forms of a word as a single word.

Stage 4: Emotion data annotation
To (i) evaluate the quality of predicted emotions against

a gold standard dataset, and (ii) train supervised emotion
classifiers on ground truth data, we label observations with
the emotion(s) they express. While unsupervised approaches,
which do not rely on labeled training data could be an alter-
native, without guidance from human labels, the algorithm
might misinterpret the tasks or ambiguous words in the input.
In the emotions data annotation step, the retrieved observa-
tions are annotated based on Plutchik sentiments (positive,
negative, and neutral) and emotions (anger, anticipation, dis-
gust, fear, joy, sadness, surprise, and trust) while considering
each word’s subjectivity and intensity. Subjectivity refers to
the opinions and judgment of the information by the author,
bringing insights into the associated emotion. Intensity quan-
tifies the impact of modifiers on the whole sentence, and thus

the associated emotion. For example, ‘‘good’’ implies less
intensity than the expression ‘‘very good’’.

Stage 5: Feature extraction
The pre-processed observations (i.e., posts represented as

lists of words) are converted into numerical feature vectors
which can be processed by the machine learning algorithms.
To convert eachword in observation to a numerical value, fea-
ture extraction techniques such as TF-IDF, Pointwise Mutual
Information,Word2Vec, BoW, and Ranking [52]. Each obser-
vation is then represented as a vector of features, and the
similarity of two observations can be quantified using stan-
dard vector similarity measures such as Cosine similarity.

Stage 6: Model building
In this stage, the machine learning model must be selected

based on established methodologies in the related works,
expert advice, or by exhaustive evaluations of several models
and selecting the best-performing one. A labeled dataset must
be split into a training and testing sets, for example using a
fixed split (e.g., 70% training data and 30% testing data). K-
fold cross-validation [53] is an attractive alternative, where
the dataset is split K times into different training and testing
sets and trained/tested with each split once. This is particu-
larly useful in the face of small datasets, as every observation
will be used for training and testing, while ensuring no over-
lap between the two sets. The classification model will be
trained using the training dataset, and its performance will be
evaluated on the test set.

Stage 7: Emotion prediction model evaluation
Model evaluation concerns validating the classification

model using the testing dataset. In this step, the model is
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evaluated based on several performance metrics such as accu-
racy, precision, recall, F-measure, and AUC. Accuracy is the
most widely used evaluationmetric [54]. Lastly, the execution
time should be calculated to determine the model’s complex-
ity.

Stage 8: Model deployment
Following satisfactory evaluation results in Stage 7, in this

final stage of the framework, the developed model can be
applied to determine residents’ emotions toward the specified
event(s) in Stage 1. The model should be retrained to consider
future social media posts.

B. THE UNITED ARAB EMIRATES (UAE) COVID-19
EMOTIONS DETECTION CASE STUDY
Vaccination was introduced as a step toward containing the
COVID-19 outbreak. However, the proliferation of vaccines,
the absence of data about the short- and long-term side
effects, and their efficacity against the virus and its evolving
mutation drove the explosion of different emotions, such as
fear, anticipation, and anger, that could lead to mental health
issues. Our primary goal, in this case study, is to understand
the emotional response of UAE residents to COVID-19 vac-
cines and to evaluate the performance of ourmachine learning
event-based emotion detection framework by considering
Tweets about the vaccines to gauge the impact on individuals’
emotions. Fig 2 summarizes the data that we extracted from
WHO [7] about the declaration of the pandemic, and the
news posts about precautionary measures adopted by the
UAE, as announced by the National Emergency Crisis and
DisastersManagement Authority [16], to tackle the pandemic
since January 29, 2020. In what follows, we will refer to
precautionary measures as events. The events related to vac-
cines started on July 16, 2020. In this case study, we explore
emotions related to COVID-19 in theUAE in general. In addi-
tion, we evaluate our framework to detect emotions related to
vaccine events through different performance measures.

1) COVID-19 VACCINE-RELATED PRECAUTIONARY
MEASURES
To cope with the increasing COVID-19 infections in
UAE [55], [56], [57], on July 16, 2020, the government
announced a call for volunteers to undergo clinical trials
for potential COVID-19 vaccines. Then, on September 14,
it announced the availability of the Sinopharm COVID-19
vaccine for the first line of defense members. The following
month, the government announced clinical trials of a Russian
adenovirus-based vaccine (Sputnik). Moreover, in December
2020, there was an official registration of Pfizer-BioNTech’s
COVID-19 vaccine, with priority given to the elderly.

Towards the end of January 2021, the government
announced the eligibility of people aged 16 and above to
take the vaccine and the requirements of a Polymerase Chain
Reaction (PCR) test every seven days for federal government
employees who did not receive the two doses of the vaccine.
The Ministry of Health dedicated vaccination centers to the

TABLE 3. Keywords used to extract data from twitter.

FIGURE 3. Tweets filtering steps.

elderly and people with chronic diseases in February. As of
July 2022, more than 24 million doses have been adminis-
tered.

III. RESULTS
This section explains how we used our ML- SMEmot
framework to analyze the emotional response to COVID-19
vaccination in the UAE as expressed in social media.

Stage 1: Domain Understanding
In this case study, we are interested in collecting English

tweets regarding the COVID-19 vaccine-related events in the
UAE. Given a population consisting of over 88% expatriates
of more than 200 nationalities [58], English is the most
common language in UAE [59].

Stage 2: Data collection
We collect tweets posted between 29-01-2020 and

31-07-2022. We divide the duration into three periods: 1)
29-01-2020 – 14-09-2020, from the first case of COVID-19
in UAE until the vaccination announcement, 2) 14-09-
2020 – 09-12-2020, from the announcement of vaccination
until the commencement of the vaccination program, and
3) 09-12-2020 – 31-07-2022, from the commencement of
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the vaccination program until the time of writing this paper.
Additionally, we use the keywords in Table 3 to extract the
observations using the Snscrape package in Python 3.9. The
keywords consist of the ones related to COVID-19 in general
and the ones related to vaccination.

Stage 3: Data pre-processing and exploration
We remove duplicate tweets which is posted by the same

user ID. However, we kept duplicate tweets posted by dif-
ferent users, i.e., retweets. This is because retweets would
emphasize on embedded emotions. For each tweet, we retain
the date created and the text, while we remove other irrele-
vant attributes such as username, retweets count, number of
likes and comments. Additionally, we case-folded the tweets
to lowercase and removed the word ‘RT’ from the tweets,
which indicates retweet. Fig. 3 illustrates the steps we took
to filter the UAE-COVID-19-vaccine-related tweets. First,
we extracted a total of 15,455 tweets that contained at least
one of our COVID-19-related keywords, then we manually
removed the non-English tweets, which are the ones that
include a mix of multiple languages. Furthermore, we manu-
ally removed the non-UAE-related tweets which were about
other countries’ COVID-19 precautionary measures or sit-
uations that were not related in any way to the UAE’s
procedure for containing the virus. Finally, we filtered the
vaccine-related tweets based on the 25 keywords mentioned
in Table 3, which resulted in a final dataset of 813 UAE-
related tweets about the event of vaccination.

Table 5 in Appendix A shows the output for the above-
mentioned pre-processing steps on a sample observation
taken from our dataset.

A. EXPLORATORY DATA ANALYSIS
Fig. 4 illustrates the number of positive COVID-19 cases
on the left y-axis, versus the number of vaccine-related
tweets, on the right y-axis each month. The figure shows
that in most cases, the changes in positive cases are in line
with the changes in vaccine-related tweets. However, in July
2022, we noticed a sudden increase in vaccine-related tweets
despite the low positive cases due to the ease of restrictions
in the UAE. We hypothesize that the population was getting
more aware of the need for the vaccine and booster shots.
Fig. 5 shows counts of unigrams (single words), bigrams
(word pairs), and trigrams (sequences of 3 words). These
figures show a dominance of keywords (or key phrases)
related to COVID-19 and the vaccine. Fig. 5(a) shows that
‘Pfizer’ is tweeted about most, followed by Sinopharm. The
reason behind this could be that the Pfizer vaccine is produced
by a well-known company or because the success rate of
Pfizer exceeded Sinopharm. Fig. 5(c) shows that the tweets
related to Pfizer were mostly about the shots taken. Both
Dubai (Fig. 5(a)) andAbuDhabi (Fig. 5(b)) feature frequently
in the Tweets. Fig. 5(c) suggests that this is because of the
travel restrictions between both cities which impacted daily
life on the personal level and nationwide economical level.

Fig. 6 and 7 illustrate COVID-19-word clouds. To give
insights into the tweets’ context during the pandemic,

we removed the COVID-19-related terms such as ‘‘Covid,’’
‘‘Covid-19,’’ ‘‘Coronavirus,’’ ‘‘Vaccine,’’ and ‘‘Vaccines’’.
The reason behind such a decision is that all word clouds
represent COVID-19-related tweets; hence, such terms will
be the most frequent. However, we did not remove the terms
related to the different types of vaccines to find the correlation
between each emotion and the vaccine types. Fig. 6(a) rep-
resents a word cloud for non-vaccine-(but COVID)-related
tweets. People in the UAE mostly tweeted about quaran-
tine and lockdown. They also tweeted about their daily
routine using the word ‘‘day’’. Fig. 6(b) represents a word
cloud for vaccine-related tweets. China was the most fre-
quent word since the primary vaccine used in the UAE is
the Chinese vaccine, Sinopharm. Fig 7 represents the word
clouds for the tweets before and after the introduction of
the Sinopharm vaccine on 14 September 2020 [59]. Before
the vaccine was introduced, people frequently tweeted about
other COVID-related news using the hashtag ‘‘NewsBits’’.
On the contrary, when vaccination started, Pfizer dominated
the social media discourse.

Stage 4: Emotion data annotation
For every tweet, we used Python 3.9 TextBlob 0.17.1 [42],

vaderSentiment 3.3.2 [43], and NRCLex 4.0 [60] libraries.
The latter is based on EmoLex [26]. TextBlob and VADER
produce the tweets’ sentiment (negative, positive, or neutral),
and EmoLext provided Plutchik’s eight emotions (joy, fear,
anger, anticipation, sadness, surprise, disgust, trust) and two
general sentiments (negative and positive). We automatically
tag tweets with a single label using EmoLex emotion if and
only if all three libraries agreed on one of the sentiment
classes (negative or positive). In all other cases, the authors
L.I., N.S., H.M., and A.H. manually single labeled the tweet
based on EmoLex with full agreement. In our manual anno-
tations, we also consider the level of the subjectivity of the
tweet and its emotional intensity in terms of the existing
modifiers. Fig 8 shows the low rate of agreement of all three
methods, implying that most tweets were manually annotated
with fine-grained emotions. We added a ‘‘neutral’’ class in
our manual annotation phase to indicate tweets that are void
of emotion.

In summary, we annotated each tweet with the emotions it
expressed in terms of three sentiments (positive, negative, and
neutral) and Plutchik‘s eight emotions (anger, anticipation,
disgust, fear, joy, sadness, surprise, and trust) [2]. We consid-
ered the tweet’s author’s opinion and judgment (subjectivity),
and its intensity. The latter depicts the impact of the modifiers
on each tweet since it would affect the classification of a tweet
into one of the eleven classes (i.e., Plutchik’s sentiments and
emotions) [26].

B. EMOTION-BASED ANNOTATED DATA EXPLORATORY
ANALYSIS
Fig. 9 represents the prevalence of different emotions in
our manually annotated tweets on UAE-COVID-19 for both
vaccine-related (red) and non-related (blue) tweets. Most of
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FIGURE 4. The number of positive cases versus the number of vaccine-related tweets each month.

FIGURE 5. Word clouds for tweets before and after the Sinopharm
vaccine.

the tweets are classified as positive in both categories. Nega-
tive emotions are the secondmost prevalent in the non-related
category, while trust is the second most prevalent emotion
(after positive) in the vaccine-related category. Neutral is the
third most common emotion in COVID-related tweets, while
fear is the third most prevalent in vaccine-related tweets.
Fig. 10 presents the emotions based on manual annotation
before and after the vaccine commencement (September 14,
2020). People in the UAE tweeted more positive and fewer
negative tweets after the vaccine when compared to the tweets
before the vaccine. We also find that anger increased after
the introduction of the vaccine, while trust declined slightly.
Overall, the manual annotation suggests that the UAE’s pop-

ulation’s emotions were dominated by positive responses
throughout. Before the vaccine, people in the UAE stayed
mainly positive, with high trust in the government’s decisions.
However, although positive emotions dominated after the
vaccine, fear of the vaccine’s side effects was expressed.
A relaxation of restrictions may account for additional fear
among parts of the population. Overall, positive and trust
emotions dominate in the tweets, suggesting broad support
of government decisions among social media users.

Fig. 11 represents a word cloud for each emotion based on
the manual annotation. We can see that people in the UAE
mention Pfizer in tweets with positive sentiments, surprise,
and anticipation emotions. The UAE, Dubai, and the capital
Abu-Dhabi mainly were mentioned in tweets with positive,
neutral, and trust emotions. People tweets express trust in
the government’s decisions in handling the pandemic and the
vaccination process but also tweet about the cities of Abu
Dhabi and Dubai with anger. This is due to lockdowns, and
movement restrictions between the two cities. Both sad and
fearful tweets focus on travel bans and flight suspensions
between UAE and India, as Indians could not travel to their
home country during the interruption period.

Stage 5: Feature extraction
After annotation of tweets with gold emotion labels,

we transform each tweet’s text into a feature vector, repre-
sented by numeric features, which is accepted as input by
the machine learning algorithms that we will apply to predict
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FIGURE 6. Term count (unigram, bigram, and trigram) for vaccine-related tweets.

FIGURE 7. Word cloud for non-vaccine-related and vaccine-related
tweets.

tweet emotion classes [61]. We use the concatenated Bag of
Words (BoW) and Term Frequency-Inverse Document Fre-
quency (TF-IDF) representations as numeric features. This

method is the most accurate for sentiment analysis in the lit-
erature and performs better than BoW and TF-IDF alone [32].
The BoW is a technique that calculates the frequency of each
word in a tweet regardless of its order, where the frequency
of a word represents its importance [52] and is used as a
feature [62]. It consists of two steps: 1) establishing the
dimensions of the feature vector as the vocabulary of unique
words in all the observations and 2) creating a vector for
each observation in the dataset by instantiating each vector
element with the term frequency of a particular word in the
corresponding observation. An example of BoW is available
in Appendix B.
TF-IDF is a statistical technique that depicts how vital the

word is to a tweet in a collection of tweets [63]. It removes
the limitation of BoW, where the most common word is given
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FIGURE 8. Percentage of Annotation Consistency between TextBlob, Vader, and NRCLex libraries.

FIGURE 9. Manually annotated emotions for UAE-COVID-19-related vaccine-related and non-vaccine-related tweets. The emotions Joy and
Disgust were presented in the non-vaccine related but not in the vaccine-related tweets.

FIGURE 10. Tweets emotions before and after the vaccine based on manual annotation.

more importance. Instead, this technique compares theword’s
frequency in a targeted tweet against the word’s average
frequency in the whole collection. Intuitively, a word that is
frequent in the target tweet but infrequent in the collection

overall is an important feature as it is distinctive for the
tweet at hand. Words that are frequent overall (e.g., ‘‘the’’,
or ‘‘COVID’’) are less distinctive and receive a lower TF-
IDF score. E.g., unlike the word ‘‘COVID’’ which is very
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FIGURE 11. Word clouds for UAE-COVID-19 tweets based on manual annotation of emotion.

FIGURE 12. Frequency of classification models used in literature for COVID-19 sentiment analysis.

frequent, the word ‘‘Pfizer’’ might be mentioned in only a
small subset of tweets and is hence considered distinctive.
If we aim to represent tweets related to the vaccine, the word

‘‘Pfizer’’ would receive a higher TF-IDF weight compared to
the word ‘‘COVID’’ [52]. In a tweet, a word that has higher
concatenated BoW and TF-IDF score represents a stronger
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TABLE 4. Hyperparameter tuning for the machine learning algorithms under study.

FIGURE 13. Performance measures for the emotion prediction models.

relationship with the corresponding Plutchik’s emotion or
sentiment than the words having lower scores. This relation-
ship is learned by the machine learning algorithm during the
model building stage.

The TF-IDF for each unique word in each tweet is calcu-
lated using Equation (2).

TF − IDFw,i = TFw,i × IDFw (2)
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FIGURE 14. ROC curves for Random Forest model.

FIGURE 15. ROC curves for Logistic Regression model.

where TF − IDFw,i is the TF-IDF for the word w in the ith

tweet. TFw,i is the term frequency of the word w in the ith

tweet, and is calculated by dividing the number of times a
word is repeated in a tweet by the total number of words in
the same tweet (Equation 3).
IDFw is the inverse document frequency for the word, i.e.,

the reciprocal of the number of documents that contain w.
IDFw is calculated by squashing the division of the total
number of tweets in the dataset by the number of tweets

that includes the specific word through the log10 function
(Equation 4). The log function is a convenient way to handle
a large number of tweets and dampen an overly high impact
of extremely high values [52]. In this formula, terms com-
mon in each tweet in the dataset, such as ‘‘the’’ or ‘‘and,’’
will rank low according to TF-IDF. However, words that
frequently appear in a tweet, while not appearing many in
other tweets, would mean that such words are relevant, i.e.,
the word ‘‘China’’ will rank high and is considered relevant
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FIGURE 16. Confusion matrix for Random Forest model.

FIGURE 17. Confusion matrix for Logistic Regression model.

to the topic ‘‘vaccine’’. If we aim to find tweets related to
the Chinese vaccine, the word ‘‘China’’ would be highly
weighted compared to the word ‘‘the’’ [52].

TFw,i =
nw,i

NEi
(3)

IDFw = log10
N∑N

i=1 1w∈Oi

(4)

where nw,i represents the number of times the word appears
in the ith tweet, and NEi represents the total number of words
in the ith tweet. N represents the total number of tweets in the
dataset, and Oi indicates the ith tweet. An example of TF-IDF
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FIGURE 18. CPU and memory utilizations of Random Forest and Logistic Regression models during training.

FIGURE 19. Execution time of Random Forest and Logistic Regression models during training.

is available in Appendix C. Appendix D shows an example of
the feature extraction using concatenated BoW and TF-IDF.

Stage 6: Model building
We select Random Forest (RF) and Logistic Regression

(LR) to evaluate our proposed framework, as these are the
most used machine learning models from the literature as
illustrated in Fig. 12.

C. RANDOM FOREST (RF)
RF, a supervised classification machine learning model based
on a decision tree, builds an ensemble of decision trees by
first selecting bootstrapped samples and random subset of
features (words) from the dataset. It selects a feature that
most cleanly splits the current dataset into parts that minimize
impurity, facilitating class separation. It does so recursively
until each of the final splits corresponds to only a single
class [64]. At test time, an unseen tweet is passed through
the tree, choosing paths according to its feature values that

minimize the impurity. Such predictions from multiple trees
are collected, and the final emotion is predicted by a majority
vote. This is done by counting the votes for each class that the
individual decision trees have assigned to the tweet. The emo-
tion that receives the highest number of votes, is ultimately
chosen as the final predicted emotion for the unseen tweet,
as seen in Equation (5).

ET = majority vote {En (T )} (5)

where ET is the emotion of a tweet and n is the number of
decision trees.

D. LOGISTIC REGRESSION (LR)
LR is another supervised machine learning model which pre-
dicts one of two classes by (1) multiplying the feature vector
representing a tweet with a learned weight vector and (2)
passing the result through a Sigmoid function that predicts
the likelihood of a tweet belonging to a certain emotion or

VOLUME 11, 2023 144141



L. Ismail et al.: ML-NLPEmot: ML-NLP Event-Based Emotion Detection Proactive Framework

TABLE 5. Output of preprocessing steps for the UAE COVID-19 dataset.

class on a scale from 0 (the tweet certainly does not express
the emotion) to 1 (the tweet expresses the emotion with
100% certainty) [65]. In this case study, we will use LR as
a multiclass model, using Equation (6).

P (Emotion) =
eβ0+

∑n
i=1 βiTi

1 + eβ0+
∑n

i=1 βiTi
(6)

whereP (Emotion) represents the probability of each emotion
classification, T is the tweet, and β0 and βi are the regression
coefficients representing the intercept and the slope respec-
tively. The regression coefficient values are calculated using
maximum likelihood estimation, as stated in Equation (7).

l (β0 . . . βi) =

∏
i,yi=1

P(Emotions)

×

∏
i,yi=0

(1−P (Emotions)) (7)

E. EXPERIMENTAL ENVIRONMENT AND
HYPERPARAMETER TUNING
To evaluate the performance of our framework, we use the
COVID-19-vaccine-events-related dataset, which consists of
813 tweets and emotion labels, as shown in Figure 10. The
experiments were run on Ubuntu 20.04 with 1024 GB RAM
and 2 AMD EPYC 7552 48-Core, 96-Thread, 2.20 GHz
Processors, using Python 3.9. Through Python, we used
the following packages: Keras, NumPy, Pandas, Scikit-learn,
TensorFlow, andMatplotlib for plotting the figures. As shown
in Table 4, for the hyperparameter tuning, we used the opti-
mal values obtained in the literature for each parameter of
the algorithms under study. The optimal parameters used in

our experiments are calculated based on the GridSearchCV
method.

Stage 7: Emotion prediction model evaluation
To develop themachine learningmodel, we split the dataset

using 10-fold cross-validation. Moreover, we validate the
model using the following evaluation metrics:

• Accuracy: It is the rate of correct classifications by the
model. The accuracy score lies between 0 and 1, with
1 indicating that the model correctly classifies all the
observations in the testing dataset.

• Precision: It is defined as the correct class classification
rate out of all the class predictions. The precision value
lies between 0 and 1, with 1 indicating that every obser-
vation classified in a class belongs to that class.

• Recall: It is defined as the correct class classification rate
out of all the class observations. The recall value lies
between 0 and 1, with 1 indicating that all the observa-
tions from a class are indeed classified as belonging to
that class.

• F-measure: It is defined as the harmonic mean of preci-
sion and recall. The value of the F-measure lies between
0 and 1, with 1 indicating a perfect value of precision
and recall.

• ROC Curve: It is a probabilistic curve representing the
performance of a classification model at different classi-
fication thresholds. This is by plotting the True Positive
Rate (TPR) against the False Positive Rate (FPR).

• AUC: It measures the classifier’s ability to differ-
entiate between classes. AUC is calculated as the
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TABLE 6. Feature extraction using Bag of Words (BoW).

two-dimensional area under the ROC curve. Its value
lies between 0 and 1, with 1 indicating that the classifier
perfectly differentiates between the classes and 0 indi-
cating that all the positive observations are classified as
negative and all the negative ones as positive.

• Total Execution Time: It is defined as the total time
the classifier takes for training (model building) and
validation.

• CPU Usage: This measures the percentage of the CPU’s
capacity being utilized during the machine learning
models’ execution.

• Memory Usage: This measures the percentage of the
RAM’s capacity being utilized during themachine learn-
ing models’ execution.

Fig. 13 shows the accuracy, F-measure, AUC, precision,
and recall, of the RF and LR classifiers. It indicates that,
in all cases, RF outperformed LR. This is because RF cap-
tures non-linear relationships between the words (features)
and the corresponding emotion class [67]. In addition, our
dataset is imbalanced as the distribution of the 9 emo-
tion classes are inequal among the tweets. RF is more
suitable than LR in handling imbalanced data. This is
because it selects balanced samples of all predicted emotion
classes at the time of building each decision tree. Conse-
quently, the training dataset considered by RF is a balanced
one [13], [68].

Finally, we present the RF and LR’s ROC curves and the
AUC values in Figs. 14 and 15 respectively. The ROC curve
for the sadness emotion in both classifiers is equal to 1 as
all tweets are classified correctly, bearing in mind the small
number of tweets classified with such emotion. Additionally,
the ROC curve for all emotions increased or remained the
same for RF compared to LR, indicating RF detected more
true values than LR for all emotions. We conclude that the
RF is most suitable for classifying tweets’ emotions. Finally,
Figs. 16 and 17 illustrate the confusion matrix of RF and
LR, respectively. The insights of the figures are in line with
the ROC curves, as it is clear that there are more emotions
correctly classified in RF than LR, which explains the perfor-
mance illustrated in Fig. 13.

Machine Learning algorithms should be time efficient as
time to analyze the emotions for events such as a pandemic
is critical to develop a proactive prevention plan. Figs. 18
and 19 show the CPU andmemory utilizations, and execution
times respectively while training RF and LR for model devel-
opment. Fig. 18 show that LR consumes less CPU than RF,
even though bothmodels consider all features. This is because
RF builds 310 trees while developing the model, where each
tree is considered as a model, unlike LR [13]. The figure
also shows that both models have similar memory usage.
However, RF takes longer time to run than LR, as shown
in Fig. 19. This is because the time complexity for RF is
O (n · f · d · t), where n refers to the number of trees, f refers
to the number of features, d is themaximumdepth of the trees,
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TABLE 7. Feature extraction using Term Frequency – Inverse Document Frequency (TF-IDF).

and t is the number of tweets in the dataset; while the time
complexity for LR O (f · t).

IV. DISCOUSION
A. PRINCIPAL FINDINGS
This study argues for a need for a proactive event-based
framework that determines public emotions and tackles
population-level emotions associated with events such as

a pandemic and its related measurements. The effect that
COVID-19 has on the human body is enormous [8], [9],
[10], and its complications led to the death of over 6 mil-
lion individuals globally [16]. However, the measures the
policymakers take to contain the virus affect the individual’s
emotional state, whether testing positive for COVID-19 or
not. In general, people who experience less positive and
more negative emotions are more likely to become depressed
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TABLE 8. Feature extraction using concatenated Bag of Words (BoW) and Term Frequency – Inverse Document Frequency (TF-IDF).

and have suicidal thoughts. Similarly, there is a correla-
tion between the heightened experience of anger and a
rise in suicide attempts [66]. Furthermore, a study in the
United States reported that suicidal behavior among high
school students was significantly positively correlated with
sadness [67]. During the COVID-19 pandemic, researchers
found that lockdowns generated fear emotions, causing
increased levels of anxiety, depression, and other mental
health disorders [22], [23], [68]. Significant events in people’s
lives affect their emotions. Therefore, it becomes criti-
cal to detect population emotions, particularly the negative
ones, to avoid mental health issues and their consequences.
Monitoring emotions in response to particular events on a
societal level is essential. In particular, following the intro-
duction of policies and legislation, it can aid policymakers
in responding effectively and avoiding the surge of lev-
els of distress which may lead to political disorders or
violence.

Consequently, researchers predict the sentiments associ-
ated with the pandemic using different machine-learning
models [25], [30], [31], [32], [33], [34], [35], [36], [37],
[69]. However, rather than fine-grained and psychologically
founded emotions as considered in our paper, previous work
predominantly focused on coarser-grained positive, negative,
and neutral sentiments, and lack a systematic approach to
emotion detection in response to a particular event. Therefore,

in this paper, we propose an event-based machine-learning
framework that distinguishes three basic sentiments (posi-
tive, negative, or neutral) and Plutchik’s eight emotions (joy,
fear, anger, anticipation, sadness, surprise, disgust, and trust).
It can shed light on the population-level emotional state
through a methodological process that enables the emotional
detection of social media posts, in response to the occurrence
of a particular event.

Based on our manual annotation, we found that positive
emotions dominated the UAE-COVID-19-vaccine-related
tweets overall (a positive sentiment, and trust emotion). This
suggests a level of trust among the social media users in the
UAE’s government and policymakers in placing preventive
and precautionary measures to contain the virus. In addi-
tion, the UAE Twitter population expressed more negative
sentiment before the vaccine commencement (September 14,
2020), although fear slightly increased and trust slightly
decreased after vaccine commencement, although some of
these emotions could be related to movement restrictions
rather than vaccines per se. Moreover, we trained and evalu-
ated Random Forest and Logistic Regression to automatically
predict emotions for tweets. Based on a variety of evalua-
tion metrics, we consistently found that the random forest
outperformed the logistic regression, achieving 95.5% accu-
racy, 95.8% precision, 95.4% recall, 95.6% F-measure, and
98.1%AUC, with almost the same memory utilization during
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training. However, RF is 2.3 times slower and consumes
around 7% more CPU than LR.

B. LESSONS LEARNED
• Annotation tools: Based on our results, we suggest data
scientists use more than one automatic data annota-
tion tools such as TextBlob, VADER, and NRCLex
and to verify the labels produced by these tools manu-
ally. This is because as found in our experiments after
manual annotation, these tools produce contradictory
results. This can be life-threatening if negative tweets
with sad and depressed emotions are labeled as positive
tweets.

• Event-based emotion analysis: Researchers and govern-
ment organizations studying public emotions during a
pandemic should consider the intervention of different
events within the framework. This will aid in developing
timely tailored pandemic prevention and public health
strategies.

V. CONCLUSION
The COVID-19 pandemic created a sense of fear and other
negative emotions. Additionally, the events associated with
the pandemic and the increasing number of infections and
deaths led to negative emotions affecting mental health. Sev-
eral works in the literature studied the emotions associated
with COVID-19 through machine learning. However, this
paper is the first to propose a machine learning-based frame-
work to detect emotions based on the occurrence of specific
events and uses the UAE as a case study and the COVID-19
vaccine as an event. In addition, we detect 11 emotion classes
related to introducing precautionary measures or events.
We implemented the proposed framework using the ML
widely used machine learning algorithms Random Forest
(RF) and Logistic Regression (LR). Our experimental results
show that RF outperforms LR.

There are a few limitations in this paper, including the fact
that what individuals share on social media is not necessarily
what they feel; the text is not a direct signal of emotions
that would warrant judging the mental health state on an
individual level.We argue, however, that social media expres-
sions are a valuable indicator for a population-level response.
Moreover, the Twitter population is not representative of the
general UAE population, therefore, countermeasures should
not be based solely on tweets. However, our framework
presents a generic systematic approach to detecting emotions
and is not specific to a particular social media type or a
sample of the population. It can be applied to a population
at the national level, considering all social media types, for
better insights into population emotions to provide signals
to policymakers following the introduction of measures or
legislation.

APPENDIX A
Table 5 shows the output for the pre-processing steps on a
sample observation taken from UAE COVID-19 dataset.

APPENDIX B
As shown in Table 6, two pre-processed tweets were selected
randomly from the dataset. These tweets are converted
into feature vectors using BoW. In step 1, as shown in
the table, the list of unique words from both observa-
tions is created. Next, in step 2, a vector for each tweet
is created, having the frequency of term frequency of
the unique words in that tweet. These feature vectors for
each tweet will then be used for training the learning
algorithm.

However, with BoW, important words occurring less fre-
quently can be neglected. As a result, the technique gives
more weight to the most common words, which can lead to
inaccurate results in sentiment analysis.

APPENDIX C
Table 7 shows the development of the feature vectors for two
pre-processed sampled tweets using TF-IDF. For each word,
the TF is computed, and then the IDF. The features’ vectors
for each tweet are then represented using the TF-IDF value
of each word in each tweet.

APPENDIX D
Table 8 shows an example of concatenating BoW and TF-IDF
as part of the feature extraction stage.
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