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ABSTRACT Non-traumatic grief can be defined as, a complex process that includes emotional,
physical, spiritual, social, and intellectual behaviors and responses through which individuals, families,
and communities incorporate actual, anticipated, or perceived loss into their daily lives. In the age of
widespread social media usage, individuals frequently share their emotions online for various reasons.
This was particularly evident during the peak of the COVID-19 pandemic and its aftermath, where many
social media interactions replaced or supplemented traditional farewell and mourning practices, including
communications related to deaths. Recognizing messages expressing non-traumatic grief is a crucial
challenge for nursing, medicine, and socio-health interventions. This awareness could assist specialists in
improving early prevention and healthcare measures. In this work we present an approach to automatically
detect messages (tweets) containing non-traumatic grief by means of deep learning techniques. To this end,
a corpus of Spanish-language tweets has been built using a binary label to indicate the presence or absence
of non-traumatic grief and has been released for use in future research. To address this challenge, multiple
monolingual and multilingual language models based on pre-trained Transformer models have been fine-
tuned, performing an exhaustive search to obtain the best hyperparameter values. Through this approach and
employing various oversampling and undersampling techniques to mitigate the dataset’s imbalance issue, the
trained models reached very good results on different evaluation metrics, achieving an accuracy, AUC-ROC,
and F-measure of 0.850, 0.836, and 0.827, respectively. Our results show the significance of hyperparameter
selection during the learning process and demonstrate the potential of deep learning approaches for detecting
non-traumatic grief messages.

INDEX TERMS Deep learning, hyperparameters, non-traumatic grief detection, transformers, Twitter.

I. INTRODUCTION
When a person dies, a structural transformation is trig-
gered in their environment, in the social relationships
of the universe of relatives, friends, and acquaintances,
and they need to readjust [1]. When we refer to non-
traumatic grief, we describe the natural and self-limited
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process of emotionally repositioning the deceased person and
continuing to live, finding a reconstructed bond with them,
and being able to generate other behaviors adapted to the
environment without that person [2], [3]. Such restructuring
has to do with how each culture understands death and with
the paradigm of life that they have integrated [4].

It is vitally to describe the characteristics of the event
that surrounded the death of the loved one, the levels of
attachment, the relationship that the loved one had with the
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bereaved, and other specifications for coping with grief as
non-traumatic one or if, on the contrary, there is a coexistence
of factors that may derive to complicated or traumatic grief.
The end-of-life process has been lived in isolation, without
goodbyes or accompanying rituals. The critical axis here is
precisely the body’s materiality, the main argument being that
its absence hinders the social recognition of death and the
symbolic processes of mourning and grief [5]. The rituals that
accompany the end-of-life ensure a process of coping with
grief in a natural, healthy, and functional way that will allow
a favourable evolution of the death process and will favour
a process that dignifies the death and farewell of a relative,
closing the circle of the lived vital process [6].

The exceptional situation that we have experienced
during COVID-19 has hindered the normal development of
rituals, leading to accompaniment from a distance, without
contact [7]. Society has reacted to this deficit spontaneously
by moving to social networks, a natural means of expression
in our current society [8]. Already in the year 2000, the
effectiveness of mourning practices through social networks
began to be evaluated in a context where internationalization,
the rhythm of life, and even the interpretation of coping had
changed [9], [10], [11]. A social debate is generated about
the relevance of using these technologies in moments as
decisive as the death process or the grieving responses with
interactions through labels, hashtags, or other elements of the
language of social networks, substituting or complementing
the usual farewell and mourning practices [12], [13]. The
most explored networks in the analysis of interactions and
the effectiveness or not of their resources in coping with grief
have been Facebook and Twitter.

Twitter has the particularity of its international projection,
fast access, and information delivery. A single interaction
allows us to participate in any situation happening anywhere.
Diverse studies [14], [15] have confirmed that not only
are social networks a good way to interact, making the
distances closer but that they have allowed the develop-
ment of necessary processes for coping with grief, which
without the support of these means, would not have been
possible.

The interest of automatically identifying tweets that ver-
balize actions on healthy grief allows the health professional
to detect early elements of protection or risk for the
development of functional grief, allowing health workers
to develop strategies adapted to the specific needs of the
situation that COVID-19 has generated. In addition, it will
favour the necessary justification for reorganizing areas of
services and health structures to manage the new health
demands required by the population that has experienced
the loss of loved ones during the COVID-19 period. This
restructuring will provide human, material, and training
resources to the staff that offers accompaniment during the
phases of non-traumatic grief to favour a natural resolution
of grief and avoid pathological grief, generating a greater
demand for health services and support, and suffering in
people.

Therefore, the aim of this study is the automatic detection,
using deep learning techniques, of messages containing
non-traumatic grief in social network conversations. To the
best of our knowledge, no previous work has addressed the
automatic detection of this type of messages. While our focus
is on tweets written in Spanish, the methodology described
in this paper and the conclusions obtained can be applied to
other languages.

A labeled dataset is a prerequisite for conducting a
supervised text detection or classification task. This work
deals with a binary classification task, where each doc-
ument (tweet) is assigned a positive (‘‘1’’) or negative
(‘‘0’’) label that indicates the presence or absence of
non-traumatic grief messages. So, the first stage of this study
involved the construction of a new labeled dataset NTGrief
(COVID-19-related non-traumatic grief). The manual label-
ing process was carried out by experts on health sciences and
sociology, and it will be described in detail in Section III.
The NTGrief dataset can be accessed on Github1 for research
purposes.

In recent years, the emergence of novel techniques based
on deep learning has greatly improved the effectiveness
of classification tasks on structured data, images, and text.
Especially, for text classification and Natural Language
Processing tasks, models based on transformers [16], [17],
[18] are achieving excellent results.

BERT (Bi-directional Encoder Representations from
Transformers) [19] is a transformer-based language rep-
resentation model, pre-trained on a vast text corpus in
a self-supervised manner. It offers excellent flexibility to
quickly adapt wide range of tasks such as text classification.
In recent years, numerous variations of BERT have been
implemented. In this work, a comparative analysis of
monolingual and multilingual BERT-based models in both
Spanish and English is performed. For this purpose, a fine-
tuning of some of the best performing pre-trained language
models in classification tasks has been carried out. Since the
dataset is imbalanced, as will be described in Section IV,
undersampling and oversampling approaches are proposed
to achieve a better performance of the models. Furthermore,
due to the variability that the predicted values can exhibit
depending on the selected hyperparameter values during
training, an exhaustive search for these values has been
performed. Our results reveal that models trained with these
strategies achieve high effectiveness in detecting messages
referring to non-traumatic grief.

The following items summarize the main contributions of
our work:

• A new task is suggested in the realm of detecting social
media messages.

• The creation and manual labelling of a Spanish tweets
Corpus (NTGrief) using a binary classification to
indicate the presence or absence of non-traumatic grief

1https://github.com/I2C-UHU/NT-Grief

VOLUME 11, 2023 143403



J. Mata-Vázquez et al.: Automatic Detection in Twitter of Non-Traumatic Grief Due to Deaths by COVID-19

messages. The Corpus has been released for research
and evaluation purposes.

• The development of deep learning models for auto-
matically detecting non-traumatic grief in social
media messages. By using various oversampling and
undersampling techniques, the models achieve a high
level of effectiveness, and the results are very promising.
We provide a discussion of the results from computa-
tional, healthcare, and sociological perspectives.

• A comprehensive experimentation to obtain the best
combination of some of the most commonly used
hyperparameters for the language model training
process.

• An open project on a web platform to input new
messages and predict the absence or presence of
non-traumatic grief.

The rest of this paper is organized as follows: in Section II,
related works are discussed, delving into prior research
conducted in the field. Section III describes the Corpus
used in this study and the annotation process. Section IV
details the different approaches used to achieve the proposed
task. Results and analysis are presented in Section V.
Finally, conclusions and future work are presented in
Section VI.

II. RELATED WORKS
Although in the last three years, the social and health sciences
have contributed to science with many investigations related
to COVID-19, related to social, economic, cultural, political,
educational, and other dimensions and effects, there is a
significant gap regarding research that addresses the issue of
non-traumatic grief and COVID-19 from a social perspective.
The gap is more significant regarding research that pursues
the automatic detection of non-traumatic grief in social media
or is interested in natural language processing, non-traumatic
grief, and social sciences, as this work addresses. Although
not many studies connect natural language processing and
non-traumatic grief after the deaths of COVID-19, some
literature primarily focused on traumatic or complicated grief
(or emotions or public opinion), and NLP is found. For
example, before COVID-19, one suggestive study focused
on how youth use social media in grieving [20]. Other
relevant studies explored the impact of COVID-19 on the
bereaved [21] or online public opinion [22] based on Weibo
users or posts. Even some studies have focused on analyzing
how chats or robots in the context of the COVID-19 pandemic
support some populations in order to mitigate the effects of
the pandemic, including coping with loss, isolation, and other
problems during the pandemic [23], [24].
Other works, more numerous in the field of social

sciences, focus on qualitative and mixed methods approaches
employing strategies of textual codification or categorization
-similar to annotation processes- [25], [26], but without
pretending to automatically detect messages through deep
learning techniques, or the employment of other techniques

for text-based emotion detection [27]. As Julia, Davies,
and Kelly underline in [28], though there is a diversity of
approaches in the research that explore the use of social media
for mourning, there is a primary emphasis on qualitative
approaches and content analysis in the literature, which
gives particular value to this work. Following Al-Garadi,
Yang, and Sarker in [29], apart from the role that natural
language processing has had during the pandemic, in the
future to come is also needed to fight against the devastating
effects of pandemics improving and take advantage of
the developments in the intersection of data science and
health.

To the best of our knowledge, there are no studies for
the automatic detection of non-traumatic grief messages
on social media. However, there are related works about
sentiment analysis of messages related to COVID-19. In [30],
authors conduct a meticulous exploration of COVID-19
research utilizing sophisticated data science techniques,
including artificial intelligence and machine learning. Their
in-depth analysis encompasses studies, comprehensive sur-
veys of public datasets, and an insightful understanding of the
challenges faced. This exhaustive review provides profound
insights into the complex dynamics of COVID-19 spread
and mitigation efforts. In [31], authors explores the vast
data generated daily on websites and social media platforms.
By employing web news mining, the study delves into data
analysis and classification. The research highlights the crucial
role of web news mining, particularly in social networks,
enabling accurate identification of users’ demographics and
geographical locations. This approach, rich in statistical
insights from platforms like Twitter, aids in predicting
regional morbidity rates, guiding policymakers to implement
targeted educational programs. Ultimately, this proactive
strategy aims to reduce COVID-19 incidence and mortality
in vulnerable communities. In [32], authors perform an
analysis of sentiment evolution in Spanish pandemic-related
tweets utilizing a fine-tuned BERT architecture. The research
uncovered patterns of sentiment, prominent areas of concern
related to published news, public responses and information
dissemination, among other facets. In [33], authors examine
the sentiments expressed by Indian citizens regarding the
COVID-19 pandemic and vaccination campaign by analyzing
text messages posted on the Twitter platform. They manually
build a labelled dataset of tweets and emergency phone
calls. To extract the emotion during the pandemic, they
used pre-trained models such as DistilBERT, RoBERTa and
BERT, compared their results and proposed an ensemble
model to classify emotions. In [34], researchers manually
labelled 10,000 tweets with the help of three annotators and
classified them into ten different emotions. In [35], authors
used a dataset of 226,668 tweets related to COVID-19 that
was collected between December 2019 and May 2020. They
proposed an ensemble deep learningmodel based onmajority
voting for sentiment analysis. From the point of view of the
impact of COVID-19 on mental health, much research has
also been conducted in recent years. In [36], the authors
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FIGURE 1. Most frequent terms (excluding search terms) used in tweets. (a) Label ‘‘0’’. (b) Label ‘‘1.’’

present a comprehensive study on the use of machine learning
to combat mental disorders.

In recent years, in all work related to message detection
and classification by means of natural language process-
ing techniques in the literature, the best performance
has been achieved by using language models, especially
Transformer-based models.

III. CORPUS DESIGN AND CONSTRUCTION
This section introduces the NTGrief dataset, which
is a Corpus designed to identify messages related to
non-traumatic grief on Twitter. The process of extracting and
annotating the documents is described, along with several
statistics about the collection. As far as we know, NTGrief
is the first Spanish Corpus developed to identify messages
about non-traumatic grief in COVID-19 times.

A. DATA COLLECTION
The tweets were collected using GetOldTweets3-optimized-
modified.2 This is a Python project to extract old and
backdated tweets. The period chosen for the searches was
from January to May 2020, and a keyword-based approach
was used to search for tweets. The keywords chosen for
the search were ‘‘Coronavirus’’, ‘‘COVID’’, ‘‘COVID-19’’,
‘‘COVID_19’’, ‘‘COVID19’’ and ‘‘Muerte’’ (‘‘Death’’).
Several searches were conducted combining each term
(‘‘Coronavirus’’, ‘‘COVID’’, ‘‘COVID-19’’, ‘‘COVID_19’’
and ‘‘COVID19’’) with the term ‘‘Muerte’’ in Spanish to
collect tweets that included terms related to ‘‘Muerte &
COVID-19’’. Since this study does not analyze dissemination
patterns, retweetedmessages were excluded to avoid repeated
tweets. This search yielded an initial dataset of 116,936
tweets. (Death and COVID-19 dataset, 2020).

2https://github.com/marquisvictor/Optimized-Modified-GetOldTweets3-
OMGOT

FIGURE 2. Most frequent hashtags used in tweets for both classes.

B. CORPUS ANNOTATION
To carry out a manual labeling process, it was decided to
randomly obtain a significant and feasible sample to be
annotated by human experts in this field. The complete
methodological process followed was: (a) ten thousand
tweets were randomly selected from the initial dataset. They
were anonymized by replacing mentions with @USER.
Additionally, emojis and URLs were removed; (b) these
tweets were binary-coded by two experts and a third expert
referee to solve disagreements (NTGrief_Full); (c) given
that the expressions of healthy grief, in a very general
context of ‘‘COVID-19 and Muerte’’ are a minority and
this produces an very imbalanced dataset, after a first
exploratory analysis, we adopted as the decision to build
a more reduced dataset preserving the tweets classified as
expressive of non-traumatic grief (605 tweets), and randomly
removingmany other tweets from the dataset to better balance
the dataset. The NTGrief dataset was the outcome of this
process.

As it was the first time to our knowledge that protector
and risk factors of non-traumatic grief were identified and
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TABLE 1. Some examples of labelled tweets in Spanish and English, along with a brief explanation of the reason for the annotation.

FIGURE 3. Principal Component Analysis.

classified in Twitter messages in the context of COVID-19,
the process followed two steps. In a first stage, the dataset was
labeled by two experts on health sciences and sociology with
a first aim of distinguishing between tweets containing con-
tents referring to protector and risk factors of non-traumatic
grief, and tweets not containing that issue, even when the
topics ‘‘Muerte & COVID-19’’ were present. Considering the
task’s subjective nature and level of difficulty, this dataset
was manually labeled with the support of an annotation guide
designed by experts in the field [37].

The overall inter-annotation agreement at this step reached
a high correlation rate (0.82 of Cohen’s Kappa coeffi-
cient [38]). In a second stage, those tweets in which no
agreement or doubts were found were analyzed and revised
carefully for previous annotators and for a third person
to solve the ties if required. This in-depth revision and

discussion of most difficult cases to classify helped to
solve some specificities of messages published in Twitter
during the pandemic and helped to discover the difficulties
of identifying nuances associated with expressions of non-
traumatic grief. In Table 1, several examples of annotated
tweets are shown along with a brief explanation of the label
chosen by the annotators.

C. DATASET FEATURES
As outlined in the previous section, an exhaustive labeling
procedure of 10,000 tweets was conducted to prepare a
previously categorized training dataset to carry out the
supervised classification task. This labeling process resulted
in an imbalanced dataset in terms of class distribution.
As explained above, after a first exploratory analysis we built
a more balanced dataset. Specifically, out of 2000 tweets,
1395 (69.8%) were assigned to label ‘‘0’’, which denotes the
absence of non-traumatic grief messages, and 605 (30.2%)
were assigned to label ‘‘1’’, indicating the presence of
non-traumatic grief messages.

Text classification with imbalanced datasets is a chal-
lenging undertaking that requires data preprocessing before
applying machine learning algorithms [38]. In addition,
within the context of our case study, there exists minimal
variance in syntax and semantics between the tweets
belonging to the two distinct labels. Figure 1 shows the most
frequently used terms in the tweets of the dataset for each
label. On the other hand, the most frequent hashtags are the
same in the texts of both labels. The top three most frequently
used hashtags are shown in Figure 2.
To examine the distribution of tweets for each class in the

n-dimensional vocabulary space of the dataset, a Principal
Components Analysis (PCA)was carried out. Fundamentally,
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PCA is a technique used to reduce the dimensionality of a
dataset by creating a set of new features known as Principal
Components. These components are derived by transforming
the original columns of the dataset. PCA offers several
advantages in machine learning, including dimensionality
reduction and the ability to visualize class separation, if it
exists.

As can be seen in Figure 3, the classes are very overlapping.
Therefore, due to the inherent complexity of the proposed
task, it will be difficult to achieve optimal results.

IV. PROPOSED APPROACH
Machine learning models have been widely used to
address text classification tasks. Most classical machine
learning-based models extract, in a first step, some features
from the documents (e.g., ‘‘Bag of Words’’ - BoW) and
then feed them to a classifier to make a prediction. Some of
these classification algorithms that have performed better on
text classification tasks are Naive Bayes [39], [40], Support
Vector Machines [41], [42], Hidden Markov Model [43],
Gradient Boosting Trees [44] and Random Forest [45], [46].
However, models based on deep learning have recently
outperformed classical machine learning approaches [47].
Transformers [48] are the most prominent architectures

used for a wide range of Natural Language Processing tasks.
These models are pre-trained on a large text corpus, and
they can be fine-tuned on domain-specific data to achieve
the best results in tasks such as text classification. BERT is a
transformer-based language representation model which was
designed to pre-train deep bidirectional representations from
unlabeled text from BooksCorpus and English Wikipedia.
In addition to pre-trained models, fine-tuning models are
tuned to a specific task using a previously trained model.

In this study, we comparatively evaluated several
BERT-based pre-trained language models and their expected
applicability to this task.

A. LANGUAGE MODELS
This section describes the learningmodels with their different
settings and explains the implementation decisions used in
this work. The deep learning models have been developed on
Google Colab3 and they were written in Python. In particular,
the Transformers library from Hugging Face [49] was
employed.

There is a large number of pre-trained models available
exclusively in English, so for this study, we also decided
to evaluate the performance of these models using English-
written tweets. For this purpose, as described in Section V,
the Spanish dataset was translated into English using a
machine translation tool. The following Spanish and English
monolingual and multilingual transformer-based models
have been used for our transfer-learning-based approach:

• BERT. The BERT model was proposed in [19]. BERT
analyzes a sentence in two directions, that is, it considers

3https://colab.research.google.com/

the words that are both to the left and to the right of
a keyword. This allows it to understand in depth the
context and theme of the entire sentence. It was pre-
trained on a large corpus of unlabeled text that includes
the entirety of Wikipedia (that is, around 2.5 billion
words) and the Book Corpus Dataset (800 million
words). The bert-base-uncased4 has been the model
selected for this study.

• BETO. The Spanish-BERT model [50] uses a similar
architecture to the BERT-Base model and was trained
on a corpus that exclusively contains Spanish texts,
including data from Wikipedia and the OPUS Project.
Specifically, we have used the bert-base-spanish-wwm-
cased5 model.

• RoBERTa. A robustly optimized BERT pre-training
approach is an improved version of BERT where key
hyper-parameters are modified [51]. There are several
versions of RoBERTa pre-trained in Spanish. In this
work, the roberta-base-bne6 [52], a model pre-trained
with data from the National Library of Spain (BNE),
was used for Spanish language. For English, the roberta-
base7 model was used.

• XLM-RoBERTa. It is a multilingual version of the
RoBERTa model [51]. It was pre-trained on 2.5TB
of a filtered CommonCrawl data containing 100 lan-
guages [53]. In this work, the xlm-roberta-base8 was the
selected version.

• Multilingual-BERT (mBERT). It is a multilingual
version of the BERT-Base model pre-trained on a corpus
comprising Wikipedia texts from 104 languages [19].
The version fine-tuned in this study has been bert-base-
multilingual-cased.9

• DeBERTa. It is a language model that aims to
improve the BERT and RoBERTa models with two
novel techniques: a disentangled attention mechanism
and an enhanced mask decoder to replace the output
softmax layer to predict the masked tokens for model
pretraining [54]. The version fine-tuned for this work
was deberta-base.10

• DeBERTa v3. It is an advanced language model
that improves natural language understanding. It intro-
duces Cross-View Training (CVT) and Relational
Positional Encoding (RPE) to enhance contextual
understanding and capture long-range dependencies.
With a larger model size and extensive pretraining,
DeBERTa v3 achieves state-of-the-art performance in
various tasks [55]. In this work, the deberta-v3-base11

was the selected version.

4https://huggingface.co/bert-base-uncased
5https://huggingface.co/dccuchile/bert-base-spanish-wwm-cased
6https://huggingface.co/PlanTL-GOB-ES/roberta-base-bne
7https://huggingface.co/roberta-base
8https://huggingface.co/xlm-roberta-base
9https://huggingface.co/bert-base-multilingual-cased
10https://huggingface.co/microsoft/deberta-base
11https://huggingface.co/microsoft/deberta-v3-base
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TABLE 2. Hyperparameter space.

B. BALANCING APPROACHES
As mentioned in Section IV, the NTGrief dataset is
significantly imbalanced. The problem of class imbalance is
a frequent challenge in machine learning classification tasks.
It’s necessary to implement approaches that counterbalance
the imbalance to prevent the models from prioritizing the
classification of the majority class. Resampling is the most
widely used approach to address the issue of imbalance in text
classification. Resampling is a simple yet effective solution to
the class imbalance problems [56]. Random Over-Sampling
(ROS) and Random Under-Sampling (RUS) are two of
the most straightforward approaches to resampling. ROS
will increase the amount of minority class samples, while
RUS will decrease the amount of majority class samples.
To overcome this imbalance problem with this technique,
in this work we use a random under-sampling approach to
balance the number of tweets of both classes. This approach
risks losing valuable information, especially if a significant
proportion of samples are removed. To test the performance
of RUS, the proportion ofmajority andminority class samples
was balanced by randomly removing majority class samples
and reserving all minority class examples for training.

To carry out the oversampling, a data augmentation
approach has been applied instead of using ROS. Nowa-
days, generating the synthesis text using data augmentation
method is one way to solve imbalanced text classification
problems. The method generates new samples by augmenting
the existing texts using augmentation techniques such as
synonym replacement, insertion, translation or deletion [57],
[58], [59]. To this end, a text generation technique using
Round-Trip Translation has been proposed to generate
synthetic documents for the minority class. This technique
consists of translating the tweet to a different language using
an automatic translation model, and then translating it back
to the target language. The use of this technique results
in tweets equivalent to the original but containing different
words. For this purpose, we have used the models proposed
in the OPUS Project. [60]. Specifically, the models used
were opus-mt-es-de12 and opus-mt-de-es13 to translate from
Spanish to German and from German to Spanish, respec-
tively, and opus-mt-en-de14 and opus-mt-de-en15 to translate
from English to German and from German to English,
respectively.

12https://huggingface.co/Helsinki-NLP/opus-mt-es-de
13https://huggingface.co/Helsinki-NLP/opus-mt-de-es
14https://huggingface.co/Helsinki-NLP/opus-mt-en-de
15https://huggingface.co/Helsinki-NLP/opus-mt-en-de

C. HYPERPARAMETER SEARCH
Hyperparameters are adjustable parameters that allow opti-
mizing the training process of a pre-trained model. The
performance of a model largely depends on the assignment
of the most appropriate values to the hyperparameters.
Table 2 shows the hyperparameter space used in the
experimentation phase. For the remaining Transformers
parameters, we retained the default values provided by the
HuggingFace Transformers library for all the models, using
GELU (Gaussian Error Linear Unit) as activation function
for hidden layers, AdamW as the optimization function and a
dropout rate of 0.1.

V. RESULTS AND ANALYSIS
In this section, we describe the experimental framework
and the outcomes derived from different experiments are
analyzed. Additionally, our methods of evaluation and an
error analysis are described.

TABLE 3. Distribution of labels in the datasets.

TABLE 4. Automatic translation of Spanish tweets into English.

A. EXPERIMENTAL SETUP
First, the dataset was split, using a stratified approach,
into a training dataset (80% of the data) and a test
dataset (20% of the data) for the overall experimentation
phase. As part of the preprocessing, all tweets were
converted to lowercase, and hashtags were preserved, given
our understanding that they contributed valuable semantic
context during the training phase. Table 3 shows the
number of tweets for each label. Thus, throughout the

143408 VOLUME 11, 2023



J. Mata-Vázquez et al.: Automatic Detection in Twitter of Non-Traumatic Grief Due to Deaths by COVID-19

FIGURE 4. Classification system architecture.

TABLE 5. Distribution of labels in the datasets after applying
oversampling and undersampling techniques.

experimentation process, the performance of all models was
consistently validated using identical examples. To evaluate
the performance of monolingual English pre-training models
for this task, we created identical training and testing
datasets that were translated into English using a machine
translation form the OPUS Project [60]. In Table 4, several
examples of tweets translated from Spanish to English are
shown.

Finally, by applying the oversampling and undersampling
techniques described above, two new datasets were con-
structed to train the different models selected during the
experimentation phase. Additionally, to verify the effec-
tiveness of the models in the evaluation phase, the label
distribution has beenmaintained in the test dataset. In Table 5,
the distribution of examples for each label in each of the
dataset is shown.

The models were implemented using the transformers
library at Hugging Face [49] and were trained on an NVIDIA
Tesla T4 GPU.

A grid search was performed by trying all possible
combinations of the hyperparameter space shown in Table 2.
To find the optimal hyperparameter values for each model,
the integration of Wandb [61] with Hugging Face was used.

In the search process, epoch number was set to 10 with
early stopping patience of 3 in all cases. A total of 81 runs
were performed for each model and dataset, making a total
of 1944 runs. Approximately 200 hours were spent on this
search process.

Figure 4 shows the proposed system architecture for
the detection of messages containing non-traumatic grief.
In the first step, the manually labeled dataset is split into
a training and a test dataset. In the next step, two new
datasets are constructed using an oversampling approach and
an undersampling approach. Then, an exhaustive search for
the best values of the hyperparameters for the three datasets
(the original and the two newly constructed) and for each
selected pre-trained model is then carried out. In the next
step, the models that have achieved the best results during the
training and hyperparameter search process for each of the
three data sets are selected. Finally, the models are evaluated
using the test dataset to assess their effectiveness on unseen
tweets during the training phase. The same process is carried
out for both Spanish and English. The notebook including
the code implemented for the experimentation is available
at https://github.com/I2C-UHU/NT-Grief. Furthermore, the
best performing models for English and Spanish language
are available for use at https://huggingface.co/spaces/I2C-
UHU/NT-Grief.

B. RESULTS
To compare the results obtained by the different models
and developed strategies, a baseline based on the pre-trained
Multilingual-BERT model was proposed. Given that it is not
possible to know the optimal values of the hyperparameters
beforehand, some of the most frequently used values were
employed to perform fine-tuning of pre-trained language
models: batch size of 32, learning rate of 5e-5, max length of
128 tokens and weight decay of 0.001. For this experiment,
the Spanish original train dataset (SP-NTGrief-Train) was

VOLUME 11, 2023 143409



J. Mata-Vázquez et al.: Automatic Detection in Twitter of Non-Traumatic Grief Due to Deaths by COVID-19

FIGURE 5. Comparative analysis of the model’s performance during the
training and validation stage using the best and worst values for the
hyperparameters.

used for training and the test dataset (SP-NTGrief-Test) was
used to test its performance. For this study, the effectiveness
has beenmeasured using eight different metrics: (1) accuracy,
(2) area under the ROC curve, (3) area under the PR curve,
(4) precision, (5) recall, (6) macro F1-score, (7) F1-score for
the majority class (Label 0), and (8) F1-score for the minority
class (Label 1). In Table 8, the results achieved by the baseline
are shown.

In Table 6, the best hyperparameter values that optimize
the AUC-ROC for each model and dataset are shown. Since
it is an imbalanced dataset, the F1-score of the minority
class (Label 1) is also displayed. In Table 7, the combination
of hyperparameter values that achieves the lowest results
in terms of AUC-ROC and F1-score for the minority class
is shown. Looking at the hyperparameter values in the
tables, the combination of hyperparameter values that achieve
the best AUC-ROC and F1-score results differs for each
model and dataset. The same is true for the combination
of hyperparameter values that yield the worst results.
For example, for the same model (RoBERTa-Spanish),
the optimal values for weight decay were different for
each dataset: 0.1 for the original dataset, 0.01 for the
oversampled dataset, and 0.001 for the undersampled

TABLE 6. Combination of hyperparameter values that optimize the
AUC-ROC and F1-score for the minority class values for each model and
dataset. Weight Decay(WD), Maximum Length(ML), Learning Rate(LR),
Batch Size(BS).

dataset. This shows the importance of doing a preliminary
search of the hyperparameter values before fine-tuning the
models.

As can be seen in Figure 5, there is a highly signif-
icant difference in the AUC-ROC values based on the
choice of hyperparameter values. In some cases, the model
did not correctly classify any tweet from the minority
class.

Once the study of hyperparameters was concluded, the
models that achieved the best performance were selected for
each Spanish and English dataset. Then, they were evaluated
using the test dataset. It is important to state that the test
dataset was constructed with the same proportion of cases as
the original (69.8% for Label 0 and 30.2% Label 1) in order
to evaluate the performance of the models under the same
conditions.

According to Table 9, several conclusions can be drawn.
For the Spanish language, the XLM-RoBERTa model
performed the best in all three datasets while in English,
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TABLE 7. Combination of worst performing hyperparameter values for
AUC-ROC and F1-score for the minority class for each model and dataset.
Weight Decay(WD), Maximum Length(ML), Learning Rate(LR), Batch
Size(BS).

DeBERTa achieved the best results in the original dataset
and in the augmented dataset, while RoBERTa was the
best performing model in the reduced dataset. All methods
outperform our baseline performance across all metrics.
Despite the inherent difficulty of the task due to the
imbalanced dataset, the results have proven to be remarkably
successful. Specifically, except for the RoBERTA model,
the trained models consistently achieved F1-scores above
75% for the minority class, highlighting their robustness in
handling imbalanced scenarios.

In terms of the AUC-ROC and AUC-PR values, the
models also exhibited very high performance, surpassing
83% and 62% respectively for the Spanish language, and
comparable results for the English language. These scores
highlight the models’ ability to strike a favorable balance
between precision and recall for both classes. Moreover,
across all cases, the models consistently achieved high values
in the macro F1-score measure. For a better understanding,
Figures 6 and 7 show the ROC curves of the best performing

FIGURE 6. ROC Curve for the three best models on the Spanish test
dataset.

FIGURE 7. ROC Curve for the three best models on the English test
dataset.

models on the test dataset. As can be seen in Figure 6,
the performance of the best models showcases remarkable
AUC-ROC scores. The XLM-RoBERTa model exhibits ade-
quate discriminative power across the three datasets: 0.836 on
SP-NTGrief-Train, 0.836 on SP-NTGrief-Train-Over, and
0.840 on SP-NTGrief-Train-Under. These consistent high
AUC-ROC values underscore the exceptional predictive
accuracy of the models in message detection, demonstrating
their effectiveness across diverse contexts. These findings
affirm the robustness of the models and their potential
for detect non-traumatic grief messages. Figure 7 shows
the AUC-ROC values of the three best performing models
using the English dataset. The DeBERTa model obtained the
best values in EN-NTGrief-Train (0.837) and EN-NTGrief-
Train-Over (0.827), while the RoBERTa model obtained
the best value in the EN-NTGrief-Train-Under dataset
(0.826). All models show robust AUC-ROC scores, con-
firming their effectiveness in detecting non-traumatic grief
messages.
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TABLE 8. Results for our proposed baseline on test dataset (SP-NTGrief-Test).

TABLE 9. Results for non-traumatic grief detection for proposed methods on test dataset.

TABLE 10. Tweets with the manual label (‘Observed’) and the label
predicted by the model.

Regarding the oversampling and undersampling
approaches, it can be inferred that the models exhibit similar
behavior across the three datasets used for fine-tuning
in each language. Our observations indicate that the
performance of the models was not notably impacted by
the varying number of instances available for each class
in the training dataset. This finding can be attributed
to the exhaustive exploration of hyperparameter values
conducted for each model and training dataset. Thus,
emphasizing the significance of a comprehensive hyperpa-
rameter search during the fine-tuning process of pre-trained
models.

FIGURE 8. Confusion matrix for the XLM-RoBERTa model using the
Spanish undersampled dataset.

C. ERROR ANALYSIS
The previous section has presented the results obtained by
our models on the different metrics. Although it can be
seen that a very good performance has been achieved, it is
important to note that the models are not exempt from
making certain prediction mistakes. To better understand
the underlying causes of these failures, a comprehensive
analysis of the model’s mistakes was conducted. Specifically,
we studied the models that best predicted the minority
class for each language. For both languages, the models
that best classified the minority class were those trained on
the undersampling dataset. In particular, the XLM-Roberta
model on the undersampling dataset managed to correctly
classify 104 messages out of 121 in the minority class in
the Spanish test dataset, and the RoBERTa model on the
undersampling dataset correctly classified 105 messages in
the English test dataset. Figures 8 and 9 show the confusion
matrices of the models.

As can be seen, although the test data set is imbalanced,
the models have demonstrated remarkable skill in accurately
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FIGURE 9. Confusion matrix for the RoBERTa model using the English
undersampled dataset.

classifying the minority class. This compelling performance
allows us to confidently conclude that these models are
highly effective in detecting messages with non-traumatic
grief content. Specifically, for this class, an 86% of accuracy
is achieved for both languages. Thus, based on the evidence
presented, it is a clear conclusion that the implementation
of undersampling techniques has yielded remarkable results
in fine-tuning the models. The application of these tech-
niques has demonstrated to be highly effective, resulting
in a significant improvement in the models’ performance
when it comes to classifying messages of the minority
class.

For the qualitative study of error analysis, the results
achieved by the Spanish model were used (Figure 8).
Table 10 compiles a selection of the examples that were
examined. The expert annotators manually inspected the
67 tweets that were misclassified by the model. Out of
67 entries, we identified 31 as genuine system misclassifi-
cations, while 36 where annotation errors. Of the 31 system
errors, 21 were false negatives (67,8%) and 10 were false
positives (32,2%).

In tweet 1 our classifier was not able to detect non-
traumatic grief. We think that the reason may lie in the way
the sentiment is expressed. Although the message expresses
joy at the favourable evolution of the pandemic (protective
factor), it is expressed in a negative way with terms such
as ‘‘no sabéis’’ (‘‘you don’t know’’) or ‘‘menos muertos
que el día anterior’’ (‘‘fewer deaths than the day before’’),
leading us to think that they perceive joy at the increase in
mortality due to COVID-19. In 2, the model was not able
to grasp the irony and interpreted the author of the message
as calling for social persecution of COVID-19 positives.
However, the tweet is protecting patients who are infected
from the social stigma of COVID-19. Tweet 3 addresses
the concept of death as an integral part of life, providing a
spiritual and value-based understanding of mortality. Giving

value to death as part of life enhances the concept of
transience and being mortal, thus suggesting a non-traumatic
grief. We think that the model failed to interpret these
concepts in the same sentence due to the presence of the
double negation ‘‘never dismiss.’’ Additionally, the model
may have struggled because of the expressions ‘‘no tiene ni
idea’’ (‘‘has no idea’’) or ‘‘pánico exagerado’’ (‘‘exaggerated
panic’’), which are terms associated with anger, rage, and
frustration.

In the case of false positives, tweet 4 was manually
labeled as ‘‘0’’ since it blames the media (press, radio,
etc.) for the fear that society has towards death from
the coronavirus. Expressions of blame that externalize
responsibilities, as well as connotations of anger and rage,
are determined as risk factors. However, expressions like
‘‘la muerte llega en el momento preciso’’ (‘‘death comes at
the right moment’’) are associated with spirituality and a
sense of life’s purpose. We think that may have been the
reason why the model detected non-traumatic grief. Tweet 5
was manually labeled as ‘‘0’’ since it directly attributes the
suicide of Thomas Schäfer to the pressure received during
the coronavirus pandemic. However, since the accusation is
not explicitly stated, the model was unable to capture that
sentiment.

VI. DISCUSSION
In this paper, we conducted an in-depth analysis to understand
how people cope with grief in the face of death caused by a
pandemic-induced disease. Specifically, the aim is to detect
messages in Twitter that denote protective factors in grief,
i.e., non-traumatic grief, as opposed to messages that indicate
risk factors. To this end, NT-Grief, the first Spanish corpus
of expressions of grief in the face of death from COVID-19
on Twitter, was introduced. NT-Grief consists of 2000 tweets
labeled as a non-traumatic grief message or not annotated by
two experts and a third expert referee to solve disagreements.
As far as we know, this is the first resource of this type for
Spanish texts.

To address this text classification task, an exhaustive
experimental study focused on natural language processing
and deep learning has been carried out. Specifically, we used
transfer learning from Transformers based pre-trained Large
Language Models (LLM). To solve the issue of data
imbalance, several sampling techniques were proposed. The
experimental results showed that undersampling techniques
improved the performance of the models, obtaining bet-
ter results for the test dataset. On the other hand, the
importance of appropriately selecting the hyperparameter
values during the model training stage was demonstrated.
A thoroughly study of searching for optimal hyperparameter
values showed that there can be a significant difference in
model performance depending on the values selected.

VII. CONCLUSION AND FUTURE WORK
We can conclude that the language models developed and
presented in this work achieve outstanding performance
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for detecting non-traumatic grief messages in Spanish and
English. The best of them achieved an accuracy of 86%
in the detection of non-traumatic grief expressions, despite
the large imbalance present in the training and test datasets.
Furthermore, to understand the errors committed by the
proposed system, an error analysis was conducted. It was
detected that the errors are primarily attributed to linguistic
features such as irony, ambiguity in human language, or lack
of context in the messages, what poses a challenge for future
works.

In a world that has been recently described as ‘‘The
Platform Society’’ by the importance of the interactions
and communications published and disseminated through
different social media and their connections with societal
structures [62], also considering that people frequently
share their experiences, opinions, and feelings through these
platforms, the advances in the automatic and quick detection
of messages that express non-traumatic grief are fundamental
to experts to improve early prevention and intervention in
the health field. In addition, the advances made through this
article will be able to explore the detection of non-traumatic
grief in other datasets. Still, a step further will be to analyze
the diversity of situations found as ‘‘absence of non-traumatic
grief’’ in messages. In addition, as future work we intend to
extend the scope of our models to detect various categories of
non-traumatic grief messages. For this purpose, a new dataset
including various categories of messages will be created.
The aim of this new research is to explore the multiple
expressions that people use to communicate their grief
experiences.
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