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ABSTRACT In the diagnosis of glaucoma based on deep learning, it is more meaningful for ophthalmologist
to make a graded diagnosis using fundus images to reflect the degree of disease. Such multi-classification
diagnosis tasks require a larger amount of data to enable the neural network to extract more feature
information, while it is very difficult inmedical field. To address these issues, we propose a novelMulti-Scale
Transfer Learning framework (MTRA-CNN)which canmake a graded diagnosis effectively based on graded
glaucoma dataset with small volume: (1) Aiming at the problem of small data volume, we innovatively
apply multi-stage transfer learning technique in glaucoma, in which the advantage of different types of
datasets such as ImageNet and Ocular disease intelligent recognition (ODIR) are taken. (2) We innovatively
combine the Residual attention(RA) block, a functionalmodule designed specifically for fundus images, with
transfer learning techniques and pre-trained it on the ODIR dataset to further improve the network’s upper-
level feature extraction ability of glaucoma fundus images. (3) To achieve better diagnostic performance,
we propose a novel multi-scale transfer learning method by combining the two-stage transfer learning with
one-stage transfer learning. To validate our framework, we conducted experiments on the private glaucoma
4 classification dataset, and the results show that the accuracy of our method is 86.8%, compared to the
method without any transfer learning, the accuracy of our experiments improved by 19.79%.

INDEX TERMS Multi-scale transfer learning, graded glaucoma diagnosis, deep CNNs, upper-level feature,
bottom-level feature.

I. INTRODUCTION
Glaucoma is the second leading cause of blindness world-
wide, and accurate diagnosis of the prevalence of glaucoma
is crucial [1]. In the field of deep learning-based glaucoma
diagnosis, retinal fundus images are convenient and afford-
able, so most of the current glaucoma diagnosis methods
based on it.

In the glaucoma diagnosis, most of the current deep
learning-based diagnostic models only perform dichotomous
classification of normal eyes and glaucoma, without further
diagnosing non-glaucoma, early glaucoma, middle glau-
coma, and advanced glaucoma. In fact, it is more helpful
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to ophthalmologist to make an accurate diagnosis of the
different grades, which requires more data and stronger
network feature extraction capability. However, a common
problem in the current field of medical imaging, espe-
cially in the field of glaucoma diagnosis, is the difficulty
of obtaining large amounts of data. In order to solve these
problems, transfer learning techniques are widely utilized
and gaining increasing attention in the field of medical
imaging.

Transfer learning can be categorized into four strate-
gies: (1) large size dataset: researchers perform pre-training
on large size datasets such as ImageNet to improve the
bottom-level feature extraction capability. However, many
reserchers can only use the weight parameters on pub-
lic platforms, like [2] and [3]. The high requirement of
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computational power limits researchers who want to perform
transfer learning on their own. (2) Medium size dataset of
different data type: some researchers bagan to perform their
transfer learning on medium size dataset, which is smaller
than large size datasets like ImageNet but larger than tar-
get datasets. However, they found that pre-training on such
datasets often led to poor results, i.e., negative transfer phe-
nomena [4], [5]. This is because the size of such dataset is
insufficient that makes it difficult to adequately strengthen the
bottom-level feature extraction capability; meanwhile, since
the image feature types of the pre-training dataset and the
target dataset are not the same, not enough upper-level fea-
tures can be extracted. (3) Medium size dataset of same data
type: researchers found that transfer learning on medium size
datasets of the same type can effectly enhances the network’s
ability to extract upper-level features. (4) Two-stage transfer
learning: in recent years, researchers have combined above
transfer learning methods and proposed two-stage transfer
learning algorithms, such as [6], [7], [8], and [9].This tech-
nique can extract more effective features and obtain more
accurate results.

In the field of glaucoma multi-classification with small
sample sizes, it is difficult to achieve satisfactory results only
using any one of above strategies. In order to better perform
multi-classification of glaucoma, we propose a multi-scale
transfer learning framework named MTRA-CNN based on
the characteristics of glaucoma fundus data. By using a
multi-scale transfer learning method and combining the
Residual attention(RA) enhancement block with transfer
learning techniques, it can take full advantage of natural
images and other fundus images, thus better solving the
problem of small number of glaucoma fundus images and
complex features. The main contributions of this paper are
as follows:

1) To address the issue of limited data, we utilize multi-
stage transfer learning techniques that take advantage of
different datasets, such as ImageNet and Ocular disease intel-
ligent recognition (ODIR), to improve the network’s ability to
extract features.

2) To enhance the network’s capacity to extract upper-level
features from fundus images, we incorporate the RA block,
a specialized functional module designed for this purpose,
and pre-train it on the ODIR dataset.

3) We propose a novel multi-scale transfer learning
approach that combines both two-stage and one-stage transfer
learning to achieve superior diagnostic performance.

4) We have sorted out four classification datasets
for glaucoma, which can be used to grade normal
eyes and the early, middle and advanced stages of
glaucoma.

The rest of this paper is arranged as follows: Section II
reviews the related work. In Section III, we introduce the
workflow of the proposed MTRA-CNN framework in detail.
The experimental setup and comparative evaluation are
described in Section IV. Finally, the work of this paper is
summarized in Section V.

II. RELATED WORK
A. GLAUCOMA DIAGNOSIS BASED ON DEEP LEARNING
Earlier, most studies of deep learning-based glaucoma diag-
nosis simply input glaucoma data into a neural network
without considering the size of the dataset. For example,
Chen et al. designed a simple network, and inputted glaucoma
fundus images into it for glaucoma dichotomous classifi-
cation, with an AUC of 0.887 [10]. Yu et al. proposed a
multi-branched deep learning network model to improve the
performance of glaucoma classification [11]. Wang et al.
aimed at the characteristics of glaucoma fundus data and
proposed a network called SCRD-Net, which enhanced the
extraction of fundus image nuances and key details, the AUC
value reached 0.940 [12]. Later, as transfer learning was
increasingly used in the medical field, researchers found
that integrating transfer learning techniques into the network
would greatly improve the diagnosis of glaucoma. Ahn et
al. used a fine-tuned Inception v3 network pre-trained on
ImageNet to perform three-classification of normal, early
glaucoma and advanced glaucoma on a private dataset, and
demonstrated that transfer learning can improve the feature
extraction capability of the network and significantly improve
diagnostic performance [13]. Singh et al. further validated
the powerful performance of transfer learning on multi-
ple glaucoma datasets using multiple leading deep learning
classification networks pre-trained on ImageNet [14]. In par-
ticular, Bao et al. devised a new SATL transfer learning
method and demonstrated that pre-training on the same type
of data would significantly improve the diagnostic perfor-
mance of glaucoma [15].

B. APPLICATION OF TRANSFER LEARNING IN THE IMAGE
DOMAIN
In recent years, transfer learning [16] has achieved aston-
ishing results in small-scale image data processing domains.
With the development of transfer learning techniques,
the implementation scheme of transfer learning has been
improved.

In the early days, the most common implementation was
to pre-train the network directly on ImageNet. For example,
Yosinski et al. pre-trained a simple deep learning network on
ImageNet thus verifying the effectiveness of transfer learning
using ImageNet [17]. Shaheed et al. used Xception network
to pre-train on ImageNet, improving fingerprint recogni-
tion accuracy [18]. Subsequently, some improved transfer
schemes based on ImageNet datasets have been proposed. For
example, Yi et al. find that combining transfer learning with a
functionalmodule specifically designed to extract upper-level
features can enhance its applicability [19]. Li et al. used
three different pre-training methods on ImageNet, and the
classification results were significantly improved [20]. Later,
the researchers realized that unlike ImageNet with differ-
ent types of images, using the same type of dataset could
better improve the network’s ability to extract upper-level fea-
tures. Meanwhile, researchers found that upper-level feature
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TABLE 1. Literature of transfer learning method.

transfer from different types of datasets is prone to negative
transfer phenomena [4], [5]. Based on these views,many
researchers have adopted the scheme of transferring from
similar datasets. For example, Zheng et al. pre-trained deep
learning networks on the same type of dataset, thus effectively
improving the classification effect of pediatric pneumo-
nia [21]. This strategy of using same type of dataset, although
better able to extract upper-level features from images, can
not provide enough bottom-level features

due to its small volume compared to the different types
of datasets which is usually huge, e.g. ImageNet. To further
enhance the feature extraction capability of the network based
on small datasets, multi-stage transfer learning has been
focused. For example, Yoo et al. proposed a two-stage transfer
learning strategy for the characteristics of Central serous
chorioretinopathy(CSC) images, and achieved better classi-
fication results [7]. Yao et al. further utilized a multi-stage
transfer learning approach to address the insufficient datasets
of vssential tremor of voice (ETV) and abductor and adductor
spasmodic dysphonia (ABSD and ADSD) [22]. Liu et al.
made full use of natural images (i.e., ImageNet) and medical
images of the same type (i.e., LIDC-IDRI), and proposed a
two-stage transfer learning method for lung segmentation [8].
Karri et al. used a similar method for segmentation of skin
lesions with significant improvement [9]. Gelan et al. mit-
igates the difficulty associated with procuring a substantial
volume of annotatedmammogram training data by leveraging
an extensive repository of microscopic images from cancer
cell lines. These cell line images serve as an intermediary
domain for learning, bridging the gap between the natural
domain (exemplified by ImageNet) and the specialized med-
ical domain of mammography [23].

Although deep learning has achieved many results in the
domain of glaucoma. As far as we know, there are no
models of deep learning that consider the integration of
multi-stage transfer learning methods into glaucoma diagno-
sis. The fusion of multi-stage transfer learning methods with
improved deep networks would better improve the diagnosis
of glaucoma.

III. METHOD
In this paper, to perform glaucoma diagnosis more accurately
we propose a deep learning framework called MTRA-CNN,
which can solve the problems of small data volume and four
classifications for glaucoma diagnosis. The main ideas of the
framework are as follows:

We adopt a multi-stage transfer learning strategy. At the
first stage, we use the natural image dataset ImageNet to
pre-train the neural network to enhance the extraction ability
of the bottom-level features of the network. At the second
stage, we further train the pre-trained network on the fundus
dataset ODIR to enhance the network’s extraction ability of
the upper-level features of fundus images.

To further improve the capabilities of feature extraction
for fundus images of glaucoma, we incorporated the RA
(Residual attention) block into MTRA-CNN. The RA block
is a functional module proposed for fundus images and can
better extract fundus image features [24]. Since this module
is more suitable for the extraction of upper-level features of
fundus images, we combine the RA blockwith the pre-trained
neural network based on the first stage, and further train
the combined network on the ODIR fundus dataset, which
together constitute the multi-scale transfer learning frame-
work.
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The above transfer learning strategy is shown in the fol-
lowing Equations:

ResW 1 = {ResNet : S1 → S2} (1)

ResW 2 = {ResW 1 : S2 → T } (2)

RAW 1 = {RA : S2 → T } (3)

MTRA_W = ResW 2 ∪ RAW 1 (4)

where S1 denotes the first source domain, which is used for
pre-training in this paper, i.e., the ImageNet. S2 denotes the
second source domain, which is used for pre-training in this
paper, i.e., the ODIR dataset. ResW1 denotes the ResNet50
weights transferred from the ImageNet dataset to the ODIR
dataset. ResW2 denotes on the basis of ResW1, the weights
of ResNet50 transferred from the ODIR dataset to the tar-
get dataset,.i.e. the glaucoma 4 classification dataset. RAW1
denotes the weights of the RA functional blocks used in this
paper were transferred from the ODIR dataset to the target
dataset i.e. the glaucoma 4 classification dataset. MTRA_W
denotes the final network weights used in this paper, combin-
ing A and B, applied jointly to the glaucoma 4 classification
task.

TheMTRA-CNN framework based on multi-scale transfer
learning is shown in Figure 4, which consists of four main
steps: (1) Pre-trains ResNet50 on the ImageNet to obtain
weighted1 ResNet50. (2) The RA functional module is added
after the weighted1 ResNet50 to form a new RA-ResNet50
network, then it is pre-trained on the ODIR dataset to obtain
the weighted2 RA-ResNet50. (3) The sample dataset of the
target task, i.e., glaucoma 4 classification data, is input to
the weighted2 RA-ResNet50 for final training to obtain the
feature maps reflecting the glaucoma 4 classification data. (4)
The feature maps are fed into the classifier to obtain the final
glaucoma 4 classification diagnosis.

The main theories concerned in the framework will be
detailed later, including A: an overview of the datasets used
in our experiments; B: the first-stage transfer learning; C:
Second-stage transfer learning based on ODIR dataset; D: the
procedure for training the data; E: the classifier of glaucoma.

A. DATASETS
In the experiments of this paper, we used four datasets,
including: the Glaucoma fundus 4 classification dataset for
glaucoma diagnosis; the ImageNet dataset and ODIR fundus
dataset for the multi-stage transfer learning; and the Chest
X-Ray Image (Pneumonia) dataset for the validation of neg-
ative transfer. Details are as follows:

1) Glaucoma fundus 4 classification dataset. This dataset
was approved by the First Affiliated Hospital of Kunming
Medical University and the Chinese Tertiary Care Center.
These data were determined consecutively by reviewing our
hospital’s pathology database from January 2015 to March
2021.Patient inclusion criteria were as follows: (a) con-
firmed diagnosis of glaucoma pathology; (b) preoperative
examination of fundus images; (c) definition of the patient’s
glaucoma severity.The exclusion criteria for patients were:

TABLE 2. Data distribution of Glaucoma fundus 4 classification dataset.

FIGURE 1. Fundus images of different stage Glaucoma: (a) Normal;
(b) Early; (c) Mild; (d) Advanced.

(a) lesion-related treatment prior to examination, including
surgery, chemotherapy, radiotherapy, and targeted drug ther-
apy; (b) previous history of ocular or systemic disease
affecting the visual field or optic nerve; and (c) substandard
image quality. Pathological data of all patients were annotated
by two ophthalmologists. This study was approved by the
First Affiliated Hospital of Kunming Medical University and
followed the principles of the Declaration of Helsinki. In this
paper, we used this dataset for 4 classification of glaucoma
diagnosis.

This dataset includes 492 normal eyes, 297 early glaucoma,
173 mild glaucoma, and 306 advanced glaucoma. Such distri-
bution is not balance, which would cause the results be biased
in favor of the category with larger amount of data, thus
affecting its training result. Whereas a data balanced dataset
would not have this problem. Therefore, we equalize each
category of data to a fixed number 492 by preprocessing the
data with random combinations of flip, rotation, translation
and scale adjustment. The detailed distribution of the data in
each category is shown in Table 2. The fundus image for each
category is shown in Figure 1.

2) ImageNet [25]. ImageNet is a database contains over
14 million annotated high-resolution images, including 1,000
different image categories with approximately 1,000 images
per category. It is widely used in the field of computer vision
because it contains enough data and rich annotation infor-
mation to improve the generalization ability and accuracy
of the trained model. In this paper, the weights of networks
pre-trained on ImageNet, can be called directly from the keras
library function.

3) Ocular disease intelligent recognition (ODIR) dataset(
https:// odir2019.grand-challenge.org/.) [26]. This dataset
contains more than 10,000 fundus images for multiple eye
disease categories. The diseases are classified into eight cate-
gories which are normal, diabetes, glaucoma, cataract, AMD,
hypertension andmyopia and others. In this paper, we use this
dataset to validate the proposed multi-scale transfer learning
algorithm. Because it has the problem of unbalanced data cat-
egories, we took the same preprocessing operation described
above to equalize each category of fundus disease to 4,000
samples, for a total of 32,000 fundus images. The specific
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TABLE 3. Data distribution of ODIR fundus data.

details of the data are shown in Table 3. The data examples
of different diseases are shown in Figure 2.
4) Chest X-Ray Image (Pneumonia) (https://www.kaggle.

com/datasets/paultimothymooney/chest-xray-pneumonia)
[27]. The dataset is composed of chest X-ray images of
children aged 1 to 5 years from Guangzhou Women and
Children Medical Center. This dataset contains 4273 pneu-
monia images, 1583 normal images, and a total of 5856 chest
X-ray images. We use it to verify that when the amount
of data in the source domain is insufficient and the image
types are different from the target image, it leads to neg-
ative transfer phenomenon. The data examples are shown
in Figure 3.

B. FIRST-STAGE TRANSFER LEARNING BASED ON
ImageNet
In order to improve the bottom-level feature extraction capa-
bility of the network, in this study we pre-train ResNet50 on
the ImageNet. ResNet50 is designed to mitigate the problem
of gradient disappearance in the network, so it can achieve
better results in applications of small datasets such as glau-
coma compared to other deeper networks. The structure of
ResNet50 is shown in Figure 5, which is composed of four
residual convolution blocks, i.e. Residual Block1, Resid-
ual Block2, Residual Block3, and Residual Block4. Each
residual block is composed of different convolution layers
and residual connections. The ImageNet contains 14 million
annotated images covering 1,000 categories, which allows us
to efficiently tune the convolutional layer training parame-
ters and initialize the weights of the model, thus enhancing
the network’s ability to extract the bottom-level features
with powerful generalization capabilities, which can also
be applied to the processing of medical images such as
glaucoma.

C. SECOND-STAGE TRANSFER LEARNING BASED ON ODIR
DATASET
1) FORMATION OF RA-RESNET50 NETWORK
To further improve the network’s ability to extract features
of fundus images, we added the RA block, a functional mod-
ule, after the pre-trained ResNet50 network, i.e., weighted1
ResNet50, to form the RA-ResNet50 network. RA block was
initially used for a diabetic retinopathy classification task
based on fundus images, due to the ability to effectively
extract the upper-level features of fundus images, it can also
achieve excellent results in 4 classification of glaucoma based
on fundus images. Therefore, we incorporated the RA block
into the proposed multi-scale transfer learning framework
to enhance the 4 classification diagnosis of glaucoma.The

FIGURE 2. Fundus images of different diseases in ODIR dataset:
(a) Normal; (b) Diabetes; (c) Glaucoma; (d) Cataract; (e) AMD;
(f) Hypertension; (g) Myopia; (h) Other diseases.

FIGURE 3. X-Ray Images of Normal and Pneumonia: (a) Normal;
(b) Pneumonia.

structure of the RA block is shown in Figure 6, which inte-
grates the depth-separable convolution, residual mechanism
and attention mechanism.

2) SECOND STAGE TRANSFER LEARNING
ResNet50 network based on the ODIR dataset. Since the
ResNet50 network was transferred twice, while the RA
block was only transferred once, we named this technique
multi-scale transfer learning. The fundus image data in ODIR
dataset and the target dataset belong to the same type of data,
so the weighted2 RA-ResNet50, which is obtained in the
second stage transfer learning on ODIR dataset, has stronger
upper-level feature extraction ability, i.e., the feature extrac-
tion ability of fundus image data.

D. GLAUCOMA DATA TRAINING
After completing the multi-scale transfer learning pre-
training, we input the glaucoma sample data into the
pre-trained weighted2 RA-ResNet50 for training to obtain
feature maps,which reflect the 4 classification information
of glaucoma. Then, we input it into the classifier to achieve
4 classification of glaucoma.

E. CLASSIFIER
In our MTRA-CNN framework, the structure of the classi-
fier used to achieve 4 classification of glaucoma is shown
in Figure 7. The inputs of the classifier are feature maps,
which are obtained from glaucoma sample dataset trained on
weighted2 RA-ResNet50. Our classifier consists of a global
average pooling (GAP) layer, a BN layer, a fully connected

VOLUME 11, 2023 142693



S. Yi et al.: MTRA-CNN: A Multi-Scale Transfer Learning Framework for Glaucoma Classification

FIGURE 4. Framework of the proposed MTRA-CNN: (a) Overall architecture of the MTRA-CNN framework; (b) Detailed structure of the MTRA-CNN
framework.

layer(the nodes for the filters of the layer set as 128) and a
Softmax layer. the GAP layer reduces the spatial resolution,

the BN layer enhances the convergence of the network, and
the Softmax layer is used for the fundus image classification
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FIGURE 5. ResNet50 architecture.

FIGURE 6. The structure of the RA block.

task, which finally completes the diagnosis of normal, early,
middle, and advanced glaucoma.

IV. EXPERIMENTS RESULTS AND DISCUSSION
A. IMPLEMENTATION DETAILS
All experiments were conducted on a computer equipped
with Intel(R) Core(tm) i9-10900 k cpu@3.7 GHz, 64.0 GB
RAM, NVIDIA GEFORCE GTX 3080 and 64-bit Windows
10 operating system, compiler is Pycharm 3.6.0, and all
experiments are based on the TensorFlow 2.4.0 framework.
All classification experiments in this paper use ten-fold cross-
validation, where 90% of the data are trained in each fold
and the results are obtained by testing on the remaining 10%
of the data. The parameters of our model are set as follows:
the size of the image input to the network is 224 × 224, the
optimizer of the network is set to ADAM, the learning rate
is set to 0.001, the loss function is set to cross-entropy, the
batch_size is set to 16, and the epoch is set to 50.

Our experiments including: comparison of different CNN
networks, ablation experiment of RA block, and comparison
of different transfer learning strategies. All the transfer learn-
ing strategies are presented in Figure 8, and their detailed
description are in sub-section C.(3) and C.(4).

FIGURE 7. The structure of the classifier.

B. EVALUATION METRICS
To present the results of the above diagnostic model, the
following evaluation methods were used. We compared
Accuracy, Precision, F1-Score, Recall, and Area Under the
Subject Operating Characteristic (ROC) curve (AUC). Accu-
racy is the ratio of the number of samples correctly predicted
by the classifier to the total number of samples. It measures
the overall performance of the classifier. The Precision rate
indicates the proportion of samples that the classifier predicts
correctly out of all the samples that it predicts as positive
examples. It measures how accurately the classifier predicts
as positive cases. Recall measures the proportion of samples
that the classifier predicts as positive examples out of all true
positive examples. It measures how well the classifier checks
for true positive examples and reflects the sensitivity of the
classifier. The F1-score is the reconciled mean of precision
and recall, combining these two metrics.The F1-score allows
for a comprehensive assessment of themodel. TheAUC value
represents the area under the ROC curve of the classifier,
which is used to measure the overall performance of the
classification model.The closer the AUC value is to 1, the
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better the performance of the classifier, which is able to better
distinguish between positive and negative cases.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(5)

Precision =
TP

TP+ FP
(6)

Recall =
TP

TP+ FN
(7)

F1 − Score =
2 ∗ TP

(2 ∗ TP) + FP+ FN
, (8)

C. EXPERIMENT RESULTS
1) PROBLEMS OF DIFFERENT CNNS WITHOUT TRANSFER
LEARNING
In the grade diagnosis of glaucoma, the performance of the
commonly used CNNs are usually not satisfactory due to the
small size of the dataset and the need for four classifications.
The problem is exemplified by comparison experiments on
several commonly used CNNs such as MobileNetV2 [28],
EfficientNetB4 [29], VGG19 [30], DenseNet169 [31] and
ResNet50 [32].

Table 4 shows the classification results of each deep learn-
ing network in the glaucoma 4 classification dataset used in
this paper. From the results, it can be seen that (1) direct
use of deep learning networks could not achieve satisfactory
results on the glaucoma 4 classification dataset. (2) Directly
using too lightweight networks like MobileNetV2 cannot
converge on small datasets like glaucoma 4 classification,
while directly using too deep networks like DenseNet169 will
not work well due to overfitting. (3) Among all networks,
ResNet50 achieved the best classification results, which indi-
cated that ResNet50 was the most suitable among these
deep learning networks for a 4 classification diagnosis of
glaucoma.

2) ABLATION EXPERIMENT OF RA BLOCK
To verify the performance of the RA block, we pre-trained
each network on ImageNet and then compared the diagnostic
effects of the network before and after adding the RAmodule.

From the results, it can be seen: (1) the performance of each
network has been greatly improved after transfer learning is
applied, by comparing Table 4 and Table 5. (2) the perfor-
mance of each network achieved some improvement with the
addition of RA block, due to the improved attention to the
lesion region by RA block. (3) The ResNet+RA achieved
the best classification results among all networks. It reached
83.75% in Accuracy; 84.14% in Precision; 83.72% in Recall;
83.78% in F1-score; and 89% in AUC.

3) ABLATION EXPERIMENT OF THE MULTI-SCALE TRANSFER
LEARNING
In order to explore and validate the effectiveness of each
transfer learning step of our proposed multi-scale trans-
fer learning framework, we conducted ablation experiments
in this section, and adopt five transfer learning (i.e. TL)

strategies of Figure 8: (1) No TL: the glaucoma images are
directly input to each network to perform glaucoma 4 classi-
fication. (2) TL Strategy1: each network is pre-trained on the
ODIR dataset first, and then glaucoma images are input to the
pre-trained network for glaucoma grading. (3) TL Strategy2:
each network is pre-trained on the ImageNet first, and then
glaucoma images are input to the pre-trained network for
glaucoma grading. (4) TL Strategy3: each network is first
pre-trained on the ImageNet, and subsequently pre-trained on
the ODIR dataset in the second stage, at last the glaucoma
images are input to the network undergoing the two stages of
pre-training for glaucoma grading. (5) TL Strategy4: is the
proposed MTRA-CNN framework in this paper. It indicates
that the network is first pre-trained on ImageNet, then RA
block is added after the pre-trained network, followed by the
second stage of pre-training on ODIR dataset, and finally the
glaucoma images are input to the pre-trained RA-ResNet for
glaucoma grading.

Table 6 lists the results of the ablation experiments for each
transfer learning step on the glaucoma 4 classification dataset,
from which we can draw the following conclusions: (1)The
accuracy of both TL strategy 1 and TL strategy 2 is higher
than that of No TL, indicating that pre-training either on the
same type of dataset or on different types of datasets with
huge volumes and multiple categories enhances the network
performance. Where TL strategy 1 enhances the network’s
ability to extract upper-level features of images and TL strat-
egy 2 enhances the network’s ability to extract bottom-level
features of images. (2) The accuracies TL Strategy3 are
higher than that of TL Strategy1 and TL Strategy2, which
indicates that multi-stage transfer learning on the ImageNet
and ODIR datasets can further enhance the feature extraction
capability of the model and thus further increase the diagnos-
tic performance. (3) TL strategy 4, which is the MTRA-CNN
framework proposed in this paper, performs best, indicating
that each module of this algorithm can improve the per-
formance and their combinations can achieve satisfactory
results, among which the best results are achieved by using
ResNet50 as the backbone network.

4) EXPERIMENT OF NEGATIVE TRANSFER LEARNING
We conducted negative transfer experiments to verify the
significance of using datasets of the same type during
pre-training of upper-level features on fundus images. In this
experiment, two transfer learning strategies of Figure 8 are
adopted, which are detailed as: (1) TL Strategy5: each net-
work is first pre-trained on Chest X-Ray Image (Pneumonia)
dataset, and subsequently the glaucoma images are input
to the pre-trained network for glaucoma classification. (2)
TL Strategy6: each network is first pre-trained on the Ima-
geNet, and subsequently pre-trained on the Chest X-Ray
Image (Pneumonia) dataset at the second stage, the glaucoma
images were then input to a network that underwent two
stages of pre-training to perform glaucoma grading.

Table 7 and Table 8 show the results of negative trans-
fer experiments, from which we can draw the following
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FIGURE 8. Flow charts of various transfer learning strategies: (a) No TL; (b) TL Strategy1; (c) TL Strategy2; (d) TL Strategy3; (e) TL Strategy4; (f) TL
Strategy5; (g) TL Strategy6.

TABLE 4. Comparison of different CNN networks.

TABLE 5. Comparison of CNNs with and without RA block.
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TABLE 6. Comparison of CNNs using different transfer learning strategies.

TABLE 7. Comparison of first negative transfer learning strategy.

conclusions: (1) The performence of TL Strategy5 is lower
than that of No TL, which indicates that pre-training upper-
level features on small-scale images of different types will
reduce the performence of the model and lead to the negative
transfer phenomenon. (2) The performence of TL Strategy6
is lower than that of TL Strategy2, which indicates that
pre-training on small-scale dataset different from the target
dataset at the second-stage of transfer learning, not only
fails to enhance the network’s ability to extract upper-level
features of the target data but also weakens the effect of
pre-training at the first stage.

5) COMPARISON WITH OTHER STATE-OF-THE-ART
METHODS
Table 9 shows the comparison of our proposed framework
with the two existing methods in other papers, among them
OZER CAN designed new deep learning network named
self-onns for the characteristics of glaucoma fundus image
data. Law Kumar Singh pre-trained several existing deep
learning networks on imagenet to diagnose glaucoma using
one stage transfer learning. The results show that, our Accu-
racy reached 86.80%, which was 2.54% higher than the
method proposed by Law Kumar Singh, which is the highest
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TABLE 8. Comparison of second negative transfer learning strategy.

TABLE 9. Comparison with other state-of-the-art methods.

FIGURE 9. The confusion matrix of the MTRA-CNN method.

of the others. In terms of Precision, it reached 86.76%, which
was 2.04% higher than the method proposed by Law Kumar
Singh. In terms of Recall, it reached 86.55%, 2.23% higher
than the method proposed by Law Kumar Singh, which is
the highest of the others. In terms of F1-score, it reached
86.67%, 2.31% higher than the method proposed by Law
Kumar Singh, which is the highest of the others. In terms of
AUC, it reached 91%, 2% higher than the method proposed
by LawKumar Singh, which is the highest of the others. Since
our multi-scale transfer learning framework combines data
features and transfer learning methods, whereas [33] only
uses data characteristics and [14] only uses transfer learning
methods, our framework obtains the best results. Figures 9, 10
and 11 show plots of the confusion matrix, ROC curves and

FIGURE 10. The ROC curve of the MTRA-CNN method: class0 denotes
normal eyes; class1 denotes early glaucoma; class2 denotes middle
glaucoma; class3 denotes advanced glaucoma.

the training process.Thus, overall, the model proposed in this
paper has the best performance in glaucoma 4 classification.

V. CONCLUSION
In this paper, we propose a new automatic glaucoma classifi-
cation framework, MTRA-CNN, and to verify the effective-
ness of the algorithm, four experiments are performed: (1) in
the first experiment, the commonly used CNNs were com-
pared for the graded diagnosis of glaucoma, and the results
showed that ResNet50 was the most appropriate. (2) in the
second experiment, we performed ablation expriment of RA
block on the pre-trained CNNS, the results demonstrate that
RA block can enhance the perfermence of each pretrained
CNNS. (3) In the third experiment, different transfer learning
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FIGURE 11. Change in accuracy with epoch increase of the MTRA-CNN
method.

stratages were compared, the results demonstrate that the
multi-scale transfer learning stratage proposed in this paper
performed best. (4) At last, we conducted a negative transfer
learning experiment. The results show that pre-training on
different types of small-scale datasets cannot improve the
upper-level feature extraction ability, leading to the negative
transfer phenomenon

The innovative points of this paper are as follows: (1) we
propose a multi-scale transfer learning framework, MTRA-
CNN, which combines the two stage transfer learning with
the one stage transfer learning and makes full use of multiple
datasets for transfer learning, including ImageNet, ODIR, and
other datasets. This transfer learning method can improve
the network’s ability to extract features at different levels,
thus improving the performance of glaucoma diagnosis. (2)
We connect RA blocks after the network pre-trained at the
first transfer learning stage, and combine it with transfer
learning techniques, then pre-trained the combined network
on ODIR dataset to further improve the network’s ability to
extract glaucoma fundus image features. (3) Aiming at the
characteristics of glaucoma fundus data, we have compiled a
4 classification dataset for glaucoma and are able to classify
normal eyes as well as early, middle and advanced stages of
glaucoma. The results show that our accuracy reaches 86.8%,
which is higher than other transfer learning strategies, prov-
ing the effectiveness and superiority of multi-scale transfer
learning strategies.

Since all multi-stage transfer learning strategies require
multiple pre-training, this results in high computational costs.
In the future, we plan to maintain the performance benefits of
multi-stage transfer learning while simplifying processes and
reducing complexity.
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