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ABSTRACT Cryptocurrency as an alternative method of payment that acts both as a type of currency and as
a virtual accounting system has always been of interest to investors. Since the public sentiment of a society
about cryptocurrencies can affect the cryptocurrencies’ prices, a machine learning model based on sentiment
analysis has been proposed to forecast the future prices of cryptocurrencies such as Bitcoin, Ethereum,
EOS, Cardano, and Ripple using machine learning models that are suitable for time series data analysis
to reduce the risk of investing in this market. It was shown that by applying weights to the sentiment scores
of tweets according to the influence factor of the individuals, the accuracy of the prediction will increase
and a significant difference between the accuracy scores was observed using the LSTM model according to
the MAPE indicator (P = 0.045). Also, a hybrid model is proposed based on the combination of features
extracted from the texts by one of the dictionary-based text analysis models and the feature of weighted
sentiment scores. It was shown that our proposed hybrid model outperformed the other models in predicting
the prices of Ethereum, EOS, and Cardano according to the MSE indicator. Also, our proposed model based
on weighted sentiment scores according to the influence factor of the Twitterers outperformed the other
models in the prediction of the future prices of Bitcoin and Ripple, which indicates that the increase in the
number of features will not always lead to an increase in the accuracy of our prediction models.

INDEX TERMS Cryptocurrency, machine learning, regression prediction model, sentiment analysis.

ACRONYMS
LSTM Long Short-Term Memory.
ARIMA Autoregressive Integrated Moving Average.
MLP Multilayer Perceptron.
WLPS Weightless Polarity Scores.
IBWPS Influence-Based Polarity Score.
DBSA Dictionary-based Sentiment Analysis.
HMSA Hybrid Model Sentiment Analysis.
LIWC Linguistic Inquiry Word Count.
MSE Mean Suare Error.
RMSE Root Mean Square Error.
MAE Mean Absolute Error.
MAPE Mean Absolute Percentage Error.

I. INTRODUCTION
Cryptocurrency has been designed as a medium of exchange
and can be considered a type of digital currency that is
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distinguished from traditional currencies because it is based
on the principle of decentralized control, and the legal pay-
ment status of cryptocurrencies has been authorized by many
countries [1]. Cryptocurrencies are being used all over the
world, and many people are investing in this area [2].
It has been shown that Twitter, as a source for reflecting

social emotions, can be used to predict the price fluctua-
tions of cryptocurrencies [3]. Through sentiment analysis of
the tweets, valuable insight can be provided to predict the
future prices of cryptocurrencies [4]. Also, the volume of
transactions for one of the cryptocurrencies, along with the
sentiment of the tweets, can be used to predict the future
prices of cryptocurrencies. It was proven that an increase in
the average polarity scores of the tweets related to cryptocur-
rencies would result in an increase in the exchange volume
and prices of Bitcoin [5]. In recent studies, techniques such
as machine learning, natural language processing, and time
series data analysis have been used to identify the patterns of
cryptocurrencies’ price fluctuations [6]. Traders can get the
most financial benefit by buying and selling cryptocurrencies
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on time. To make the right decision regarding the purchase
or sale of cryptocurrencies, it is necessary to create a strong
predictive system that can predict future prices with accept-
able accuracy through the use of machine learning methods
and by analyzing the opinions of individuals on social media,
considering the historical prices of cryptocurrencies. Twitter,
as a powerful inclusive social network in terms of the number
of active users and a place for the wide reflection of their
opinions, was selected in recent studies as a source of public
opinions in the community. Through sentiment analysis of
the tweets, it is possible to identify the negative or positive
feelings associated with the published contents. In previous
studies, it was shown that the volume of messages published
by users on social networks can also be useful in predicting
the prices of cryptocurrencies [7]. Time series data analy-
sis methods have been used to analyze a sequence of data
points collected over time intervals. This modeling approach
can be used if there is no satisfactory explanatory model
that relates the prediction variable to other explanatory vari-
ables or if little knowledge is available about the underlying
data-generating process [8]. The approaches to time series
forecasting are traditional statistical models, including mov-
ing average, exponential smoothing, and autoregressive inte-
grated moving average (ARIMA), which are all linear models
in which the predictions of future values are constrained to
be linear functions of past observations. ARIMA combines
three different processes: an auto-regressive (AR) function
regressed on past values of the process, an integrated (I)
part to make the data series stationary by differencing, and a
moving average (MA) function regressed on a purely random
process. According to these hybrids, while the neural net-
work model deals with nonlinearity, the ARIMAmodel deals
with the non-stationary linear component [9]. To overcome
the linear limitation of time series models, some nonlinear
models have been proposed, such as multilayer perceptrons
(MLPs), which are a subset of artificial neural networks
[10]. Multilayer perceptrons can discriminate data that is not
linearly separable and use a supervised learning technique
called backpropagation for training. MLP, as a deep learning
method, has a distributed memory and has the ability to work
with insufficient knowledge [11]. Recurrent neural networks
(RNNs), which have been widely adopted in all research
areas, are not able to learn the relevant information from input
data while the input gap is large. The long short-term mem-
ory (LSTM) model, because it has some gate functions, can
handle the problem of long-term dependencies, so the LSTM
model has become the focus of deep learning [12]. Accord-
ing to the previous research, with the availability of enough
training data, LSTM will usually outperform, while ARIMA
works better for smaller data sets [13]. In this study, three
deep learning models that, according to previous studies, had
acceptable results in predicting cryptocurrencies’ prices have
been selected. These models are ARIMA, LSTM, and MLP.
The purpose of choosing these three models is to predict
the prices of each of the cryptocurrencies as accurately as

possible. Since any learning model that is efficient for the
price prediction of one of the digital currencies may not be
appropriate for another, it has been tried to use different learn-
ingmodels. Meanwhile, in this study, four distinct methods of
sentiment analysis have been proposed, and the performance
of each learning model for each of these methods has been
measured according to the evaluation metrics. According to
previous studies, sentiment analysis can be used to predict
the prices of digital currencies [14], [15], [16], but using this
method alone is associated with shortcomings.

According to the study conducted by Abraham et al., it was
shown that tweet volumes about Bitcoin and Google Trends
search queries were found to be associated with Bitcoin
price fluctuations, while tweet volumes showed a slightly
higher positive correlation with the price fluctuations than
Google Trends [7]. It has been proven that deep learning
models such as convolutional neural networks and different
types of recurrent neural networks, including the long short
term memory network, the stacked long short term memory
network, the bidirectional long short term memory network,
and the gated recurrent unit network, can be utilized to predict
the cryptocurrency closing prices in real time with promising
accuracy [17]. In other study, it was concluded that some
factors, such as Ethereum-specific blockchain information,
macro-economy factors, and the blockchain information of
other cryptocurrencies, play roles in predicting Ethereum
prices [18].

Kraaijeveld and De Smedt, using lexicon-based sentiment
analysis, explored the predictive power of Twitter sentiment
and found that the sentiment of the tweets had strong pre-
dictive power for predicting the prices of cryptocurrencies
such as Bitcoin and Litecoin [19]. In the study conducted by
Rezaei et al., a hybrid algorithm was proposed with the capa-
bility of extracting deep features and time sequences [20].
The results showed that the combination of CNN alongside
LSTM and Complete Ensemble Empirical Mode Decompo-
sition (CEEMD) or Empirical Mode Decomposition (EMD)
will enhance the analytical power of the prediction model.
In a study by Bhatt et al., various models were trained over
historical data on cryptocurrencies. It was found that adding
sentiment features to the prediction model resulted in better
performance [21].

In the study conducted by Raj Pant in 2018, it was assumed
that some tweets were more important than others, and by
giving weight to their sentiment, more accurate results were
obtained. In Raj Pant’s study, a predefined list of important
people, organizations, and countries was used to identify the
important tweets to give double weight to their sentiment
[22], while in our study, all the tweets got weights based on
the normalized number of followers of the tweet’s publishers.
The innovative aspects of our research include the use of
machine learning algorithms along with a new approach to
sentiment analysis that provides more accurate results in the
prediction of future prices of cryptocurrencies by introduc-
ing a new feature for our prediction model obtained from
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weighted polarity scores based on users’ influence. Knowing
that the individuals in social networks have different powers
of influence over each other, the application of weights to
the sentiment scores of the tweets can be done based on
the number of followers of the tweet’s publishers. The dif-
ference between the study conducted by Raj Pant and our
study was the way we calculated the sentiment scores. In our
proposed model, we tried to give more importance to tweets
published by famous people, and it would be investigated
whether including the influence factor of the publisher based
on their followers could enhance the prediction model. Then,
by comparing the accuracy score for the model in which the
polarity scores are weighted based on the normalized number
of followers with the model in which they are unweighted,
it was indicated that the model works better when this factor
is included, so our proposed model will make predictions
based on different methods of sentiment analysis. In the study
conducted by Kim et al., a novel approach was used to predict
the cryptocurrencies’ prices that used multi-variate on-chain
time-series data. Various on-chain variables are selected,
grouped according to their inherent characteristics, and used
as input variables for price prediction [23].
According to the study of Critien et al., to discover the opti-

mal time interval in which the sentiment expressed becomes a
reliable indicator of price change, the relation between future
price at different temporal granularities and the sentiment
of texts was explored and evaluated by two different neu-
ral network models, one based on recurrent networks and
one based on convolutional networks. It was shown that not
only can price direction predictions be made, but the mag-
nitude of price changes can also be predicted with relative
accuracy [24].
In the study of Park et al., to predict the closing

prices of cryptocurrencies, the performance evaluation of a
genetic algorithm tuned for deep learning (DL) and boosted
tree-based techniques was investigated [25]. By comparing
the results of Convolutional Neural Networks (CNN), Deep
Forward Neural Networks, and Gated Recurrent Units, it was
found that the CNN model had the least mean average per-
centage error of 0.08 and produced a consistent and highest
explained variance score of 0.96 (on average) compared to
other models [26]. In another study, long short-term mem-
ory (LSTM) and gated recurrent unit (GRU) were used to
predict the future prices of cryptocurrencies, and according
to the Twitter sentiment analysis, an action recommenda-
tion model was proposed to recommend actions to investors
for maximizing profits, such as ‘‘sell’’, ‘‘buy’’, and ‘‘wait’’.
This study showed that the proposed method had better
performance compared to the conventional methods, and
it was statistically validated. Similarly, the LSTM model
outperformed other models in terms of Bitcoin, Ethereum,
and Litecoin cryptocurrencies and was found to be efficient
for cryptocurrency price prediction when compared to the
other models with 67.43% accuracy [27]. In accordance with
the mentioned study, the evaluation of convolutional LSTM
neural networks was conducted in forecasting the future price

of cryptocurrencies, which generally outperformed the other
models, while CNN neural networks were also found to be
able to provide good results, especially in the prediction
of prices for Bitcoin, Ether, and Litecoin cryptocurrencies
[28]. In another study, a method for adjusting the result of
the action recommendation model based on Twitter senti-
ment analysis was recommended. A support vector machine
(SVM) was used to forecast the movement of cryptocurrency
prices based on the above multi-source data by classifying
the tweets into sentiment categories with the Valence Aware
Dictionary and Entiment Reasoner (VADER) and construct-
ing the corresponding sentiment indicators. It was shown
that their proposed multi-source data can effectively predict
the movement of cryptocurrency prices [15]. In that study,
the Twitter-Robustly Optimized BERT Pretraining Approach
(roBERTa) and models were used to analyze the sentiments
expressed on social media.

According to the study of Zhang et al., to predict the
daily close price and the fluctuation of cryptocurrencies,
a model was proposed by comparing the daily closing prices
of six popular and valuable cryptocurrencies: Bitcoin (BTC),
Bitcoin Cash (BCH), Litecoin (LTC), Ethereum (ETH),
Electro-Optical System (EOS), and Ripple (XRP) based on
a weighted and attentive memory channel model. The results
showed that their proposed model achieves state-of-the-art
performance and outperforms the baseline models in predic-
tion error, accuracy, and profitability [15].

It can be seen from previous studies that the LSTMmethod
has an acceptable performance in predicting the prices of
cryptocurrencies and is considered an efficient method. By
using LSTM, future prices can be predicted according to
historical and time-series data. This model has been exten-
sively used in previous studies and shown to have acceptable
accuracy in price forecasting, which helps investors make
better decisions on any action in the cryptocurrency market.
It has been proven that LSTM is suitable for forecasting time
series data with respect to unknown time lags. Its relative
insensitivity to gap length is considered an advantage. LSTM
requires a relatively large amount of time and memory for
training [29]. Again, in the study conducted in 2023, the
prices of bitcoin and Ethereum were predicted using the bidi-
rectional LSTM model and a feature selection and weighting
approach based on themean decrease impurity (MDI) feature.
This research represents the finest performance scores with
theMDI approach using the LSTMmodel, and it was revealed
that the fluctuations of the prices can be predictable as well
as predicting the close prices of cryptocurrencies. It was
recommended to focus on several kinds of cryptocurrencies
due to the increase in their popularity [30].
In most of the research on the prediction of cryptocurrency

prices, the characteristics of the users who published the
tweets, such as the number of followers and the number of
friends, have not been included, and a comprehensive study
has not been conducted in which all the factors affecting the
price of cryptocurrencies and the degree of effectiveness of
each factor have been identified. Investigation of the impact
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of each factor, such as the level of influence of users in
social media based on the number of followers, the number of
friends, the number of positive and negative reactions, as well
as the opinions of the audiences regarding the published
content, can be studied separately, but designing a prediction
model considering the influential power of each person who
is publishing any post in social media and the people who
are affected by each tweet will be a complex problem. Since
social media’s influencers can be ten times more influential
than an average person, this study has been conducted based
on the assumption that cryptocurrency prices depend on the
behavior and reactions of influential people and the type of
content that is published by those people [31]. Therefore,
in this study, a model is presented that includes factors such
as the influence power of Twitterers that have been less
considered in previous studies.

The aim of this study was to compare the performance
of different methods of sentiment analysis in predicting the
prices of five different cryptocurrencies with the LSTM,
ARIMA, and MLP models. As the number of followers
indicates the level of influence that anybody has on the
social network, the polarity scores of the tweets published by
Twitterers were weighted based on the publishers’ influence
factor, which can be identified by the number of followers.

As mentioned, there are many factors that have an impact
on the prices of cryptocurrencies that need to be identified
and used as input features for the learning models, and each
of them has a different level of importance in having an
impact on the future prices of cryptocurrencies. The various
combinations of those features, considering the importance of
each feature in the prediction model, could be tested and eval-
uated by the evaluation indicators. In this study, the sentiment
factor of the published tweets was selected, and new methods
of sentiment were proposed based on social influence. This
research has been conducted on five kinds of cryptocur-
rencies, and different evaluation metrics were selected to
evaluate the precision of the performance of each proposed
method of considering sentiment scores. In this research,
different models were used based on different ways of consid-
ering sentiment analysis by three machine learning models.

The remainder of this paper is organized as follows: Cryp-
tocurrencies historical prices and Twitter data collection in
Section II, Data preparation in Section III, Proposed model
in Section IV, Results and discussions in Section V.

II. DATASET
There are two kinds of datasets that are used to feed the
model. One of them is a collection of historical prices, and
the other is a collection of tweets to be used in our sentiment
analyzer model. In this section, the methods of collecting the
data from Twitter and also collecting the historical prices of
cryptocurrencies have been described.

A. DATA COLLECTION FROM SOCIAL MEDIA
Twitter, as a rich source of users’ comments and the
largest active community, was selected to collect the tweets

containing the hashtags of our investigated cryptocurrencies.
Although there are restrictions on collecting tweets from
Twitter through Twitter’s application programming interface
(API), it is possible to extract tweets with libraries that can
provide access to Twitter’s data, such as Snscrape, which can
partially overcome the limitations. In this research, a dataset
containing 1.2 million extracted tweets with hashtags of var-
ious kinds of cryptocurrencies in nearly seven months of
2021 was extracted from Kaggel. The tweets of each cryp-
tocurrency will be grouped according to the hashtags used
in their texts. There were some tweets that could be used
for more than one kind of cryptocurrency. For example, if a
tweet contained the hashtags of four kinds of cryptocurren-
cies, that would be used to predict the prices of all four
cryptocurrencies. Due to the lack of tweets in this dataset
for some days, on days when the number of tweets wasn’t
sufficient, the tweets were randomly gathered fromTwitter by
snscrape, and the number of extracted tweets for each cryp-
tocurrencywas increased to 1500 tweets per day. This module
from the SNSCRAPE library provides functions to interact
with scraped tweets with the Twitter API, so the number of
tweets analyzed in a period of 198 days reached a total of
300,000 tweets for each cryptocurrency in the investigated
time interval.

B. DATA COLLECTION OF HISTORICAL
CRYPTOCURRENCIES’ PRICES
The finance division of Yahoo’s website, by offering access
to a wide range of financial cryptocurrencies’ data, such as
closing, opening, lowest, and highest prices and dates, was
used to discover the historical prices of BTC, ETH, EOS,
Cardano (ADA), and XRP. We selected the historical prices
of cryptocurrencies in 198 days, from February 5, 2021, until
August 21, 2021.

III. DATA PREPRATION
The stage of data preprocessing includes the preprocessing
the texts of the tweets which has been described in section A,
and the price normalization of cryptocurrencies which has
been described in section B.

A. TWITTER DATA PREPROCESSING
Preprocessing of the texts of tweets includes removing abbre-
viations, hashtags, links, emojis, and stop words. The library
of Natural Language Toolkit (NLTK) was used for this
purpose. Duplicate tweets are also deleted. To completely
preprocess the tweets, another set of stop words, including
485 words, was added to the predefined array of stop words
in NLTK to be removed from the texts of the tweets.

B. CRYPTOCURRENCIES PRICE NORMALIZATION
To compare the prediction accuracy of the learning model for
different cryptocurrencies, it is necessary that the prices of
all cryptocurrencies be placed in a similar range, or, in other
words, that the prices of cryptocurrencies be normalized. For
this purpose, the prices of all cryptocurrencies took on values
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between 0 and 1. To normalize the price of cryptocurrencies,
assuming that Pactual is the actual price of the cryptocurrency
in a day, the normalized value of p (Pnormalized) is calculated
using the formula (1), where Max is the highest price of the
cryptocurrency in the investigated time period and Min is the
lowest price of the cryptocurrency in this interval.

pnormalized =
pactual − min
Max − min

(1)

IV. PROPOSED MODEL
This section includes the sentiment analyzer model and the
learning model. The proposed sentiment analyzer model is
being described in Part A, and the learning model will be
described in Part B.

A. SENTIMENT ANALYZER MODEL
The next stage after data preprocessing is sentiment analysis.
As mentioned earlier, sentiment analysis is an approach that
determines the emotional tone behind the text. According to
the model proposed by Pant et al., tweets are pre-processed
before being fed to the sentiment analysis model [22].

In this study, cryptocurrencies’ prices are also normalized
before being fed to the learning model. To get insights from
the texts, polarity scores were obtained using the TextBlob
library. According to the obtained polarity scores, we can
figure out how much of the tweet is positive or negative. The
values of the polarity scores are between −1 and 1. If the
polarity score of a tweet is between −1 and 0, this tweet will
be considered to have negative emotions, and if the score is
between 0 and 1, it can be understood that the tweet contains
positive emotions.

Some of the limitations that we encountered were the num-
ber of tweets that we had to analyze. The greater the number
of tweets we had, the more accurate the results we obtained.
Also, there were limitations in distinguishing between the
tweets published by bots and the tweets published by Twitter
users. In this paper, it was assumed that the tweets published
by bots could also affect the users’ behaviors. In the sentiment
analysis procedure, some of the words can have a negative or
positive tone, depending on the context in which they exist. In
the IBWPS method, the polarity scores will be identified by a
lexicon-based sentiment analysis model without considering
the context. By proposing the DBSA model that the LIWC
library is being used, it is tried to overcome this limitation.
This tool will identify the positivity and negativity of the tones
in the tweets, considering the context in which the words
appear.

In this study, the linguistic inquiry word count (LIWC) will
be used as a tool to extract the type of positive or negative
emotion more accurately. The output of the first phase of the
research is a table containing features such as daily historical
prices, sentiment scores of the tweets, and dates. The second
phase of the research is teaching the learning model based on
the mentioned features. After calculating the average daily
polarity score for all cryptocurrencies, about 87% of these
numerical scores were between 0.5 and −0.5, and only 13%

FIGURE 1. The proposed price prediction model.

of tweets had a polarity score of −0.5 to −1 or 0.5 to 1. This
means that the days when the average polarity score of their
tweets is greater than 0.5 or smaller than −0.5, or, in other
words, the more this polarity score is closer to 1 or −1, the
learning model would be more sensitive to the increase or
decrease in the price of cryptocurrencies.

Figure 1 illustrates our proposed model for predicting the
future prices of cryptocurrencies.

1) PREDICTION BASED ON UNWEIGHTED POLARITY
SCORES
At this stage, the average of the polarity scores on a daily
basis was calculated. Along with the calculated daily polar-
ity scores, the historical prices of Bitcoin, Ethereum, EOS,
Cardano, and Ripple in the investigated time interval were
gathered from the Yahoo website. Considering that keeping
the tweets whose polarity score is 0 causes this calculation
of the average polarity score to become close to 0, the tweets
whose polarity score is 0 were eliminated.

Historical prices and the sentiment of the tweets were used
as the features on which predictions were made, and the
values of the cryptocurrencies in the last 20 percent of our
investigated time period will be predicted based on these
features. In this way, by specifying the normalized histor-
ical prices and unweighted polarity scores, the operation
of prediction will be performed to predict the future prices
of the mentioned cryptocurrencies using machine learning
algorithms, which will be explained in Section C. Since this
method is based on unweighted polarity scores, it is named
the weightless polarity scores (WLPS) model.

VOLUME 11, 2023 142181



F. Feizian, B. Amiri: Cryptocurrency Price Prediction Model

2) PREDICTION BASED ON INFLUENCED BASED WEIGHTED
POLARITY SCORES
Considering that the greater the number of followers a person
has in a social network, the more influential that person is,
at this stage, the obtained polarity scores have been weighted
based on the number of followers. By studying the topology
of the social network, we find that one of the indicators
for evaluating the importance of a node is the degree of
centrality, which calculates the degree of importance of a
node based on the number of links connected to that node.
The greater the number of links connected to that node, the
more important that node is in the network and can have a
greater impact on the others [32]. It can be concluded that
the number of followers of a person is the number of edges
connected to a node, and the more followers a person has, the
more influence that person will have in the social network.
Therefore, since one of the factors used to identify the level
of influence of a person on social networks is the number of
followers, the polarity score of each tweet will be weighted
based on the normalized value of the number of followers.
To weight the polarity scores of tweets, it is necessary to
multiply the normalized number of followers of the Twitterer
by the polarity score of that tweet. For this purpose, the
normalized number of followers is in the range between zero
and one. If ‘‘f’’ represents the number of followers of a user,
the normalized value of ‘‘f’’ (f normalized ) is calculated from
the actual value of ‘‘f’’ (factual) using the following formula:

fnormalized =
factual − min
Max − min

(2)

where Max represents the largest number of followers that
the Twitterers in our dataset have, and the value of min is the
smallest number of followers. For each tweet, the polarity
score of each tweet will be multiplied by the normalized
number of followers of the related publisher, and then the
weighted average polarity score for each day is calculated.
In this section, historical data and weighted average polarity
scores will be used as features to predict the prices of cryp-
tocurrencies in the last 41 days. Since this method is based
on influenced-based weighted polarity scores, it is named
IBWPS.

3) PREDICTION BASED ON LINGUISTIC INQUIRY WORD
COUNT DICTIONARY-BASED SENTIMENT ANALYSIS
In this research, we seek to have a more accurate division
of positive and negative emotions. One of the tools used
in the process of text mining is the LIWC tool, which can
identify more than a hundred dimensions from the texts
and find the hidden features of the text. This tool can pro-
vide a rich insight into the publishers’ psychological states,
including emotions, thinking styles, and social concerns. In
brief, decades of empirical research, especially research that
uses LIWC as a scientific tool, provide specialized ways to
understand, explain, and quantify psychological, social, and
behavioral phenomena [69-71]. In this analysis method, for

the prediction of cryptocurrencies’ prices, the positive and
negative tones of the tweets will be extracted by this tool.
Since the higher the number of words in a text, the more
certain the tool will be to classify the words in that text,
all the tweets published on each day for each investigated
cryptocurrency were supposed to be used as input. In this
method, the percentage of the words that have a positive
or negative tone will be calculated. These extracted features
will be used to feed the learning model to predict the future
prices of cryptocurrencies. Since this method is based on
the percentage of positivity or negativity of the tones of the
tweets and the sentiment analysis was conducted with the
LIWC tool, this method is named DBSA, which stands for
dictionary-based sentiment analysis.

4) PREDICTION BASED ON HYBRID MODEL OF SENTIMENT
ANALYSIS
A combination of two methods that can identify the types
of emotions published in texts using a tool like LIWC that
has more than a hundred dictionaries can provide an accurate
categorization of the positivity and negativity of the tones in
texts alongside weighted sentiment scores. In this method, the
combination of features from the two methods mentioned in
sections II and III is considered the input to our model.

B. LEARNING MODEL
A machine learning model is created based on regression
machine learning models, which are suitable for time series
data analysis. The learning models that have been selected
to make predictions in this study are LSTM, ARIMA, and
MLP. For this purpose, 80%of the data are selected as training
data, and 20% of them are selected as test data. The tweets
published in a time interval of 198 days in 2021 for the studied
cryptocurrencies are given to the learning models according
to the methods mentioned in Section IV.

The prediction model works using different types of fea-
tures extracted by using the different methods of sentiment
analysis, which can be weighted or unweighted. The machine
learning models that are useful for time series data analysis
have been selected. The data from the first 158 days was
used as training data, and the data from the last 40 days
was used for testing. Since the prices of the investigated
cryptocurrencies were in different ranges and we wanted
to compare them with each other, we turned the prices of
each cryptocurrency in the investigated time intervals into the
range of 0 and 1 in the process of normalization. The pre-
dicted prices of each cryptocurrency on day ‘‘n’’, depend on
the values of the predictionmodel for the n-1 days before. The
prediction model is based on the one-step-ahead prediction
method. The difference between the WLPS, IBWPS, DBSA,
and HMSA methods is the way they consider the sentiment
scores of the tweets and the number of features needed to
make predictions. For example, in the WLPS method, the
feature of the average of unweighted polarity scores was
used alongside the historical prices of cryptocurrencies, while
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in the IBWPS method, the normalized number of followers
for a tweet’s publisher is multiplied by the polarity score of
that tweet. The average of weighted polarity scores has been
calculated on a daily basis for each cryptocurrency to be used
as a feature to predict its price. In WLPS and HMSA, the
predictions are made by unweighted sentiment scores, while
in IBWPS and HMSA methods, the predictions are made
by weighted scores. The HMSA method uses the weighted
sentiment scores beside the percentage of daily positive and
negative tones of the tweets, which is a hybrid model con-
sisting of the features in the IBWPS and DBSA methods.
Then, the prediction accuracy of the prediction models will
be measured by the evaluation indicators.

We used a nonseasonal ARIMA model that has three
parameters: p as the number of autoregressive terms, q as the
number of lagged forecast errors in the prediction equation,
and d as the number of nonseasonal differences needed for
stationary, which we set in the range of 0 and 2:

p = d = q = range (0, 2) (3)

The number of input layers for MLP has been defined as
the same as the number of features in each of the proposed
methods. For example, if the number of features in a method
is three, then the number of input layers will be set to 3.
The batch size for the learning models is defined as the
number of samples to work on before the internal parameters
of the model are updated, and we defined it with a value
of 32.

C. EVALUATION MODEL
The prediction model is proposed based on features such
as cryptocurrencies’ historical prices and the average daily
polarity scores of tweets. After applying weights to the polar-
ity scores of each tweet, the prediction model will predict the
prices of cryptocurrencies for each of the methods proposed
in Section IV, and the accuracy of the prediction models will
be compared with each other. The results of the investiga-
tion will indicate how much the accuracy of the model will
increase by applying weights to the polarity scores, which
are determined by the evaluation indices. Four indicators—
mean square error (MSE), root mean square error (RMSE),
mean absolute magnitude of error (MAE), and mean absolute
percentage of error (MAPE) will be used to evaluate the
accuracy of the model.

1) MSE
The mean squared error, or MSE, is a method for the evalua-
tion of forecasting methods that regulates large forecasting
errors. In this evaluation indicator, each of the errors is
squared. According to the formula (3), yi is the actual price
of a cryptocurrency on day i and ŷi is the value that has been
predicted.

MSE =
1
N

∑N

i=1

(
yi − ŷi

)2 (4)

2) RMSE
The values of the RMSE indicator can be obtained by taking
the root of the values obtained by the MSE indicator.

RMSE =
√
MSE = sqrt(

1
N

∑N

i=1

(
yi − ŷi

)2) (5)

3) MAE
MAE is an indicator for measuring the errors between paired
observations. In formula (5), yi is the actual or expected price
of a cryptocurrency on day i, and ŷi is the predicted value.
The average of all differences between these two values is
calculated on a daily basis.

MAE =
1
N

∑N

i=1
|yi − ŷi| (6)

4) MAPE
The mean absolute percentage error, or MAPE, is calculated
using the absolute errors of each period divided by the actual
values [33]. The value obtained by this indicator is the value
obtained by MAE that has been multiplied by 100.

MAPE =
100
n

∑N

i=1

yi − ŷi
yi

(7)

V. RESULTS AND DISCUSSION
In this section, the result of the prediction of the cryptocur-
rencies’ prices according to the proposed model is presented.
In this model, the prices of five selected cryptocurrencies
were predicted by the application of machine learningmodels
using weighted and unweighted polarity scores. The evalu-
ation metrics that have been used to evaluate the accuracy
of the proposed prediction model are MSE, MAE, RMSE,
and MAPE, and the results of the prediction based on the
mentioned indicators were compared with each other. Each
of sections A, B, C, D, and E describes the results of each
investigated cryptocurrency.

A. PRICE PREDICTION OF BITCOIN
The results of predicting the future prices of bitcoin using
three different machine learning models are shown in
FIGURE 2 to FIGURE 13. By analyzing the results of Bitcoin
price prediction in four different methods according to the
results shown in TABLE 1, it can be figured out that the
accuracy of the prediction model in the IBWPS, DBSA, and
HMSA methods is higher than the WLPS method, in which
the daily average of unweighted polarity scores was used
in the model. The accuracy score obtained in the IBWPS
method, in which the polarity scores are weighted based on
the impact of tweets’ publishers according to the number of
followers, indicates that the highest accuracy for the predic-
tion of bitcoin was obtained by the use of the IBWPSmethod.
The accuracy of prediction in all three machine learningmod-
els for the HMSA method, which combined features of the
IBWPS and DBSAmethods for the prediction of bitcoin, was
slightly lower than the IBWPS method (0.0003 according to
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FIGURE 2. The price prediction of Bitcoin using MLP model for WLPS
method.

FIGURE 3. The price prediction of Bitcoin using MLP model for IBWPS
method.

FIGURE 4. The price prediction of Bitcoin using MLP model for DBSA
method.

theMSE indicator). In all methods, the accuracy of prediction
by ARIMA is the highest. According to the MSE indica-
tor, the obtained scores in the ARIMA model for IBWPS,
DBSA, and HMSA were 15.91%, 9.66%, and 11.93% lower
than WLPS, respectively. For the LSTM model, the obtained
scores for IBWPS, DBSA, and HMSA were 38.38%, 17.3%,
and 30.27% better than WLPS, and the obtained MSE scores
in the MLP model for IBWPS, DBSA, and HMSA meth-
ods were 48.89%, 15.93%, and 46.02% lower than WLPS,
respectively.

B. PRICE PREDICTION OF ETHERIUM
According to TABLE 2, in which the results of prediction
for Ethereum have been shown, LSTM had the most accurate
prediction in the HMSA method, and then the LSTM model

FIGURE 5. The price prediction of Bitcoin using MLP model for HMSA
method.

FIGURE 6. The price prediction of Bitcoin using ARIMA model for WLPS
method.

FIGURE 7. The price prediction of Bitcoin using ARIMA model for IBWPS
method.

had the most accurate prediction in the IBWPS method.
According to the MSE indicator, the scores obtained by
this model for IBWPS, DBSA, and HMSA were 52.53%,
50.51% and 62.47% better than WLPS, respectively. The
prediction models for the DBSA method, in which the input
of the prediction model is the result of feature extraction
by the LIWC tool, had a weaker performance than the
IBWPS method, in which the polarity scores of the tweets
were multiplied based on the normalized values of the num-
ber of followers of that tweet’s publisher.The lowest accu-
racy was achieved by the WLPS method. In the WLPS
and IBWPS methods, the highest accuracy of prediction
was obtained by the ARIMA model. In the DBSA and
HMSAmethods, LSTM performed better than ARIMA, with
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FIGURE 8. The price prediction of Bitcoin using ARIMA model for DBSA
method.

FIGURE 9. The price prediction of Bitcoin using ARIMA model for HMSA
method.

FIGURE 10. The price prediction of Bitcoin using LSTM model for WLPS
method.

FIGURE 11. The price prediction of Bitcoin using LSTM model for IBWPS
method.

a small difference (0.000002 according to the MSE indi-
cator). FIGURE 14 to FIGURE 25 show the results of the

FIGURE 12. The price prediction of Bitcoin using LSTM model for DBSA
method.

FIGURE 13. The price prediction of Bitcoin using LSTM model for HMSA
method.

TABLE 1. Bitcoin price prediction accuracy score using LSTM, ARIMA, and
MLP algorithms by MSE, RMSE, MAE, and MAPE indicators for WLPS,
IBWPS, DBSA, and HMSA methods.

prediction based onMLP, ARIMA, and LSTMmodels in four
methods.

C. PRICE PREDICTION OF EOS
According to TABLE 3 related to the price prediction of EOS,
all three LSTM, ARIMA, and MLP models have the highest
accuracy in the HMSA method. The accuracy of EOS price
prediction in the IBWPS method was higher in predicting the
price of EOS compared to the DBSA method, according to
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FIGURE 14. Price prediction result for Ethereum using LSTM for WLPS
method.

FIGURE 15. Price prediction result for Ethereum using LSTM for IBWPS
method.

FIGURE 16. Price prediction result chart for Ethereum using LSTM for
DBSA method.

FIGURE 17. Price prediction result for Ethereum using LSTM for HMSA
method.

the LSTM and ARIMA models while MLP has performed
more accurately in predicting the prices of EOS inDBSA than
the IBWPS method. The lowest accuracy for all three models

FIGURE 18. Price prediction result for Ethereum using MLP for WLPS
method.

FIGURE 19. Price prediction result for Ethereum using MLP for IBWPS
method.

FIGURE 20. Price prediction result for Ethereum using MLP for DBSA
method.

FIGURE 21. Price prediction result for Ethereum using MLP for HMSA
method.

was obtained in the WLPS method, while the most accurate
prediction among all other models for EOS was obtained in
the HMSA method using the ARIMA model. FIGURE 26 to
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FIGURE 22. Price prediction result chart for Ethereum using ARIMA for
WLPS method.

FIGURE 23. The price prediction for Ethereum using ARIMA for IBWPS
method.

FIGURE 24. The price prediction for Ethereum using ARIMA for DBSA
method.

FIGURE 25. The price prediction for Ethereum using ARIMA for HMSA
method.

FIGURE 37 show the results of predicting the prices of EOS
for MLP, LSTM, and ARIMA models using four different
methods have been shown.

TABLE 2. Ethereum price prediction accuracy score using LSTM, ARIMA,
and MLP algorithms by MSE, RMSE, MAE, and MAPE indicators for WLPS,
IBWPS, DBSA, and HMSA methods.

FIGURE 26. The price prediction for EOS using LSTM for WLPS method.

FIGURE 27. The price prediction for EOS using LSTM for IBWPS method.

D. PRICE PREDICTION OF CARDANO
According to the TABLE 4 related to the results of Car-
dano price prediction, it has been concluded that the HMSA
method had the highest accuracy than the others in all three
learning models, and then the highest accuracy was achieved
in the IBWPS method. The accuracy of prediction using the
WLPS method, where the average of unweighted polarity
scores was calculated, was the lowest among all learning
models. MLP had the lowest accuracy in predicting the prices
of Cardano among all machine learning models. The highest
accuracy was obtained in predicting the prices of Cardano
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FIGURE 28. The price prediction for EOS using LSTM for DBSA method.

FIGURE 29. The price prediction for EOS using LSTM for HMSA method.

FIGURE 30. The price prediction for EOS using MLP for WLPS method.

FIGURE 31. The price prediction for EOS using MLP for IBWPS method.

using the HMSA method with the ARIMA model according
to theMSE indicator. FIGURE 38 to FIGURE 49 show results
of predicting the prices of Cardano for MLP, ARIMA, and
LSTM models.

FIGURE 32. The price prediction for EOS using MLP for DBSA method.

FIGURE 33. The price prediction for EOS using MLP for HMSA method.

FIGURE 34. The price prediction for EOS prediction using ARIMA for
WLPS method.

FIGURE 35. Price prediction result chart for EOS using ARIMA for WLPS
method.

E. PRICE PREDICTION OF RIPPLE
According to TABLE 5, all three machine learning models
in the IBWPS method had the highest accuracy in predicting
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FIGURE 36. The price prediction for EOS using ARIMA for DBSA method.

FIGURE 37. The price prediction for EOS using ARIMA for HMSA method.

TABLE 3. EOS price prediction accuracy score using LSTM, ARIMA, and
MLP algorithms by MSE, RMSE, MAE, and MAPE indicators for WLPS,
IBWPS, DBSA, and HMSA methods.

the price of XRP. The accuracy of predicting the price of
XRP by LSTM was generally higher than ARIMA. Similar
to the price prediction of other cryptocurrencies, the low-
est accuracy was obtained with the WLPS method. MLP
had the lowest accuracy in the WLPS and DBSA methods,
while the lowest accuracy in the IBWPS and HMSA models
was obtained by ARIMA. According to the MSE indicator,
the accuracy of the prediction of LSTM compared to MLP

FIGURE 38. Price prediction result for Cardano using MLP for WLPS
method.

FIGURE 39. Price prediction result for Cardano using MLP for IBWPS
method.

FIGURE 40. Price prediction result for Cardano using MLP for DBSA
method.

FIGURE 41. Price prediction result for Cardano using MLP for HMSA
method.

was almost twice higher than MLP in all four methods.
FIGURE 50 to FIGURE 61 are the results of predicting the
prices for Cardano for MLP, ARIMA, and LSTM models.
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FIGURE 42. Price prediction result for Cardano using LSTM for WLPS
method.

FIGURE 43. Price prediction result for Cardano using LSTM for IBWPS
method.

FIGURE 44. Price prediction result for Cardano using LSTM for DBSA
method.

FIGURE 45. Price prediction result for Cardano using LSTM for HMSA
method.

The average MSE score for all five cryptocurrencies for
each of the proposed methods is shown in Table 6. The
results indicate that the proposed methods, including IBWPS,

FIGURE 46. Result of price prediction for Cardano using ARIMA for WLPS
method.

FIGURE 47. Price prediction result for Cardano using ARIMA for IBWPS
method.

FIGURE 48. Price prediction result for Cardano using ARIMA for DBSA
method.

DBSA, and HMSA using all three deep learning models have
better results compared to the WLPS method.

In the IBWPS method, the obtained MSE score is
51.9818% less than the MSE score obtained in WLPS while
predicting based on the MLP model. Also, in the DBSA
method, the MSE score is 35.8175% less than the MSE score
obtained by WLPS. Furthermore, in the HMSA method, the
obtained MSE score is 53.9017% less than the WLPS.

By having predictions based on the ARIMA model, the
obtained results showed that there was an improvement
of 11.4856% while using IBWPS compared to the WLPS
method, and the DBSAmodel performed 5.43329% less than
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FIGURE 49. Price prediction result for Cardano using ARIMA for HMSA
method.

TABLE 4. Cardano price prediction accuracy score using LSTM, ARIMA,
and MLP algorithms by MSE, RMSE, MAE, and MAPE indicators for WLPS,
IBWPS, DBSA, and HMSA methods.

FIGURE 50. Price prediction result for Ripple using MLP for WLPS method.

WLPS. Also, the HMSAmethod had 10.4539% better results
compared to WLPS.

The results obtained by LSTM indicate that IBWPS per-
formed 56.3293%, DBSA performed 37.5356%, and HMSA
performed 57.8048% better than WLPS.

Based on the MAPE indicator, by getting the average
accuracy score of the five investigated cryptocurrencies in
both WLPS and IBWPS methods, it was concluded that there
is a significant difference between the accuracy obtained from
WLPS and IBWPS using the LSTM model (p = 0.045),
considering that the average accuracy score obtained

FIGURE 51. Price prediction result for Ripple using MLP for IBWPS
method.

FIGURE 52. Price prediction result for Ripple using MLP for DBSA method.

FIGURE 53. Price prediction result for Ripple using MLP for HMSA
method.

FIGURE 54. Price prediction result for Ripple using LSTM for WLPS
method.

using the LSTM model by the WLPS method accord-
ing to the MAPE indicator was 4.675474 and for IBWPS
was 2.970972.
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FIGURE 55. Price prediction result for Ripple using LSTM for IBWPS
method.

FIGURE 56. Price prediction result for Ripple using LSTM for DBSA
method.

FIGURE 57. Price prediction result for Ripple using LSTM for HMSA
method.

FIGURE 58. Price prediction result for Ripple using ARIMA for WLPS
method.

According to the results obtained in all proposed models
for predicting the price of Bitcoin and Ripple, it was shown
that the accuracy in predicting the prices is mainly depen-
dent on the content published by people who have higher

FIGURE 59. Price prediction result for Ripple using ARIMA for IBWPS
method.

FIGURE 60. Price prediction result for Ripple using ARIMA for DBSA
method.

FIGURE 61. Price prediction result for Ripple using ARIMA for HMSA
method.

FIGURE 62. The accuracy scores of Bitcoin according to MSE indicator per
each method.

influence in social networks. By including the number of
followers in the process of giving weight to the calculated
polarity scores of each tweet, the most accurate results in
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TABLE 5. Ripple price prediction accuracy score using LSTM, ARIMA, and
MLP algorithms by MSE, RMSE, MAE, and MAPE indicators for WLPS,
IBWPS, DBSA, and HMSA methods.

FIGURE 63. The accuracy scores of Ethereum according to MSE indicator
per each method.

FIGURE 64. The accuracy scores of EOS according to MSE indicator per
each method.

predicting the price of Bitcoin and Ripple can be obtained.
As shown in FIGURES 62 to FIGURE 66, the MSE scores of
each proposed model for Bitcoin, Ethereum, Cardano, EOS,
and Ripple were calculated. These charts illustrate that all
methods using the WLPS method had the lowest accuracy.

FIGURE 65. The accuracy score of Cardano based on MSE indicator per
each method.

FIGURE 66. The accuracy score of Ripple based on MSE indicator per
each method.

TABLE 6. The average MSE scores obtained for all five investigated
cryptocurrencies.

In the research conducted by Abraham et al. in 2018, the
dependency between the prices of two investigated cryp-
tocurrencies, Bitcoin and Ethereum, and the average of daily
polarity scores was proven [7]. The difference between the
current research and the research conducted by Abraham
et al., was applying weight to the polarity scores based on
the number of followers of the tweet’s publishers. It was
shown that by applying a coefficient to the polarity scores
based on the influence of the publishers and identifying the
percentage of positivity and negativity of tones in the tweets
of each cryptocurrency on a daily basis, more accurate results
can be achieved in predicting the prices compared to the
case where the polarity scores are unweighted. In Serafini
et al.’s research, the prediction method was proposed based
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on various combinations of features such as volume of trades,
sentiments of tweets, and the volume of published tweets to
predict the price of Bitcoin. According to Serafini et al.’s
study, by comparing the accuracy of prediction based on the
MSE indicator based on all different combinations of the
mentioned features, it was concluded that if the prediction
model is implemented based on only the sentiment scores of
tweets and the ignorance of other features, the results will
be more accurate [34]. So, in our research, only the feature
of sentiment scores has been used in our proposed model,
and other features like the volume of trades and the volume
of publications have been ignored in our price prediction
model. Usually, the prices of cryptocurrencies are affected by
the sentiment of a society in the recent days, and according
to the previous studies, researchers will use the sentiment
of the tweets published today for predicting the prices of
cryptocurrencies in the next day [35], and that wouldn’t be
possible to predict the prices in the distant future unless being
informed about the world’s events that may occur in the
future.

VI. CONCLUSION
This paper proposed new approaches for predicting the prices
of cryptocurrencies using the various methods of considering
the sentiment scores of the tweets alongside the historical
prices of cryptocurrencies to propose a prediction model
that has the most accurate results in predicting the prices of
cryptocurrencies, considering the specifications of the users
on social media. The results have shown that the inclusion
of the influence factor of twitterers results in more accurate
predictions compared to the models in which the influence
level of tweets’ publishers has not been included. In this
research, a novel approach, including the influence factor
of the Twitterers, was proposed to be used as input data
for machine learning models. MLP, ARIMA, and LSTM
were selected to make predictions due to their suitability
for time-series data analysis. To be able to compare the
results of the proposed prediction models for predicting the
prices of cryptocurrencies such as Bitcoin, Ethereum, EOS,
Cardano, and Ripple, the prices of all investigated cryptocur-
rencies were normalized to be in the range between 0 and 1.
Meanwhile, after preprocessing the tweets by removing all
non-English characters, punctuation, and stop words, the
polarity scores of each tweet were calculated, and the process
of applying weights to the polarity scores was conducted
based on the normalized number of followers of each tweet’s
publishers. In this study, four methods of considering the
polarity scores, named WLPS, IBWPS, DBSA, and HMSA,
have been proposed to be used in predicting the prices of
cryptocurrencies. In the WLPS method, the same as in tradi-
tionalmodels, the daily average of unweighted polarity scores
was used in the prediction model, and the lowest accuracy
was obtained by the use of the WLPS method. In the second
proposed method, where the influence factor of the twitter-
ers was included in the prediction model, named IBWPS,
the polarity scores were weighted based on the number of

followers of the twitterers, and the most accurate results
among all other methods were obtained for predicting the
prices of Bitcoin and Ripple using the IBWPS method. In the
third proposed method (DBSA), the percentage of positive
and negative tones in the daily tweets has been separately
used in predicting the prices of the investigated cryptocurren-
cies by one of the dictionary-based tools (LIWC). Accord-
ing to the results of predicting the cryptocurrencies’ prices
using DBSA compared to WLPS, it was shown that DBSA
outperformed WLPS, although in both of the WLPS and
DBSA methods, the influence factor of the twitterers was
not included in the prediction model. The fourth proposed
method for predicting the prices of cryptocurrencies was a
hybrid model (HMSA), where the daily average of weighted
polarity scores along with the percentage of positive and
negative tones were used to predict the prices of cryptocurren-
cies. The results showed that the most accurate results were
obtained in predicting the prices of Cardano, Ethereum, and
EOS using the HMSAmethodwith all threemachine learning
models.

In this study, only the influence factor of twitterers on
social media was investigated, and the effectiveness of includ-
ing this factor in the prediction model was proven. Knowing
that the identification of all effective factors that could be
extracted by the analysis of the network’s topology and the
measurement of the effectiveness of each item for predicting
the future prices of cryptocurrencies, although encountering
complexities, could enhance the performance of prediction
models, it is recommended to conduct deep investigations on
the network’s topology to extract the effective features to be
included in the prediction models to make it possible to select
amodel that could have themost accurate results in predicting
the cryptocurrency prices and outperformed the other models.
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