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ABSTRACT Wiki articles are created and maintained by a crowd of editors, producing a continuous stream
of reviews. Reviews can take the form of additions, reverts, or both. This crowdsourcing model is exposed
to manipulation since neither reviews nor editors are automatically screened and purged. To protect articles
against vandalism or damage, the stream of reviews can be mined to classify reviews and profile editors in
real-time. The goal of this work is to anticipate and explain which reviews to revert. This way, editors are
informed why their edits will be reverted. The proposed method employs stream-based processing, updating
the profiling and classification models on each incoming event. The profiling uses side and content-based
features employing Natural Language Processing, and editor profiles are incrementally updated based on
their reviews. Since the proposed method relies on self-explainable classification algorithms, it is possible
to understand why a review has been classified as a revert or a non-revert. In addition, this work contributes
an algorithm for generating synthetic data for class balancing, making the final classification fairer. The
proposed online method was tested with a real data set from Wikivoyage, which was balanced through the
aforementioned synthetic data generation. The results attained near-90% values for all evaluation metrics
(accuracy, precision, recall, and F-measure).

INDEX TERMS Data reliability and fairness, data-stream processing and classification, synthetic data,
transparency, vandalism, wikis.

I. INTRODUCTION
Wiki-based platforms, like Wikipedia,1 WikiVoyage2 or
WikiNews3 are collaboratively maintained by voluntary
editors who share their wisdom about a topic, entity, or city.
When editors create and refine wiki articles, they generate
a continuous stream of events indistinctly referred to as
edits or reviews. Specifically, wiki editors can add, edit,
and revert reviews. As such, wikis are modern-day oracles

The associate editor coordinating the review of this manuscript and

approving it for publication was Michele Magno .
1Available at https://en.wikipedia.org, December 2023.
2Available at https://www.wikivoyage.org, December 2023.
3Available at https://www.wikinews.org, December 2023.

maintained by and for the crowd, simultaneously empowering
and impacting it.

Moreover, this information-gathering model, known as
crowdsourcing, accumulates the digital legacy of the crowd,
allowing the scrutiny of interested parties. In this respect,
wikis, discussion forums, blogs, and social networks can be
mined to profile editors with the help of Artificial Intelligence
(AI) [1], [2]. This activity is essential in crowdsourcing
platforms since crowdsourced data are unmediated by default,
exposing platforms to social manipulation. Examples of
social manipulation include fake information in social
networks, biased feedback in evaluation-based platforms, and
undesired content inWiki articles. Such adverse contributions
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may damage brands, products, services, and articles, affecting
the overall reliability of the targeted platforms.

One of the most popular techniques for spreading disinfor-
mation online is through standalone or coordinated brigades
of false data generator bots. In the case of Wikipedia, sock-
puppets – individuals who create multiple online identities to
increase their influence in online communities – constitute
a severe problem [3], [4]. To mitigate misinformation, wikis
rely on highly ranked editors – administrators – to patrol the
contents. Interestingly, these threats to the reliability of wikis
can only be offset by instantly reverting damaging reviews
and swiftly outcasting unreliable editors [5]. By classifying
reviews and editors in real-time, the current work aims to
address misinformation and reliability simultaneously.

This work proposes an interpretable classification solution
to recognize in real-time which reviews to revert. Therefore,
this paper contributes with real-time transparent identifica-
tion of deceitful wiki reviews and editors. By anticipating
the reversion of undesirable reviews, this early discarding
of reviews has a positive impact on both the quality and
reliability of wiki data. The proposed method employs
stream-based processing, updating the profiling and clas-
sification models on each incoming event. The profiling
uses side and content-based features employing Natural
Language Processing (NLP). Since the proposedmethod relies
on self-explainable classification algorithms (e.g., decision
trees), it is possible to understand why a review has been
classified as a revert or a non-revert.

In addition, this paper contributes with a data synthetic
generation algorithm for class balancing, aiming to make the
final classification fairer. In fact, synthetic data generation has
been reported to be highly beneficial [6], [7] in (i) testing
stochastic and multispectral scenarios, (ii) creating relevant
scenarios absent in real data, (iii) automatically labeling
entries, (iv) overcoming data restrictions and making the
process more affordable, (v) protecting sensible information,
and (vi) speeding up data analytic processes. However,
it comes with relevant constraints that must be taken into
account, such as (i) the complexity for specific data scenarios,
(ii) bias and outliers that can be reflected from real data,
(iii) the dependent quality on the data source, and (iv) labori-
ous and time-consuming validation and evaluation against the
original data. The proposed synthetic data generation module
seeks to take advantage of the first three and the last benefits
while aiming to address all four constraints pointed out in the
literature.

The experiments were conducted with a real data set
collected from Wikivoyage with 285 698 reviews, including
8305 reverts, and 70 260 editors. Despite the original
imbalanced class distribution, the proposed method presents
macro and micro class classification metrics near-90%.

The rest of this paper is organized as follows. Section II
overviews the relevant related work concerning profiling,
classification, transparency, and fairness of wiki data and
states the current contribution. Section III introduces the
proposedmethod, detailing the offline and stream processing.

Section IV describes the experimental set-up and presents
the empirical evaluation results considering the online revert
classification and explanation. Finally, Section V concludes
and highlights the achievements and future work.

II. RELATED WORK
In wiki-based platforms, problems such as transparency,
fairness, and real-time modeling still need to be explored [8].

A. PROFILING
Wiki profiling methods model editors through their inter-
actions within the platform. In addition, in stream-based
modeling, profiles are continuously updated and refined.
Based on the contents of crowdsourced data, the literature
contemplates multiple types of wiki profiling methods:

Graph embedding profiling is an unsupervised
learning technique representing the learned graph
nodes through low-dimensional vectors. Reference
[9] created and represented profiles based on side
features via graph embedding to detect unbiased
vandalism.
Stylometric profiles are based on textual patterns
of style, i.e., rely on the contents. Reference [10]
built stylometric profiles to detect vandalism in
Wikipedia articles. Reference [11] used standard
stylometric metrics (e.g., digit n-gram frequency,
word n-gram frequency, etc.) to identify the
authorship in collaborative documents. Reference
[12] identified style patterns using artificial neural
networks to generate the linguistic model that
represents a text.
Trust & reputation profiling represents the relia-
bility of wiki editors. By definition, while trust is
based on one-to-one relationships, reputation con-
siders third-party experiences. Trust-based models
are popular among wikis. References [13] and [14]
proposed TrustWiki to establish the trustworthiness
of wiki reviews based on the social context of
editors. Hence, TrustWiki creates clusters of edi-
tors, using content and demographic features, and
presents the reader with content from similar groups
of editors. Reference [15] implemented WikiTrust,
which highlights trustworthy and untrustworthy
words in wiki articles with different background
colors. As such, WikiTrust explores content and
side features. To prevent malicious and unreliable
users, [16] adopted SigmoRep to compute the
reputation of editors in collaborative environments
from side features. Reference [17] used WikiTrust
side and content-based features to recognize the
authorship of crowdsourced content.

The literature shows several wiki editor and review
profiling approaches that explore content, side, and social
features. Besides, most surveyed works implemented offline
processing. The only exception is the stream-based quality
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and popularity profiling proposed by [18], which enables
model updating in real-time, along with the user profiling
work of [19] that identifies benign and malign human
and non-human (bots) contributors. Since the classification
problem in the latter work is different, the content of the
review is not considered.

B. ANALYSIS OF REVIEWS
According to the literature, the classification of wiki edits
encompasses the detection of paid [20], puffery [21], reverted
[22], [23], [24], toxic [25], [26] and vandal [9], [10], [12],
[13], [17], [27], [28], [29], [30], [31], [32], [33], [34], [35],
[36], [37], [38] reviews. Similarly, prediction focuses on
review quality [39], [40], [41] as well as on editor and article
quality [18], [42], [43], [44], [45].

1) VANDALISM DETECTION
Vandalism and error detection methods explore side and
content-based features to identify unethical behaviors and
unintentional errors. Specifically, unethical behaviors are
practiced mainly by unregistered editors [46]. In this context,
the literature provides several vandalism detection methods
employing distinct profiling and classification approaches.

Profiles use, separately or in combination, side and
content-based features of the contributions. The Random
Forest classifier [47] holds the best results and the highest
popularity. Except for the detectors by [34] and [36], the
remaining works implement offline processing.

In addition to the features extracted by the described
profiling methods, several vandalism detection solutions rely
on scores from the Objective Revision Evaluation Service
(ORES), a public Application Programming Interface (API) for
wiki platforms [48]. ORES is a Machine Learning (ML) system
that predicts the quality of edits and article drafts in real-time.
Regarding edits, ORES predicts the probability of being done
in good faith, damaging, and reverted in the future. In the
case of article drafts, ORES returns the probability of being
spam, vandalism, an attack, and OK. These scores are used as
input features by many of the surveyed works, e.g., [9], [34],
[36], [37], and [41], to classify reviews. Moreover, ORES is
currently used on wiki platforms to help volunteers reduce
the burden of manually screening content.

2) REVERT DETECTION
On wikis, reverting consists of completely removing a
previous edit. Although it is a means to eliminate involuntary
errors and malicious reviews, scant research is dedicated to
revert classification:

• Reference [22] designed a textual analysis algorithm
to detect reverts and the corresponding target reviews.
The algorithm analyses editor actions considering the
inserted and deleted words. The unchanged paragraphs
are removed, and the insert and delete actions are ana-
lyzed using text difference methods. The computational
cost of this solution is the main drawback.

• Reference [23] proposed a content-agnostic, metadata-
driven classification to detect Wikipedia reverts. The
profiling model is based on the editor roles defined by
Wikipedia and side-based information. The authors use
a Support Vector Machine classifier.

All surveyed revert identification approaches implemented
offline processing.

3) QUALITY PREDICTION
Wikis, while unmediated collaborative environments, suffer
from data quality and trustworthiness issues. To address
this problem, predictive models can be used to anticipate
the quality of individual wiki reviews, editors, and articles.
To predict the quality of reviews, [39] employed orthographic
similarity of lexical units to predict the quality of new
reviews. Using side-based and stylometric profiles, the
solution applies a deep neural network to extract quality
indicators. Reference [41] shared an annotated data set of
English Wikipedia articles based on Wikipedia templates,
e.g., original research, contradictory, unreliable sources, etc.
The data set was used to predict the content reliability
using Logistic Regression [49], Random Forest, and Gradient
Boosted Trees [50]. Except for the work by [18], all surveyed
quality prediction works implemented offline techniques.

C. TRANSPARENCY
Interpretability and explainability are essential for users to
understand ML-generated models and outputs, improving the
experience and developing trust. While interpretability is
defined as the ability to describe an ML model, explainability
is the interface that enables the user to understand the model
[51], [52]. ML models can be divided into interpretable
and opaque. Opaque models behave as black boxes (e.g.,
artificial neural networks, or matrix factorization), whereas
interpretable ones are self-explainable (e.g., decision trees,
rules, or regression). A transparent model – interpretable or
explainable – enhances decision-making and contributes to
responsible ML.
Frequently, theML algorithms used to mitigate the negative

impact ofmalicious behaviors in wikis are opaque. To address
this problem, several research works attempted to explain the
operation of vandalism detectors [38], [53], classifiers [54],
or profiling [55], [56]. These explainability efforts take the
form of the following:

Graph-based explanations rely on a knowledge
representation graph to explain a context. Refer-
ences [55] and [56] represented and explained the
relationship between wiki entities through graph-
based profiling.
Model agnostic explanations rely on surrogate
models to explain the outcomes of opaque ML

models. Model agnostic interpretability techniques
include the Local Interpretable Model-agnostic
Explanations (LIME) [57], the Shapley Additive
Explanations (SHAP) [58] and, more recently,
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the local trust-based explanation plugin (Explug)
advanced by [59]. Considering wiki contents, [60]
compared multiple explanation models, including
LIME and SHAP.
Word embedding explanations are based on text
processing, namely NLP. In this context, [54]
combined word embedding with LIME to assess the
reliability of a toxic comment classifier while [61]
integrated a word embedding technique with graph-
based explanations.
Visual explanations adopt non-textual formats
easily interpretable by users. References [38], [53]
explained vandalism detection visually. While [38]
correlated inputs and outputs with the parameter
spaces based on the edit frequency and reverts,
[53] analyzed statistically vandal behaviors and
displayed the results graphically.

D. FAIRNESS
Fairness embraces equal opportunity against biased algo-
rithms or data to avoid prejudicial or unethical results.
A fair model ensures that data biases do not affect its
performance. While accuracy evaluates the performance of
an ML model, fairness indicates the practical implications
of deploying the model in the real world. Therefore, the
selection ofML predictive algorithms must be guided not only
by performance but also by fairness.

Wikis tend to discriminate against unregistered or new
editors regarding vandalism detection [46], [62], article
ranking [63] or reverts based on the contents of talk
pages [64]. These issues have been addressed through class
balancing, a pre-processing technique that balances the
number of samples across classes. Regarding wiki vandalism
detection, [27] performed random over-sampling to address
the imbalanced class problem, whereas [35] re-sampled
wiki data with Local Neighbourhood Synthetic Minority
Over-sampling Technique (SMOTE).

E. RESEARCH CONTRIBUTION
The literature on real-time vandalism detection and revert
classification reveals a lack of fundamental studies on vandal
behavior [65]. Currently, misinformation and quality control
in wiki platforms are addressed by a group of dedicated
voluntary users named patrollers4 together with ORES. When
compared to ORES, the proposed method classifies incoming
edits and explains the verdict on a stream basis. Moreover,
given its modular design, it enables the integration of the
latest technological advances, such as using Large Language
Models (LLMs) to engineer new features for effective classifi-
cation and better explainability. Such optional improvements
in detection accuracy will lead to greater computational
load.

4Available at https://en.wikipedia.org/wiki/Wikipedia:Patrolling,
December 2023.

Consequently, this work contributes to mitigating the
vulnerabilities of the crowdsourcing model through real-time
classification and explanation of the content posted in wikis.
The designed pipeline, which applies existing AI methods,
constitutes an original wiki vandalism detection method.
Specifically, it employs:

• Standard feature analysis, engineering, and selection
techniques to ensure the high quality of the experimental
data and take advantage of the full potential of the
classification models.

• Online editor profiling to capture the expected profile
evolution with time.

• Synthetic data generation techniques to create artifi-
cial samples and improve the fairness of the final
classification.

• Stream-based ML classification and explainability to
detect and justify which reviews to revert in real-time.

In summary, this work contributes with (i) a stream-based
method that, unlike existing solutions, analyses and exploits
textual content for classification purposes; (ii) generation
of synthetic data to perform stochastic and multispectral
tests; and (iii) visual and natural language explanations of
the classifications. Furthermore, the solution was validated
with a comprehensive set of experiments, including ad
hoc tests, to determine its performance in offline sce-
narios with different partition sets of the experimental
data.

III. PROPOSED METHOD
This paper proposes an explainable and fair method to
identify which wiki reviews will be reverted. Figure 1
introduces the proposed multi-stage solution, which adopts
offline synthetic wiki data generation for class balancing
followed by stream-based classification of wiki reviews.
The offline stage encompasses (i) data pre-processing
(Section III-A1) based on feature-target pairwise correlation
(Section III-A1a), feature engineering (Section III-A1b) and
selection (Section III-A1c), and (ii) synthetic data generation
(Section III-A2) to balance the data set classes. The online
stage performs (i) incremental profiling (Section III-B1),
(ii) stream-based classification (Section III-B2) evaluated
through standard classification metrics, and (iii) outcome
explanation (Section III-B3) supported by model inter-
pretability.

A. OFFLINE PROCESSING
Offline processing comprises mainly data pre-processing
techniques and synthetic data generation. However, the
former is a three-phase stage. Algorithm 1 overviews the
offline processing method.

1) DATA PRE-PROCESSING
Data pre-processing translates raw data into features usable
by ML classifiers and selects the most promising inde-
pendent features to predict the target feature. The new
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FIGURE 1. Fair and transparent classification of Wikivoyage reviews as reverts and non-reverts.

Algorithm 1 Offline Processing Algorithmic Description
function offline_processing(dataset)

// Feature analysis
Spearman_coefficients = compute_Spearman(dataset);
// Feature engineering
for sample in dataset do

sample.get_text().process(); // The specific text processing techniques will be
detailed in Section IV-B1b

sample.get_text().compute_features(); // The specific features engineered will be
detailed in Section IV-B1b

end for
// Feature selection
selected_features = meta_transformer_wrapper(dataset, RF, configuration_parameters);
// Synthetic data generation
synthetic_data_generation(); // Detailed in Algorithm 2.

end function

computed features relevant to the revert prediction task
are employed to model editors and reviews. Specifically,
data pre-processing is a three-phase stage composed of (i)
feature analysis, (ii) feature engineering, and (iii) feature
selection tasks. First, feature analysis performs an in-depth
screening of the features highly correlated with the target
variable. Then, feature engineering enables valuable data
generation for classification. Finally, feature selection takes
the most relevant correlated features identified in feature
analysis and those created during feature engineering. More-
over, the three data pre-processing techniques are applied

offline before stream-based classification, as illustrated in
Figure 1.

a: FEATURE ANALYSIS
The statistical dependence between the rankings of the
independent features and the target feature is computed using
Spearman’s rank correlation coefficient [66] as shown in
Equation (1), where x and y are the rank variables and n
represents the sample size.

rs =
n

∑
xy−

∑
x

∑
y√

n
∑
x2 − (

∑
x)2

√
n

∑
y2 − (

∑
y)2

(1)
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This non-parametric measure of rank correlation assesses
monotonic (linear or not) relationships among continuous
and discrete features. Spearman correlation values range
from −1 to +1, with the limits corresponding to the case
when each feature is a perfect monotone function of the
other.

b: FEATURE ENGINEERING
This stage produces new side and content-derived features
about articles, editors, and reviews to improve the classifi-
cation of reviews as reverts and non-reverts. Side features
characterize the properties of an entity (e.g., size of the
revision or the number of links in the review). These features
allow us to characterize the type of review performed by
the editors (e.g., a large revision may indicate either a
thorough correction, an excess of unnecessary changes, or the
addition of spam/vandalism content). In contrast, content-
derived features result from the analysis of the introduced or
deleted text to provide ML models with in-depth knowledge
of the content of the reviews.

Numeric features contain average values regarding editor
revisions per article, revisions per week, articles revised
per week, article quality probabilities from ORES, review
size, number of links, bad words, and number of inserted
and deleted characters. Categorical features identify the
creator of the revision, whether the editor is a bot, and
hold the polarity of inserted and deleted text. In the
end, textual features represent the cumulative characters
and word n-grams of the inserted and deleted text. The
generation of these features will be further explained in
Section IV-B1b.

Finally, the original data set consisting of indi-
vidual timestamped reviews and related features is
transformed into daily reviews and associated features
per editor. The remaining stages explore these editor
daily activity features instead of the original individual
features.

c: FEATURE SELECTION
Feature selection is performed through a meta-transformer
wrapper method. Mainly, a meta-transformer method can be
used with any estimator for feature selection, while a wrapper
method allows the exploitation of an underlying ML model
for the feature importance computation [19]. It wraps the
classification algorithm – Random Forest (RF) classifier – and
selects features based on importance weights. The algorithm
establishes relative feature importance using a forest of trees
to find meaningful features and, thus, reduce the feature
space dimension. The features are considered irrelevant if
the corresponding importance of the feature values is below
the specified threshold. The resulting profile feature vector
comprises:

• Side features related to editors;
• ORES probabilities related to articles and reviews;
• Side and content-derived features related to reviews.

2) SYNTHETIC DATA GENERATION
Synthetic data generation allows testing ML models in a fully
stochastic and multispectral scenario, including significant
layouts absent from real data. The proposed synthetic data
generationmodule is mainly used to balance the experimental
data set.

More in detail, the designed data generation method
produces feasible incremental samples of the editor’s daily
activity concerning the revert category. This process allows
us to balance the experimental data set. Note that only
reverted entries are created since they are less represented.
The created artificial samples include the features listed
in Table 3, except for the char and word n-grams. The
latter are randomly selected by using a clustering procedure.
To maintain the inter-feature correlation (see Section IV-B2),
the data generated for each feature is based on its sta-
tistical measures (quartile distribution, median, minimum
and maximum values) considering four intervals: (i) from
minimum to the first quartile (Q1); (ii) from Q1 to median;
(iii) from median to third quartile (Q3); (iv) from Q3 to
the maximum. Algorithm 2 summarizes the synthetic data
generation procedure.

For example, to generate a Q1 value for numeric feature f ,
it retrieves all samples from the original data set with an f
value between its Q1 and median. Then, it generates the
remaining features based on the above subset with random
values between Q1 (minimum) and Q3 (maximum). The
latter avoids the generation of outliers (caused by applying
cluster-based filtering and having a minimal subset) and
enhances the dispersion of the synthetically generated data.
Once all non-cumulative numeric features of the synthetic
feature vector are generated, the values of cumulative features
are randomly selected from a hash map that holds all possible
values for those features in the subset. The date is randomly
selected within the period of the experimental data set to
prevent revert and non-revert samples from grouping and,
thus, obtaining an unrealistic time distribution.

B. STREAM PROCESSING
Stream processing is a three-phase stage that involves incre-
mental profiling, classification, and the generation of explain-
able descriptions regarding the predictions. Algorithm 3
overviews this process.

1) INCREMENTAL PROFILING
The incremental profiling models the online evolution of the
editor’s daily activity through the selected feature vectors
from the offline data pre-processing stage. Editor profiles
are incrementally updated using the balanced data set as a
data stream. The built profiles encompass side features (e.g.,
number of inserted or deleted characters) and content-derived
ones (e.g., the polarity, bad words, or n-grams of reviews).
Several numeric features store cumulative averages and
sums.
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Algorithm 2 It Creates count Revert Samples Using Cluster-Based Filtering and Maintaining Inter-Feature Correlation
function synthetic_data_generation(min, Q1, median, Q3, max, count)

ranges = {min,Q1,median,Q3,max}; // Quartile distribution
synthetic_data = []; // Synthetic samples
for r ∈ ranges− 1 do

for i ∈ count/4 do
synthetic_entry = []; // Synthetic sample
for f ∈ features do // Table 3 features

Q1 = Kmeans[f , r, r + 1]
Q3 = Kmeans[f , r, r + 1]
//Random sample from Q1 to Q3 obtained by the K-means
synthetic_entry[f ] = random(Q1,Q3)

end for
synthetic_data.append(synthetic_entry)

end for
end for
synthetic_data.sortByTimestamp() // Returns the synthetic samples

end function

Algorithm 3 Stream Processing Algorithmic Description
function stream_processing(dataset)

// Incremental profiling
dataset = compute_average_values(dataset);
dataset = compute_cumulative_values(dataset);
// Incremental classification
ml_models = load_ml_models();
for model in ml_models do

for sample in dataset do
predict(model, sample);
evaluate(model, sample);
train(model, sample);
print(model.evaluation_metrics());

end for
end for
// Explainability
explainability_graph = RF.compute_graph(dataset.get_random_sample());
visualize(explainability_graph);
nl_description = apply_template(dataset.get_random_sample());
print(nl_description);

end function

2) INCREMENTAL CLASSIFICATION
This work comprises both batch and stream-based ML

classification. The batch experiments select the most promis-
ing features and classification algorithm (baseline results),
whereas the stream-based experiment explores the batch
findings online. The binary classification algorithms selected
are well-known interpretable models with promising perfor-
mance [9], [67], [68], [69]:

• Naive Bayes (NB) is a simple probabilistic classifier
based on Bayes’ theorem [70].

• Ridge Classifier (RC) exploits Ridge regression by
converting the target feature values into {-1, 1} [71].

• Decision Tree (DT) is a discrete-target predictive model
based on traversing a tree structure from observation
branches (conjunctions of features) to a target class label
leaf [72].

• Random Forest (RF) is an ensemble learning model
based on multiple DT classifiers [47].

• Boosting Classifier (BC) is an ensemble of weak
predictive models that allows the optimization of a
differentiable loss function [73].

Themodel evaluation relies on standardmetrics: classifica-
tion accuracy, precision, recall, and F-measure in macro and
micro-averaging computing scenarios. Furthermore, macro
results enable comprehensive evaluation considering the
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whole set of target classes, while micro-averaging considers
the target classes individually. The latter is beneficial in
imbalanced classification problems [74], [75], [76]. Finally,
run-time is measured to compare the performance of the
different models.

3) EXPLAINABILITY
The proposed method relies on interpretable classifiers
to explain classification outcomes. Being self-explainable,
interpretable models can make their reasoning explicit,
offering insight into the classification process. Decision rules,
decision trees, Naive Bayes, and logistic regression are
examples of interpretable binary classification algorithms.

In the current case, the selected classification algorithms
are interpretable and, thus, can explain why a review has
been classified as a revert or a non-revert. This explainability
may rely on graph-based, natural language, visual, or hybrid
formats to present the user with the reasons learned by the
classifier, e.g., the relevant DT path, decision rules, or the
impact of the different features on the outcome.

IV. EXPERIMENTAL RESULTS
All experiments were performed using a server with the
following hardware specifications:

• Operating System: Ubuntu 18.04.2 LTS 64 bits
• Processor: IntelCore i9-9900K 3.60GHz
• RAM: 32GB DDR4
• Disk: 500GB (7200 rpm SATA) + 256GB SSD

The experiments comprise (i) offline feature analysis,
engineering, and selection, (ii) offline synthetic data gener-
ation for class balancing, (iii) incremental profiling, online
classification with a balanced data stream and prediction
explanation.

A. DATA SET
The data collection5 relied on a well-known set of utilities
for extracting and processing MediaWiki6 data in Python.
To retrieve the contents of the reviews, direct GET requests
were issued to the Wikivoyage endpoint7 using the compare
action functionality. The data span from 1st January 2004 to
31st December 2019 contains 285 698 samples from 70 260
editors regarding 3369 different articles. Considering the
target feature, the data is deeply imbalanced with a total of
8305 reverted reviews (0.03% of the samples).

B. OFFLINE PROCESSING
As previously mentioned, offline processing comprises
several relevant tasks: (i) offline feature analysis, engineering
and selection; and (ii) offline synthetic data generation for
class balancing.

5Data and code will be available from the corresponding author on
reasonable request.

6Available at https://pypi.org/project/mediawiki-utilities, December
2023.

7Available at https://en.wikivoyage.org/w/api.php, December 2023.

TABLE 1. Wikivoyage data set transformation.

1) DATA PRE-PROCESSING
The data pre-processing starts with the statistical dependence
analysis described in Section III-A1a over the rankings of the
numeric features listed in Table 2. These exclude identifier
features 1 to 5 and textual features 11 and 12. The correlation
results were computed using Spearman’s rank correlation
coefficient. Finally, it performs feature engineering and
selection.

a: FEATURE ANALYSIS
Table 2 presents the independent (1 to 22) and target (23)
features considered for the classification of reviews as reverts
and non-reverts. The correlation between the independent and
the target features in Table 2 is moderate and can be grouped
into:

• Features with negative correlation: from 6 to 8, 14,
19 (false damaging & true good faith probabilities), 20
(E probability), 21 (OK probability), 22 (star & stub
probabilities).

• Features with positive correlation: 9, 10, 13,
from 15 to 19 (true damaging & false good faith
probabilities), 20 (except E probability), 21 (except OK
probability), 22 (except star & stub probabilities).

b: FEATURE ENGINEERING
The contents of the revisions are processed with the English
Natural Language Processing pipeline optimized for CPU,
named en_core_web_lg10 provided by the spaCy
library.11 This processing removes URL instances and special

8It groups editor activity per day.
9It creates new synthetic samples per editor and day (only for imbalanced

revert activity).
10Available at https://spacy.io/models/en#en_core_web_lg, December

2023.
11Available at https://spacy.io, December 2023.
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TABLE 2. Features considered for the classification and target feature.

characters like accents. Then, it lemmatizes the resulting
text and removes stop words.12 The polarity of the revisions,
considering added and deleted characters, is computed with
the spaCyTextBlob13 pipeline that performs sentiment
analysis using the TextBlob library.14 To determine
the number of common words reverted and bad words
in revisions, it reuses the corresponding lists of words
provided by Wikimedia Meta-wiki.15 The char and word
n-grams are extracted from the accumulated textual data (see
Section III-B1) with the help of the CountVectorizer16

Python library. Based on performance tests, the
configuration parameters were set to max_df_in=0.7,
min_df_in=0.001, wordgram_range_in=(1,4),
chargram_range_in=(1,4),
max_features_in=None.

Finally, it aggregates the individual reviews and associated
features into daily reviews and associated features per editor,
removing the hour and minute from the date. The remaining
stages explore these daily features.

c: FEATURE SELECTION
The SelectFromModel17 feature selection algorithm
wraps the RF classifier to identify the higher-importance
features. The configuration parameters were set to n_
estimators=500, n_jobs=-1, random_state=0.
These experiments use a reduced balanced subset comprising

12Available at https://gist.github.com/sebleier/554280, December 2023.
13Available at https://spacy.io/universe/project/spacy-textblob, December

2023.
14Available at https://github.com/sloria/TextBlob, December 2023.
15Available at https://meta.wikimedia.org/wiki/Research:Revision_

scoring_as_a_service/Word_lists/en, December 2023.
16Available at https://scikit-learn.org/stable/modules/generated/sklearn.

feature_extraction.text.CountVectorizer.html, December 2023.
17Available at https://scikit-learn.org/stable/modules/generated/sklearn.

feature_selection.SelectFromModel.html, December 2023.

TABLE 3. Independent features selected for the classification.

3357 revert and 4000 non-revert samples and 10-fold cross-
validation [77] to avoid over-fitting, biased, or over-estimated
values. Table 3 lists the independent features selected for
classifying reviews as reverts and non-reverts (features
from 1 to 18 correspond to side features and features 19 and
20 to content features). To establish the best set of features,
the batch classifier explored the three sets identified in
Table 3:

A) Side features related to editors;
B) ORES probabilities related to articles and reviews plus

A features;
C) Content-derived features related to reviews plus B

features.

Ultimately, only some char and word n-grams features
were discarded.

Finally, Table 4 lists the results of the four offline ML

classifiers with these sets of features using 10-fold cross-
validation. The non-revert and revert classes correspond to #0
and #1, respectively. Set A of features report near 60 % - 70%
accuracy, precision, macro recall, and macro and non-revert
F-measure values. Even though non-revert values for recall
are promising for the NB and RC classifiers, revert values for
recall and F-measure are significantly low. The results with
set B (comprising set A and ORES probabilities) are generally
better for all classifiers and metrics. Results improve further
with set C, attaining near 80 % with RF and BC in all metrics.
Set C comprises side features related to editors, ORES features
related to articles, plus content-derived features related to
reviews. The best classifier considering all metrics is RF.

2) SYNTHETIC DATA GENERATION
The quality of the synthetic data was determined by
statistically comparing the synthetic against the original daily
data. Table 5 displays the results, excluding the features
without statistical variation (1, 2, 14 in Table 3).
Specifically, it shows the relative change in percentage

between the original and synthetic data related to the first,
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TABLE 4. Offline revert classification results with a balanced data set of 7357 original samples using 90 % for training and 10 % for test (10-fold
cross-validation).

TABLE 5. Relative change (%) between the synthetic and original daily data related to first, second, and third quartiles.

second, and third quartiles of the synthetically generated
samples. The minimal statistical variations observed in most
features result from the synthetic data generation algorithm
maintaining the inter-feature correlation. The exceptions are
the features that do not represent probabilistic values (3 to 5
and 11 to 16). After adding the 40 000 synthetic to the original
daily feature vectors, the final distribution of classes in the
resulting balanced data set is 43 357 revert and 41 996 non-
revert daily feature vectors.

C. STREAM PROCESSING
Stream processing takes advantage of the insights obtained
during the batch experiments to select the most promising

features and classification algorithms.Mainly, the stream-based
experiment explores the batch findings online. Moreover,
graph and natural language descriptions of the model
predictions are provided.

1) INCREMENTAL PROFILING
In the stream processing mode, the profiles of the editors are
updated with each new daily feature vector (see Table 3),
depending on the type of feature:

• Static features (1 and 2) remain unchanged since they
correspond to identifiers;

• Average value features (3 to 18) update their contents to
the new incremental average;
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• Cumulative value features (19 and 20) update their
contents to the new incremental sum.

2) INCREMENTAL CLASSIFICATION
The following binary classification algorithms were selected
from scikit-learn18 and scikit-multiflow19 and applied with-
out hyper-parameter optimization.

• NB20

• RC.21

• DT22

• RF23

• BC24

The following stream-based classification experiments
were performed exclusively with the best classifier – the RF

model – and best set of features – set C. These experiments
apply the EvaluatePrequential25 algorithm that uses
each incoming sample first to test and evaluate and, finally,
to train the model.

The final classification experiments compare online and
offline performance with the balanced data (85 353 samples)
ordered chronologically. The online models are built from
scratch and incrementally updated and evaluated, whereas
the offline models are trained and then tested using distinct
data partitions. The first set of experiments compares the
classification results of the last 90% of the data for the
online and the best offline model (trained with the first 10%
of the data). The second set of experiments compares the
results of the last 10% of the data for the online and the
best offline model (trained with the first 90% of the data).
Table 6 displays these classification results. In both cases,
the best offline results are obtained with set C features and
decision tree classifiers (DT in the first case and RF in the
second case). In the first set of experiments, the revert class
(#1) presents an online performance of near-90%, 69 percent
points than the offline baseline in the recall metric, whereas,
in the second set of experiments, the revert class (#1) presents
an online performance of near-100%, 3 percent points than
the offline baseline in the recall metric. As expected, stream-
based outperforms batch classification.

18Available at https://scikit-learn.org/stable, December 2023.
19Available at https://scikit-multiflow.readthedocs.io/en/stable/api/api.

html, December 2023.
20Available at https://scikit-learn.org/stable/modules/naive_bayes.html,

December 2023.
21Available at https://scikit-learn.org/stable/modules/generated/sklearn.

linear_model.RidgeClassifier.html, December 2023.
22Available at https://scikit-learn.org/stable/modules/generated/sklearn.

tree.DecisionTreeClassifier.html, December 2023.
23Available at https://scikit-learn.org/stable/modules/tree.html and

https://scikit-multiflow.readthedocs.io/en/stable/api/generated/skmultiflow.
meta.AdaptiveRandomForestClassifier.html#skmultiflow.meta.
AdaptiveRandomForestClassifier, December 2023.

24Available at https://scikit-learn.org/stable/modules/generated/sklearn.
ensemble.GradientBoostingClassifier.html, December 2023.

25Available at https://scikit-multiflow.readthedocs.io/en/stable/api/
generated/skmultiflow.evaluation.EvaluatePrequential.html, December
2023.

FIGURE 2. Confusion matrix of the online RC classifier with balanced
data.

Figure 2 displays the confusionmatrix, showing the impact
of false positives and negatives on the classification results.26

Accordingly, the vast majority of the samples were correctly
classified as they concentrated on the first diagonal of the
matrix. Even though the model’s performance is comparable
in non-revert and revert detection tasks, the prediction error
is slightly superior for the non-revert class. This means
our solution is conservative when identifying editions to be
reverted.

Finally, these results are better than those found in the
literature, e.g., 7, 16, 12 percent points in precision, recall,
and F-measure when compared with the closely related
offline revert identification by [23]. They explore an original
data set from Simple English Wikipedia27 composed of
3.1 million edits, 240 000 articles and 175 000 users. The
experiments, performed with the Weka suite28 and 10-fold
cross-validation, use a subset of 825 000 edits (750 000
for training and 75 000 for test), ignoring article contents
and relying on a Support Vector Machine classifier. Our
comparable results, obtained with approximately one-tenth of
the samples, are better than the proposed method.

3) EXPLAINABILITY
The RF classifier provides the best results and builds and
explores decision trees, which are interpretable models.
These explanations cover the relevant subset of branches from
root to classification leaf andmaterialize as the corresponding
sub-graph and/or subset of learned rules.

Since the implemented online RF model uses ten estima-
tors, the first step is to select the smallest decision path
leading to the classification of a given sample. The next step

26It corresponds to the online classification within the first set of
experiments.

27Available at https://simple.wikipedia.org/wiki/Main_Page, December
2023.

28Available at https://www.cs.waikato.ac.nz/ml/weka, December 2023.
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TABLE 6. Online versus best offline revert classification results with balanced data.

LISTING 1. Natural language explanations built from the RF classifier.

uses the get_model_description29 method from
scikit-multiflow to traverse the selected decision tree and
create the templates to display this knowledge in natural lan-
guage. Listing 1 provides four natural language explanations,
two for each class (revert and non-revert), detailing the model
decisions based on side and content-derived features as well
as the predicted class (0 represents the non-revert class and 1,
the revert class). The features correspond to Table 3.
Figure 3 displays a partial view of the decision tree

learned and used by the RF algorithm in three cases.
It depicts the revert and non-revert leaves using different
colors (green for reverts and yellow for non-reverts) and
styles and was obtained using dtreeviz30 library. More
in detail, the first decision is based on the bigram article

29Available at https://scikit-multiflow.readthedocs.io/en/stable/api/
generated/skmultiflow.trees.HoeffdingTreeClassifier.html, December 2023.

30Available at https://pypi.org/project/dtreeviz, December 2023.

FIGURE 3. Enhanced graph-based explanations built from the RF
classifier. The non-revert and revert classes correspond to 0 and 1,
respectively.

project (feature 19 in Table 3). If the frequency of the
bigram in the revision is superior to 0.5, the reasoning
continues through the right branch (predicted class non-
revert); otherwise, it goes to the left. Using the plot_tree
library31 we can obtain the gini index (see Figure 4).
The latter coefficient expresses the probability of an
incorrect prediction. For the first bifurcation, the gini
index reported was close to 0.5. In the latter case, if the
frequency of the unigram jpg is superior to 0.5, the
model checks if the average ORES article quality probability
(feature 9 in Table 3 – WP10StartAvg) is higher than
0.386. If this test succeeds, the sample is classified as non-
revert. Otherwise, it is considered a revert. As the decision

31Available at https://scikit-learn.org/stable/modules/generated/sklearn.
tree.plot_tree.html, December 2023.
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FIGURE 4. Graph-based explanations built from the RF classifier. The
non-revert and revert classes correspond to 0 and 1, respectively.

tree is traversed, the gini index reduces, reaching 0.1 in the
last bifurcation for this example.

Both explanations presented – natural language and graph-
based – rely on the underlying model’s interpretability and
make the classifier’s reasoning transparent and understand-
able for the user.

V. CONCLUSION
Wiki platforms like Wikivoyage display articles created
and maintained by a community of volunteer editors. This
crowdsourcing model based on free content and open
collaboration is vulnerable to unethical behavior, raising
concerns about data quality in wiki repositories. One of
the most critical issues behind this social manipulation is
disinformation.

In light of the above, this work proposes a transparent,
fair method to identify which wiki reviews to revert. Notably,
the designed solution includes (i) offline synthetic wiki data
generation to ensure model fairness against class imbalance,
(ii) stream-based classification of wiki reviews supported by
side and content-based features, and (iii) interpretable ML

models to explain to editors why their reviews were classified
as reverts.

The stream-based experiments were performed with a
balanced data set with 43 357 revert and 41 996 non-
revert reviews made by 70 260 editors to 3369 articles,
resulting from the combination of collected and synthetic
Wikivoyage data. The proposed method was evaluated using
standard classification metrics and attained near-90% in
all classification metrics considered (precision, recall, F-
measure). This result shows that it is possible to explain and
predict in real-time whether a review will be reverted and
use this information to take preemptive actions to protect
the quality of wiki articles and to help well-intentioned users
improve their reviews.

The results obtained with the proposed method will imme-
diately positively impact wiki users, who will enjoy more
reliable content thanks to real-time review classification. The
crowd volunteers will also benefit from explaining review
classifications and reducing the editorial screening burden.

The challenges of integrating the proposed method into
wiki platforms include (i) labeling large volumes of data, (ii)
ensuring the privacy of sensitive data, and (iii) assessing the
trust of editors. These may be addressed by exploring LLMs
for data management, ad hoc algorithms for sensible data
detection and removal, and reinforcement learning to model
editor trust.

The future work plan will also explore the current result
to automatically revert the identified reviews, outcast their
authors, and evolve from the current mixed offline and online
processing to a fully online processing pipeline, combined
with hyper-parameter optimization, for further improvement.
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