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ABSTRACT In the Emotion Recognition in Conversations (ERC) task, extracting emotional cues from
the context is an effective strategy for improving model performance. However, current research has two
evident limitations: firstly, irrelevant context information severely affects the extraction of emotional features
at the utterance level. Secondly, in dialogues, subsequent utterances’ retrieval of emotional cues does not
benefit from extracted emotional cues from preceding utterances. This paper designs a Dialogue Perception
CognitionNetwork (DialoguePCN)model, which aims to solve the issues above by simulating the perception
and cognition phases of emotion in conversations. In the perception phase, DialoguePCN proposes an
activation module based on a cosine similarity selection algorithm, providing a dynamic initial emotional
state for the predicted utterance. In the cognition phase, the model introduces a new gating mechanism,
marking the first attempt to use the extracted utterance emotion representation to reconstruct context
information iteratively. This approach reduces the complexity of retrieving emotional cues from the context
and solves the inherent cold-start challenge in ERC tasks. Using audio and text features, the accuracy of
DialoguePCN reached 68.7% on the IEMOCAP dataset.

INDEX TERMS Emotion recognition in conversations, perception-cognition, activation module, dynamic
long-term memory update module.

I. INTRODUCTION
Emotion Emotion Recognition in Conversations (ERC) aims
to detect the speaker’s emotions within conversations [1], [2],
[3], [4], [5]. It is pivotal in intelligent customer service and
human-computer interaction systems [6], [7].

For an effective ERC model, it is imperative to possess the
capability to simulate human proficiency in retrieving and
integrating emotional cues from context [8], [9], as these cues
are the primary triggers of emotions. Nevertheless, there are
known flaws in using contextual details:

1) Existing studies do not design distinct contexts for
utterances at different time steps. For instance, works [10],
[11], [12], [13], [14], [15], [16] adopt extracting emotional
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cues from the context formed by each utterance within the
entire dialogue, exacerbating the interference of irrelevant
information and complicating the retrieval of emotional
cues. Despite [17] choosing the nearest K utterances from
the current moment to generate contextual information,
it exclusively considers altering the context through posi-
tional information, neglecting the potential logical impact of
more distantly located speech on the current moment.

2) Current research fails to leverage previously extracted
emotional information from the preceding discourse into the
feature extraction process of subsequent utterances. In real-
world conversations, people can better understand each
other’s emotions as the conversation progresses [18], [19],
[20]. This phenomenon suggests that the recognition results
of previous moments can influence people’s perception of
emotions in subsequent utterances. Therefore, it is crucial
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to continually update the contextual information to include
previous recognition results. Conversely, if the contextual
information remains fixed, the difficulty of retrieving emo-
tional cues for subsequent utterances does not decrease due to
the preceding recognition results, resulting in the ‘‘cold start’’
issue. To the best of our knowledge, this is the first work that
has addressed this challenge.

The DialguePCN model proposed in this paper is based on
emotion cognition theory to simulate the emotional cognition
process in human conversations. Research [21] presents
emotional states that may be considered a function of a state
of physiological arousal and a cognition appropriate to this
state of arousal. Research [22] posits that knowledge is a
distal variable that requires an additional evaluation process
to generate emotions in the formation of emotions. Building
upon this, [23], [24] introduces a general two-stage theory
of human reasoning evaluation. During the heuristic process,
the heuristic procedure selects ‘‘relevant’’ items from task
information, while the analytical process operates on the
selected items to generate inferences or judgments. Factors
deemed to contribute to heuristic selection include perceptual
and semantic associations. The analytical process is context-
dependent: individuals engage in repeated reasoning from
experience. This perspective aligns with the viewpoints
presented in the work of DialogueCRN [12]. In our research,
the process of selecting task-related information is called the
‘‘perception phase’’, which involves choosing information
without considering emotional cues. The brain’s repeated
retrieval and reasoning of information is referred to as the
‘‘cognition phase’’, where emotional contextual information
is retrieved and integrated.

According to the above discussion, this paper introduces
the Dialogue Perception-CognitionNetwork (DialoguePCN),
which consists of perception and cognition phases. In the
perception phase, we construct contextual information for
the speaker’s intrinsic emotional inertia and the emotional
impact between speakers using a BiLSTM. We introduce
a new activation module based on the cosine similarity
algorithm to avoid irrelevant contextual interference with
utterance emotional representation. This module simulates
the heuristic information selection process. In the cog-
nition phase, we utilize the multi-turn reasoning module
developed by DiaolongCRN to simulate how the brain
processes emotional cues. This module incorporates attention
mechanisms and LSTM networks to repeatedly retrieve and
integrate emotional cues from the context, resulting in the
ultimate emotional representation for recognizing emotions.
Additionally, we have designed a dynamic long-termmemory
update module that utilizes a gating mechanism to resolve the
‘‘cold start’’ problem and avoid losing cues during lengthy
conversations. Thismodule updates contextual information in
real time using the emotional representation of each moment.
Extensive experiments were conducted on the IEMOCAP
dataset [25] to validate DialoguePCN, achieving an accuracy
rate of 68.7%, significantly improving existing works.

The main contributions and innovations of this paper are
as follows:

1)We proposed a Dialogue Perception-Cognition Network
(DialoguePCN) inspired by emotional cognition theory,
which simulates human emotional perception and cognition.

2) We designed an activation module that uses the cosine
similarity algorithm to prevent interference from excessive
contextual information.

3) We proposed a dynamic long-term memory update
module based on a gating mechanism to address the ‘‘cold
start’’ problem in ERC tasks. This approach can be extended
to other sequential prediction problems.

II. RELATED WORK
A. EMOTION RECOGNITION IN CONVERSATIONS (ERC)
The challenge in Emotion Recognition in Conversations
(ERC) lies in leveraging contextual information to enhance
emotion recognition performance. Majumder et al. bc-LSTM
[10] preserves the sequential order of utterances and enables
consecutive utterances to share information, thus providing
contextual information to the utterance-level sentiment clas-
sification process. DialogueRNN [13] treats each incoming
utterance, considering the speaker’s characteristics, which
gives finer context. DialogueCRN [12] constructs contextual
information by separately considering the emotional inertia
of the speakers themselves and the emotional influence
between speakers. Reference [13] examined emotional
variations both within individual speakers and between
different speakers in context. Wang et al. [14] introduced a
novel Hierarchical Stacked Graph Convolutional Framework
(HSGCF), which employs five interconnected graph convolu-
tional layers hierarchically to establish a more discriminative
emotion feature extractor. Song et al. [15] utilized the
Conditional Random Field (CRF) to further investigate the
probability of emotional transitions for specific speakers
during conversations, extracting features from the context
related to the specific speaker. To explore the scope
of emotion’s influence, Shen et al. [26] optimized the
utilization of distant and proximate contextual information
in conversations using a Directed Acyclic Graph network
called DAG-ERC. Wen et al. [16] proposed DIMMN and
incorporated temporal convolution networks to assimilate
contextual information from individual speakers, aiming to
learn Long-term dependent information.

In recent years, several novel efforts have been made that
introduce models that integrate knowledge graphs [27] and
multi-task learning. COSMIC [28] analyzes emotions by
ascertaining speakers’ internal and external states based on
causal knowledge. Stappen et al. [29] explored an extraction
method grounded in lexical knowledge, obtaining emotional
understanding from video transcripts. Zhang et al. [30]
employed reinforcement learning and domain knowledge
for emotion recognition in multimodal conversation videos.
Liang et al. [31] designed a graph convolutional network
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based on dependency trees and emotional common sense to
capture emotion dependencies on specific facets.

B. MEMORY NETWORK AND MULTI-TURN REASONING
In Question Answering (QA) tasks, Memory Networks (MN)
have been proposed [32], [33], [34] to infer answers from
intricate long-term dialogues. MN operates by utilizing a
long-term memory module and an inference module to
deduce answers [35], [36]. The long-term memory module
acts as a dynamic knowledge base, while the inference
module handles the task of answer retrieval. Analogous to
the knowledge retrieval in QA tasks, memory networks can
be applied to emotion recognition in dialogues, extracting
pivotal emotion cues from dialogues. Hazarika et al.’s work
CMN [17] first considered interactions between speakers and
employed memory networks to more proficiently retrieve
emotional cues from context. Subsequently, an Interactive
Conversation Memory Network (ICON) was proposed [11],
establishing a global memory from the global conversation
context constructed at the speaker level. It harnesses atten-
tion mechanisms within a recurrent read-write module to
retrieve pertinent emotional information from this global
memory. Xing et al. [37] introduced the Adaptive Dynamic
Memory Network (A-DMN). The model delineates emotions
both within individual speakers and inter-speaker relations,
employing a situational memory module to incorporate the
extracted emotional contextual data. Hu et al. [12] proposed
a novel Contextual Reasoning Network(DialogueCRN) that
learns contextual information from a cognitive perspective.
This model employs a multi-turn inference module to extract
and integrate emotional cues.

III. METHODOLOGY
This section provides a detailed implementation process of
DialoguePCN, with the model’s architecture presented in
Fig. 1.

A. PERCEPTION PHASE
The perception phase simulates how humans choose relevant
information from conversations and store it in their long-
term memory. This phase involves the context construction
module and the activation module, both found on the left side
of Fig. 1.

1) CONTEXT CONSTRUCTION MODULE
This research aims to fully harness the latent emotional
cues inherent in the speaker’s emotional inertia and the
emotional interactions between speakers. Consequently, the
module employs Bi-directional Long Short-Term Memory
(BiLSTM) to construct speaker-level contextual information
(lower channel) from utterances belonging to Speaker A or
B in binary dialogues and to build dialogue-level contextual
information (upper channel) from interactive exchanges
between both participants [38], [39], [40].
Formally, a dialogue is defined as U = {u1, u2, . . . , uN },

where ui represents the utterance at the time i. Utterances

belonging to speaker λ are defined as Uλ, where Uλ =

{u1, u2, . . . , ulen(λ)}, λ ∈ {a, b}. where len(λ) represents the
total number of utterances by speaker λ.
In Step 1, the dialogue-level context cgi and the

speaker-level context csλ,i are constructed for ui:

cgi , h
g
i =
←−−→
LSTM (ui, h

g
i−1), (1)

csλ,i, h
s
λ,i =

←−−→
LSTM (uλ,i, h

s
λ,i−1), (2)

where, hi represents the hidden state of the BiLSTM at time
step i.

In Step 2, the contextual information from each instance
is assembled in temporal order to constitute the global
dialogue-level context Cg

= {cg1, c
g
2, . . . , c

g
N } and the global

speaker-level context Cs
= {cs1, c

s
2, . . . , c

s
N }.

In Step 3, to emulate the conversion of contextual
information into long-term memory within the brain, the
global dialogue-level context Cg and the global speaker-level
contextCs are mapped by a fully connected layer to dialogue-
level long-term memory Mg and speaker-level long-term
memoryM s, respectively.

2) ACTIVATION MODULE
The activation module selects relevant information from
long-term memory, forming an activated memory that is
incorporated into the cognition phase [22], [23]. It has two
objectives: Firstly, even when the cognition phase struggles
to retrieve emotional cues, the model can still use contextual
information to its advantage. Secondly, By activated memory,
the model can filter out irrelevant emotional cues retrieved
during the cognition phase, resulting in a more accurate final
emotional representation. The architecture of the activation
module is depicted in Fig. 2.

The specific procedure is as follows: Initially, the
correlation between the contextual information ci of the
current utterance and the contextual information Co of other
utterances within the dialogue is computed. Subsequently, a
softmax function is employed to normalize this correlation,
resulting in similarity values denoted as αi:

αi = softmax(CosSim(ci,Co)). (3)

Subsequently, the similarity value αi is aggregated with the
long-term memory through a weighted summation, resulting
in the activated memory ai:

ai =
N−1∑
i=0

αiMo. (4)

This module exclusively attends to the influence of the
context on the current utterance. Consequently, Mo does not
encompass the long-term memory of the current utterance
ui. The resulting ai will be utilized as initializing state
information during cognitive reasoning.

B. COGNITION PHASE
The cognition phase emulates the human process of emo-
tional reasoning and generation. It consists of a multi-turn
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FIGURE 1. The architecture of DialoguePCN.

FIGURE 2. Activation module.

FIGURE 3. Reasoning module.

reasoning module and a dynamic long-term memory update
module, as illustrated in the middle section of Fig. 1.

1) MULTI-TURN REASONING MODULE
The multi-turn reasoning module is designed to retrieve and
integrate emotional cues from long-term memory iteratively
[24]. The architecture of the reasoning module is illustrated
in Fig. 3. The specific process is as follows:

In step 1, the input utterance ci to be predicted is mapped
to q0i by a mapping module constructed by fully connected
layers(FC), where superscript 0 indicates the first turn
reasoning module.

q0i = FC(ci). (5)

In step 2, emotional cues from both the context and the
activated memory from the perception phase are integrated
using an LSTM . At the beginning of the first turn of reasoning,
emotional cues originate solely from the current utterance and
the activatedmemory. To avoid potential failures in emotional
retrieval and minimize irrelevant context interference, the
LSTM ′s initial hidden state h0i is replaced by the activated
memory ai, that is h0i = ai:

q̂0i , h
1
i =
−−−→
LSTM (q0i , h

0
i ), (6)

where q̂0i encapsulates the representation of both the activa-
tion memory and current utterance, subsequently employed
to retrieve emotional cues from long-term memory. The
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resultant h1i will be used in the integration process for the next
reasoning module.

In step 3, emotional cues are retrieved using attention
mechanisms, where emotional cues r0i are retrieved from
dialogue-level long-termmemoryMg

i and speaker-level long-
term memoryM s

i , respectively:

e0i = f (M s/g
i , q̂0i ), (7)

α0
i =

exp(e0i )∑N
i=1 exp(e

0
i )

, (8)

r0i =
N∑
i=1

α0
i M

s/g
i , (9)

where, f represents a dot-product function, Mi denotes the
global long-term memory corresponding to utterance ui at
time i, αi represents the relevance value between the current
utterance and the long-term memoryM s/g, and r0i represents
the emotional cues obtained during the first-turn retrieval.

In step 4, emotional cues r0i are integrated with the

intermediate representation q̂0i , using a residual connection

to obtain the representation q1i after the first turn reasoning
module.

q1i = [q̂0i , r
0
i ]. (10)

To retrieve and integrate deeper emotional cues, this
module conducts Tg and Ts turns of reasoning on the
speaker- and dialogue-level channels, respectively, resulting
in the final dialogue-level emotional representation q

Tg
i and

speaker-level emotional representation qTsi .

2) DYNAMIC LONG-TERM MEMORY UPDATE
MODULE(DMM)
The Dynamic Long-Term Memory Update Module (DMM)
based on gating mechanisms, selectively stores the final
emotional representation q

Tg/s
i at time-step i into the cor-

responding long-term memory, yielding the latest dynamic
long-term memory. By doing so, emotional cues retrieved at
time-step i are preserved at a proximity of only one step away
from the next predicted utterance. This approach emphasizes
the previous time-step’s long-term memory during emotional
cue retrieval without overemphasizing distant information.
DMM not only significantly reduces retrieval complexity
and avoids ‘‘cold start’’ issues but also continually retains
emotional cues from the previous time step, mitigating the
problem of emotional cue forgetting in lengthy dialogues.
The DMM is situated in the central position of Fig. 1. The
specific procedure is as follows:

In step 1, employing fully connected layers (FC) to ensure

that the final emotional representation q
Tg/s
i , has the same

dimensionality as its corresponding long-term memory mi.
In step 2, utilize the tanh function to compute the similarity

weights wi, between the final emotional representation q
Tg/s
i

and its corresponding long-term memory mi.

wi = tanh(FC(q
Tg/s
i ),mi). (11)

TABLE 1. Data distribution of the IEMOCAP dataset.

In step 3, selectively retain the content from q
Tg/s
i into mi

based on the similarity weights wi, resulting in the latest
long-term memory m̂i:

m̂i = wiq
Tg/s
i + mi. (12)

In step 4, the latest long-term memory m̂i is employed to
replace the long-term memory mi at time-step i within Mi,
generating Mi+1. Mi+1 will subsequently be utilized in the
multi-turn reasoning process at time-step i+ 1.

C. EMOTION RECOGNITION PHASE
During the emotion recognition phase, the final emotional
representations q

Tg
i from the global dialogue channel and

qTsi from the speaker channel are concatenated and then fed
into a classifier. This classifier utilizes a Fully Connected
layer (FC) with a softmax function for emotion prediction.
The cross-entropy loss function is employed to supervise the
training of the model:

ui(pred) = softmax(FC([q
Tg
i , qTsi ])). (13)

IV. EXPERIMENTS
A. DATASET AND SETTINGS
Considering the complexity of emotional cognition, explor-
ing the emotional influence among multiple speakers is
challenging as the emotional effect stems not only from a
single speaker. Additionally, to validate the model’s capacity
for context modeling, each dialogue should have sufficient
turns. Considering these factors, this research utilizes the
widely-used Interactive Emotional Dyadic Motion Capture
database IEMOCAP [25]. IEMOCAP consists of 5 sessions
that capture dialogues between two participants. We used
four sessions for training and one for testing, conducting
cross-validation for each session. We identified six emotion
categories: happy, sad, neutral, angry, excited, and frus-
trated. Table 1 illustrates the distribution of samples within
IEMOCAP.

In the Introduction, it is mentioned that emotional
cognition is a complex process. Emotion cognition is not
solely derived from tone and intonation but also from the
information conveyed by text. Therefore, this study uses
acoustic and linguistic features as input to ensure the diversity
of cognitive sources. We conducted experiments using the
same data and features to compare our baseline models fairly.
We utilized BERT-base [41] and Wav2vec2.0-base [42] as
feature extractors, producing 768-dimensional text and audio
features as input, and replicated the published code. Our
parameter settings included using BiLSTM with two layers
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and 200 hidden units for context generation in both the
dialogue-level and speaker-level. The map layer was fully
connected with 100 neurons, while the batch size was 32.
We set the dropout rate to 0.2, the learning rate for the
Adam optimizer to 0.0001, and utilized L2 weight decay of
0.0002 as the optimizer. The remaining model parameters
were set following the paper [10], [12], and [13]. We set the
number of reasoning modules for dialogue and speaker levels
as a hyperparameter, which we will evaluate and analyze in
ablation experiments.

Considering the imbalance in data distribution across
different emotional categories, this study employs accuracy
and weighted F1-score as evaluation metrics.

B. BASELINES FOR COMPARISON
To ensure fairness, this experiment replicated existing
Emotion Recognition in Conversation (ERC) models for
comparison.

DialogueCRN [12] is a model that uses multi-turn
reasoning modules to extract speaker and global emotional
information from context separately.

DialogueRNN [13] is a dynamic model that recognizes
emotions by extracting global context and speaker states over
time.

CMN [17] is a memory network that captures the context
of different speakers in a conversation.

ICON [11] is an LSTM-based model that preserves
the order of utterances to generate contextual features for
emotion classification at the utterance level.

bc-LSTM [10] uses LSTM to create contextual features,
preserving the order of utterances and providing contextual
information for emotion classification at the utterance level.

C. RESULTS AND DISCUSSIONS
Table 2 shows that the performance of DialoguePCN is
significantly better than the baseline model. Compared with
DialogueCRN, DialoguePCN’s 5-fold accuracy increased by
3.14%, and the weighted F1 score increased by 3.96%.
In conjunction with the experimental results given in Table 2,
this paper provides the following explanation:

The bc-LSTM model ignores the impact of the context
range on the current discourse and lacks a mechanism to
separately model for the emotions of different speakers,
thus yielding the worst results. CMN and DialogueRNN
adopt speaker-level modeling but do not account for dynamic
contextual information. ICON and DialogueCRN consider
both the global conversational context and speaker-level
context and perform multiple emotional retrievals, but their
context is still fixed. In summary, baseline methods lack the
utilization of already extracted emotional cues, leading to
the incapacity of contextual information to adjust based on
the recognition result of the previous moment. This results in
significant interference from emotion-irrelevant information
and an increased difficulty extracting emotional cues. The
strength of DialoguePCN lies in the activation module(AM)
that provides a unique context initialization state for each

TABLE 2. Experimental results on the IEMOCAP dataset.

sentence. Even when the reasoning module fails to acquire
effective emotion cues, the model can still draw on the
context initialization state information to capture context
information. When the reasoning module retrieves invalid
emotion cues, the context initialization state information can
diminish the proportion of irrelevant emotion cues in the
final emotional representation. Additionally, DialoguePCN
uses the emotion information retrieved each time for speech
emotion recognition and employs a dynamic long-term
memory update module(DMM) to store emotional cues in
the context information. Doing so facilitates the retrieval of
all previous emotional cues during the cognition phase of
the discourse at the next moment, effectively mitigating the
cold start problem and overcoming the issue of long-distance
emotional cue forgetting.

Fig. 4 displays the confusion matrix of the baseline
models on the test set to assess DialoguePCN’s recognition
performance across various emotions. DialoguePCN excels
in predicting instances of the ‘‘Happy’’ category, although
some samples are misclassified as ‘‘Excited.’’ The distinction
between happy and excited can be challenging in real-life
scenarios. We believe the fundamental difference between
these two emotions lies in the intensity of the emotion.
However, due to the diversity in human cognitive levels,
using a clear intensity boundary to differentiate between
the categories of ‘‘Happy’’ and ‘‘Excited’’ is difficult.
The ‘‘Sad’’ category poses a challenge as DialoguePCN
wrongly identifies 56 samples as ‘‘Frustrated’’ due to their
similar acoustic characteristics of low intensity, pitch, and
tone. In addition, we have also observed two significant
phenomena: (1)In a dialogue with a negative emotional
atmosphere, utterances expressing ‘‘sad’’ and ‘‘Frustrated’’
often alternate. (2) In the IEMOCAP dataset, each sample
is annotated by three annotators, with the final label
determined by majority voting. We noticed a recurring
trend where a single annotator often labels ‘‘sad’’ samples
as ‘‘Frustrated’’ and vice versa. The phenomena above
indicate that the features of ‘‘sad’’ and ‘‘Frustrated’’ are
easily confused. However, DialogueRNN and DialogueCRN
misclassify several samples as ‘‘Neutral’’ or ‘‘Happy,’’ which
is unacceptable. For the ‘‘Angry’’ category, DialoguePCN
outperforms all other models. However, like the other models,
it also misclassifies many samples as ‘‘Frustrated.’’ This
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FIGURE 4. Confusion matrix for all models.

TABLE 3. Emotion category results for all models. The best results(%) are
marked in bold.

misclassification results from the textual similarity between
utterances conveying ‘‘Frustrated’’ and ‘‘Anger’’-related
emotions. For the ‘‘Excited’’ category, DialoguePCN mainly
misidentifies instances as ‘‘Happy.’’ For the ‘‘Frustrated’’

category, DialoguePCN mostly misclassifies instances as
‘‘Neutral’’ or ‘‘Angry.’’ While some frustrated samples
share similar acoustic features with neutral samples, the
co-occurrence of these two emotions within the same
conversation may contribute to mutual interference.

Table 3 presents the accuracy and weighted F1 scores
for each emotion category. It is worth noting that both
bc-LSTM and DialogueRNN have lower accuracy rates for
the ‘‘Happy’’ category, with rates of 32.64% and 34.72%,
respectively. This phenomenon can be explained by the
infrequent ‘‘Happy’’ instances in the IEMOCAP dataset.
Another contributing factor is the simplicity of the bc-LSTM
and DialogueRNN model architectures, which struggle to
effectively retrieve and integrate emotional cues for the
‘‘Happy’’ category from the limited data available. However,
except for the ‘‘Frustrated’’ and ‘‘Angry’’ categories, Dia-
loguePCN achieves the highest weighted F1 scores across all
other emotion categories.

D. ABLATION STUDY
1) MODULE PERFORMANCE TEST
Previously, Hu et al [12]. confirmed the importance of per-
ception and cognition phases through ablation experiments.
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TABLE 4. Experimental results of modules performance.

FIGURE 5. Test results for the number of reasoning modules.

In this section, we will analyze how the Activation Module
(AM) and Dynamic Long-Term Memory Update Module
(DMM) affect the performance of DialoguePCN. The results
are presented in Table 4.

The first row shows the DialogueCRN model without
the proposed AM and DMM. The reproduced accuracy and
weighted F1 score are 65.56% and 65.13%, respectively.
After adding only theActivationModule to theDialogueCRN
model in the second row, we found that the accuracy
improved by 1.78%, and theweighted F1 improved by 1.90%.
Our interpretation suggests that the Activation Module has
an advantage over DialogueCRN because it allows context
information to be used when the multi-turn reasoning module
does not effectively retrieve emotional cues. Furthermore,
the activated memory can reduce the weight of irrelevant
emotional cues, enhancing the model’s ability to resist
interference. In the third row, the model only incorporates
the Dynamic Long-Term Memory Update Module (DMM),
resulting in an accuracy improvement of 2.49% and a
weighted F1 improvement of 3.11%. The DMMcontinuously
adds previously retrieved emotional cues from the last time
step utterance to the current long-term memory, making it
easier to retrieve emotional cues from the current context.
It also solves the issue of forgetting distant emotional
information in the conversation. This strategy can be applied
to other temporal prediction problems as well.

2) REASONING TURNS TEST
In this section, we are examining how the number of
multi-turn reasoning modules affects performance. Fig. 5
shows that the most effective performance is achieved using
2 dialogue-level reasoning iterations (Tg) and 4 speaker-level
reasoning iterations (Ts). Performance gradually improves
as Tg ranges from 1 to 3 and Ts ranges from 3 to 5.
However, excessive increasing the number of reasoning
iterations can lead to a decline in model performance due
to the introduction of irrelevant emotional cues. This decline
is largely caused by overfitting. Our analysis is as follows:
when the number of iterative inferences is too small, the
model cannot achieve optimal performance as more distant
and deeper emotional cues have yet to be retrieved. Given
that the attention mechanism learns emotion cues related
to the current utterance from long-term memory at each
step, an excess of iterative inferences would retrieve and
integrate irrelevant emotional cues, leading to an overfitting
problem and a subsequent decline in model performance. It is
also noteworthy that increasing the number of speaker-level
reasoning modules impacts model performance more than
increasing the number of dialogue-level reasoning modules.
This phenomenon shows that speakers’ emotional inertia
more significantly impacts emotional expression than their
interaction with others.

V. CONCLUSION
This research introduces a novel Dialogue Perception and
Cognition Network (DialoguePCN) to simulate human
conversations’ emotional perception and cognitive processes.
DialoguePCN employs an activation module in the percep-
tion phase to provide corresponding contextual information
for each utterance to reduce interference from irrelevant
contexts. In the cognition phase, the proposed dynamic
long-term memory update module(DMM) is employed for
the first time to utilize existing emotional reasoning results
to reconstruct contextual information. This strategy makes
it easier to retrieve emotions from context for subsequent
utterances. In addition to addressing the cold start issue in
ERC tasks, the DMMmitigates the problem of emotional cue
forgetting caused by overly lengthy dialogues by iteratively
preserving emotional cues.
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