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ABSTRACT In today’s social media-dominated landscape, digital platforms wield substantial influence
over public opinion, particularly during crucial political events such as electoral processes. These platforms
become hubs for diverse discussions, encompassing topics, reforms, and desired changes. Notably, in times
of government dissatisfaction, they serve as arenas for anti-establishment discourse, highlighting the need
to analyze public sentiment in these conversations. However, the analysis of such discourse is notably
scarce, even in high-resource languages, and entirely non-existent in the context of the Nepali language.
To address this critical gap, we present Nepal Anti Establishment discourse Tweets (NAET), a novel
dataset comprising 4,445 multi-aspect annotated Nepali tweets, facilitating a comprehensive understanding
of political conversations. Our contributions encompass evaluating tweet relevance, sentiment, and satire,
while also exploring the presence of hate speech, identifying its targets, and distinguishing directed and
non-directed expressions. Additionally, we investigate hope speech, an underexplored aspect crucial in the
context of anti-establishment discourse, as it reflects the aspirations and expectations from new political
figures and parties. Furthermore, we set NLP-based baselines for all these tasks. To ensure a holistic
analysis, we also employ topic modeling, a powerful technique that helps us identify and understand the
prevalent themes and patterns emerging from the discourse. Our research thus presents a comprehensive and
multi-faceted perspective on anti-establishment election discourse in a low-resource language setting. The
dataset is publicly available, facilitating in-depth analysis of political tweets in Nepali discourse and further
advancing NLP research for the Nepali language through labeled data and baselines for various NLP tasks.
The dataset for this work is made available at https://github.com/rkritesh210/NAET.

INDEX TERMS Natural language processing, social media analytics, sentiment analysis, topic modeling,
Nepali election discourse.

I. INTRODUCTION
Social media has become a prominent platform for engaging
in discussions about major global topics, including politics.

The associate editor coordinating the review of this manuscript and
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This trend extends to political matters as well, with politi-
cians utilizing social media to promote their campaigns and
ideologies, while the general public leverages it to express
their opinions. The ease of use and anonymity provided by
social media promotes the production of political discourse
and influences the type of discourse produced [1]. Especially
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during agitated times, such as protests and social movements
demanding political changes, social media experiences a rise
in the amount of political discourse produced [2]. The dis-
course produced may include varying tones, aggressiveness,
and sentiments of the people. This creates an opportunity as
well as a need for the study of how people express their views
and ideas involving political matters in an informal setting
like social media.

In nations with political instability, elections emerge as
pivotal moments parking intense discourse on social media.
Nepal, being one of such countries, has experienced extreme
political instability over just 15 years of gaining democ-
racy [3]. The end of the monarchy on May 28, 2008, and
the formation of a democratic multi-party system marked
a new era for the country [4]. The perception of having a
fair opportunity in the democratic process rose among the
people, however, the election and the established Constituent
Assembly were dominated by the previously established big
parties [5]. After the end of the autocratic Shah dynasty,
Nepal had some opportunities to develop, but the increasing
intra and inter-party conflicts led to political polarization.
As a result, corruption escalated, and the country plunged
into a state of political and constitutional crises [3]. The
lasting political crises and frequent changes in the govern-
ment led to distrust among the people of the established
government, old political parties, and their leaders. As a
result, as the campaign period leading to the local elections
on May 13, 2022 [6] approached, the citizens expressed
their dissatisfaction with the current political landscape in
Nepal. They yearned for greater participation of youth to
bring about meaningful changes in the political sector. This
led to the commencement of various anti-establishment
movements on Twitter and Facebook that appealed to the
voters not to vote for the older political parties and their
elderly established leaders who have consistently failed
to bring political stability to the country [7]. Twitter was
flooded with hashtags like #enoughisenough, #nonotagain,
#wewantchange, etc. about anti-establishment movements.
These anti-establishment movements became highly promi-
nent in the Nepalese general election which was held on
20 November, 2022 especially when new parties like
Rashtriya Swatantra Party came into the picture. To study
the effects of tweets related to such movements, we analyzed
tweets from July 27, 2022, to February 7, 2023.

In recent times, social media, especially Twitter, has
housed several such movements [8] and has become a turning
point to bring about a significant change. The same holds
true for anti-establishment movements in Nepal as citizens in
great numbers stood with the movement and spoke against
the established failing political regime. These movements
escalated to the point where the Election Commission of
Nepal released a statement on October 25, urging the public
to abstain from making ‘‘negative’’ remarks about prominent
leaders, or risk potential legal consequences [9]. However,
this only escalated the movement further as the public ques-
tioned the integrity of the nation’s poll authority. Later, the

Supreme Court of Nepal ruled in favor of anti-establishment
movements and issued an interim order against the commis-
sion not to take any action against the campaign members
as it was against the Freedom of Speech of the nation’s
citizens [10].
Vigorous movements like anti-establishment movements

with such a great number of participants are certain to receive
varying sentiments from the public. Hate speech against indi-
viduals and groups is also inevitable. These sentiments of
the public are best captured in their native language as it
also includes certain socio-cultural aspects of the country.
Nepali - the most spoken language in Nepal [11], is also
the major language for social media discourse in Nepal.
The complex and monographically rich nature of the Nepali
language makes Natural Language Processing (NLP) tasks
particularly challenging for this language [12]. Unlike lan-
guages such as English, which has ample resources and a
plethora of NLP studies [13], [14], research in the field of
low-resource languages such as Nepali is scarce [15], [16].
There have been some works involving sentimental analysis
in Nepali [12], [17], [18]. These works have focused on a sin-
gle aspect of sentiment analysis such as hate speech detection
or abuse analysis. However, given the complex narratives of
speech in social media, the classification of speech within
a single aspect is not enough to capture the layers of senti-
ment that people try to communicate. To address this issue,
we developed a dataset containing 4,445 tweets related to the
anti-establishment movements which is annotated through a
multi-aspect annotation schema.

Within this comprehensive multi-aspect annotation frame-
work, each tweet undergoes a nuanced evaluation across
multiple dimensions, enabling a deeper understanding of the
sentiments being conveyed. The dimension of ‘‘Relevance’’
gauges the extent to which a tweet is intrinsically tied to
the movement, accounting for context and content. Addi-
tionally, the ‘‘Sentiment’’ category delves into whether a
tweet conveys positive, negative, or neutral sentiment about
the subject matter. The recognition of the prevalent use of
satire in online conversations, addressed under the ‘‘Satire’’
dimension, identifies instances where tweets employ satirical
elements to convey sentiment. In instances where hate is
expressed, the ‘‘Hate Speech’’ dimension identifies tweets
containing such language or sentiments. Moreover, within
the ‘‘Directed/Undirected Hate’’ sub-category, we determine
whether hate speech targets specific entities or adopts a more
general tone. This information is further enhanced in the
‘‘Targets’’ sub-category, which pinpoints whether individu-
als, organizations, or entire communities are the focus in
cases of directed hate speech. Lastly, the ‘‘Hope Speech’’
aspect evaluates whether a tweet conveys hope within its
content.

Our multi-aspect annotation schema is designed to address
subtle differences in the sentiments expressed by tweets.
There is often a thin line between satire and hate speech.
A few words or some background context may com-
pletely change the intended sentiment. Manual annotations
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performed by native speakers of the Nepali language ensure
that such thin lines and subtle differences are addressed prop-
erly. To analyze our dataset, we performed benchmarks with
popular machine learning and deep learning models. Further,
we also performed topic modeling for a more detailed analy-
sis of the dataset. With the rapid growth of social media, the
development of reliable and efficient NLP tools has become
important now more than ever. Thus, we believe that our
dataset in a low-resource language is a vital contribution to
the field of NLP and serves as a stepping stone for further
research in NLP for the Nepali language. Our contributions
are:

1. We developed a new dataset called Nepal Anti
Establishment discourse Tweets (NAET), which
includes 4,445 manually annotated tweets with a
multi-aspect annotation schema related to Nepali elec-
tion discourse.

2. Multi-aspect annotation had a total of 7 primary classes
i.e., ‘Relevance’, ‘Sentiment Analysis’, ‘Satire’, ‘Hate
Speech’, ‘Direction of Hate Speech’, ‘Targets of hate
speech’, and ‘Hope Speech’.

3. We perform a thorough analysis of the dataset with
techniques like topic modeling. Using various textual
models, we have established benchmarks for different
tasks. Our benchmarks demonstrate the potential for
development in the automated detection of different
types of speech in Nepali.

The relevance of the study holds importance to the fields
of political discourse analysis and social media studies.
Assessing the existence of confidence, encouragement, and
enthusiasm in regard to prospective political developments,
enhancements, or modifications, it offers useful insights into
how individuals participate in political debate on social media
networks. Recognizing such behaviours can shed insight into
the dynamics of political communication and public emotions
in the digital era, supporting researchers, lawmakers, and
political analysts in understanding the developing landscape
of political engagement and its consequences for current
society.

II. RELATED WORK
Online hate speech poses a significant concern within the
realm of social media. It capitalizes on the gaps and vul-
nerabilities present in the regulations that characterize the
majority of social media platforms. The primary contribu-
tors to this situation are offensive remarks made during user
interactions or in shared content [19]. The widespread use
of the internet has increased access to political information,
prompting debates about the significance of online dialogues
in the context of politics [20]. Hate speech has become more
prevalent in political discourse, which has an impact not only
on the reputations of individual politicians but also on the
functioning of society as a whole [21].

A. POLITICAL DISCOURSE IN THE INTERNET
The analysis of discourse on the Internet has received sig-
nificant attention in the political areas of the countries with
high language resources, such as English, and Japanese.
Takikawa et al. [22] addressed echo chamber issues in the
Japanese Twitter political field by analyzing the structure
of tweets in combination with large-scale social network
analysis and natural language processing. With 3,200 tweets
from Twitter, they discovered six unique communities in the
area that represented a wide range of political ideologies in
Japan. Johnson et al. [23] analyzed the usefulness of ide-
ological expressions as a characteristic for forecasting the
content of a political tweet using Probabilistic Soft Logic
(PSL) models on 2,050 congressional tweets, labeled using
17 possible frames. From each frame, small sentences that
were often repeated were further selected and combined into
more substantial phrases. Similarly, Zakharov et al. [13]
presented an annotation scheme, tagset, and task for con-
versational discourse parsing that was created specifically
for non-convergent talks. A total of 16,000 discussions were
collected fromReddit. The annotations were considered valid
only if two annotators agreed upon the label. The final dataset
consisted of a total of 10,559 posts out of which 9,620 were
labeled with 17,964 tags (31 unique tags). Solovev et al.
[21] implemented hierarchical regression models to examine
whether politicians who exhibit particular traits are more
likely to be the targets of hate speech. They used Twitter’s
historical API to collect the timelines of every politician in
the 117thU.S. Congress and collected 199,294 tweet histories
excluding replies and retweets. Additionally, up to 250 replies
from each tweet were queried which resulted in a total num-
ber of 8,362,555 replies. Moreover, Macrohon et al. [14]
proposed a semi-supervised sentiment analysis using multi-
nomial Naive Bayes of tweets during the 2022 Philippine
Presidential Election. A total of 150,792 raw tweets were
collected from Twitter API. After removing duplicates and
retweets, a total of 114,851 tweets were annotated. 83.90%
of tweets were negative polarity followed by 13.49% and
2.60%positive and neutral tweets, respectively. Johnson et al.
[24] provided a weakly supervised strategy for assessing
politicians’ positions on a wide range of issues by examining
how issues are articulated in their tweets and temporal activity
patterns. With an average of 3,000 tweets per politician, there
are 99,161 tweets for the entire group of 32 politicians partic-
ipating in the 2016 U.S. presidential election. These studies
highlight the use of Natural Language Processing (NLP) in
political discourse and politics in general.

B. NATURAL LANGUAGE PROCESSING IN NEPALI
LANGUAGE
Natural language processing (NLP) has made tremendous
advances in recent years. New possibilities for data analy-
sis and information extraction have been made possible by
ground-breaking developments in NLP, which has enabled
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machines to interpret human language with very high pre-
cision [25]. Although NLP has vastly advanced in high
language resources, in the context of the Nepali language,
NLP is a relatively newfield of involvement. TheNepali Spell
Checker and Thesaurus, which were released in 2005, were
some of the first NLP resources ever created for the Nepali
language [26]. Below, we discuss a few works in the Nepali
language.

Gupta et al. [27] provided two key approaches for Nepali
text sentiment analysis. In the first approach, they established
a method wherein terms with emotional connotations are
found in texts written in Nepali are used to determine the
mood of the document. Additionally, in the second approach,
annotated Nepali text data were used to build a machine
learning-based text classifier to categorize the content. Sim-
ilarly, Prabha et al. [28] suggested a deep learning-based
Part of Speech (POS) tagger for Nepali text utilizing Recur-
rent Neural Networks (RNN), Long Short- Term Memory
Networks (LSTM), Gated Recurrent Units (GRU), and their
bidirectional versions.

Moreover, Shrestha et al. [29] put together a rule-based
anaphora resolution module, a named entity recognition
classifier, and a part-of-speech tagger for the Nepali lan-
guage. With a sentiment Corpus of 3,490 sentences from
Nepali News Media texts, manually annotated, they devel-
oped a Machine Learning based sentiment classifier. Beyond
the development of methodologies and techniques, particu-
larly in deep learning-based research and applications, the
availability of improved word embeddings in any language
plays a crucial role in propelling the progress of com-
putational linguistics within that language. Koirala et al.
[30] presented NPVec1 which consisted of 25 state-of-art
word embeddings for the Nepali language derived from a
large corpus using GloVe, Word2Vec, fastText, and BERT.
The embeddings were made publicly available to the NLP
community.

In recent times, transformer-based models, trained on
extensive corpora, have demonstrated impressive potential
in the field of Natural Language Processing (NLP) [31].
Leveraging their capability to grasp context and language
nuances effectively, these models exhibit versatility and good
accuracy across multiple languages. Such transformer-based
models can be categorized as either monolingual, trained
on a corpus specific to a single language, or multilin-
gual, trained on data from various languages. Nevertheless,
despite this versatility, multilingual models like Multilingual
BERT [32], XLM [33], and XLM-RoBERTa [34] have not
yielded promising outcomes when applied to the Nepali
language. To address this, Timilsina et al. [35] proposed
NepBERTa, a Nepali Language model trained on a dataset
of 0.8 Billion words collected from 36 popular news sites
in Nepal. They also introduced the first Nepali Language
Understanding Evaluation (Nep-gLUE) benchmark system.
They made their Nep-gLUE along with the pre-trained mod-
els publicly available for further research.

Machine translation systems play a pivotal role in the
realm of Natural Language Processing (NLP) across various
languages. In this context, Laskar et al. [36] used Neural
Machine Translation (NMT) with an attention mechanism
to develop a translation model that could translate texts
between two similar languages Hindi and Nepali. Despite
some notable efforts in NLP focused on Nepali, the progress
in this domain lags behind the advancements witnessed in
more widely recognized languages. Much ground remains to
be covered in order to bridge the gap and bring Nepali NLP
on par with its counterparts. As is often the case with low-
resource languages, a key hindrance to advancing NLP for
Nepali is the lack of high-quality data.

C. THE PRESSING NEED OF DATA IN NEPALI LANGUAGE
Within this section, we discuss some existing datasets within
the Nepali language, emphasizing the growing need for sub-
stantial data resources in Nepali. Additionally, we explore
the pivotal role our dataset plays in bridging this data gap,
propelling the advancement of Natural Language Processing
(NLP) in Nepali to new heights.

Lamsal [37] compiled a Nepali text corpus of over
90 million running words (6.5+ million sentences). Fur-
thermore, they also created 300-dimensional word vectors
for more than 500 thousand Nepali words/phrases. For
data collection, they used popular Nepali news portals
such as Kantipur, Nagariknews, and Setopati. The text cor-
pus covered domains such as Health, Literature, Finance,
News, Entertainment, Sports, and Technology. Similarly,
Senapati et al. [38] collected data from 18 different domains
which included short stories, blogs, and news articles. They
used some of the previously established annotation schemes
to manually annotate the data with necessary information like
parts-of-speech (POS), named entity, chunking information,
and other morphological details like number, gender, person,
etc. The dataset consisted of 309 sentences and approximately
4,700 words. They used the dataset to develop an Anaphora
Resolution system in Nepali using machine learning.

Additionally, Singh et al. [39] introduced a novel NER
(Named Entity Recognition) dataset in Nepali, namely
NepaliNER. They collected the data from various Nepali
news websites and contained texts from multiple categories
like politics, business, crime, sports, tourism, and arts. Their
NER schema contained 3 major classes - Person, Location,
and Organization. They also annotated their dataset for POS
tagging but didn’t perform manual annotations for it. They
used the Nepali National Corpus (NCC) [40] to train a
BiLSTM model and used the model to annotate the Nepa-
liNER dataset with POS tags. Adding to the contribution in
datasets, Sitaula et al. [41] designed a dataset by crawling
news documents from popular Nepali online news portals
like Kantipur, Ratopati, and Nagarik to collect a total of
35,651 documents across 17 news categories. The categories
includedArt, Bank, Blog, Business, Diaspora, Entertainment,
Filmy, Health, Hollywood-Bollywood, Koseli, Literature,
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Music, National, Opinion, Society, Sports and World. They
used various classification techniques to perform classifica-
tion tasks across these 17 categories. Moreover, Shahi and
Pant [42] created a Nepali News Corpus with data crawled
from different national news portals and contained a total
of 4,964 documents spanning 20 different categories. The
identified categories were Agriculture, Automobiles, Bank,
Blog, Business, Economy, Education, Employment, Enter-
tainment, Health, Interview, Literature, Migration, Opinion,
Politics, Society, Sports, Technology, Tourism, and World.
They performed baselines for the classification tasks using
various machine learning and deep learning models.

Sentimental analysis is a major task in NLP involving
any language. Singh et al. [18] introduced a new Nepali
sentiment analysis dataset (NepSA) by collecting comments
from popular Nepali YouTube channels and videos. They
extracted 3,068 comments from 37 different YouTube videos
of 9 different YouTube channels and used the binary senti-
ment polarity schema to divide the comments into 6 aspect
categories - General, Profanity, Violence, Feedback, Sarcasm,
and Out-of-scope. Further, they also classified the com-
ments into 4 target entities - Person, Organization, Location,
and Miscellaneous. They used the dataset for abusive sen-
timent detection in Nepali social media. In addition to this,
Sitaula et al. [17] prepared a sentimental analysis dataset in
Nepali, namely NepCOV19Tweets containing tweets related
to COVID-19. They used 4 manual annotators to anno-
tate 33,247 tweets into 3 categories - positive, neutral,
and negative. They employed various machine learning and
deep learning methods to perform benchmark classifica-
tions. Contributing more with respect to sentiment analysis,
Niraula et al. [12] collected 7,462 records (comments, posts,
articles) from various social media platforms like Facebook,
Twitter, YouTube, Blogs, and News Portals, and anno-
tated them for sentimental analysis. Their analysis primarily
focused on offensive language detection. They annotated
the collected records for 4 categories: Sexist, Racist, Other-
Offensive, and Non-Offensive. They used various machine
learning and transformer-based models for binary (Offensive
vs. Non-Offensive) and multi-class (all 4 classes) sentiment
classification.

Apart from this, there have also been some works in
medical NLP for the Nepali language. Adhikari et al. [16]
used the data from DemetiaBank [43] and performed manual
translations to create a Nepali Alzheimer’s disease dataset
of transcripts from 168 Alzheimer’s disease (AD) patients
and 98 Control normal (CN) participants. The dataset con-
sisted of a total of 499 transcripts with 255 transcripts
belonging to AD patients and 244 belonging to CN partic-
ipants. They developed a representation of the information
included in textual data and presented an NLP-based frame-
work for the early diagnosis of AD patients using Nepali
transcripts.

Over time, the field of NLP in Nepali has witnessed
certain advancements. However, given the morphologically
rich nature of the language [12] and the complex sentence

structure [16], NLP in Nepali is particularly challenging
and demands vigorous research. NLP advancements in any
low-resource language like Nepali are usually restricted by
the lack of pre-training data, resource uniformity, and com-
puting resources [35]. The cited works in this section serve
as valuable resources that contribute to the ongoing advance-
ment of NLP for Nepali language. Yet, thus far, the focus
in Nepali NLP, particularly in sentiment analysis, has been
primarily on singular aspects. These encompass offensive
language detection, hate speech identification, or rudimen-
tary sentiment classification.

However, a more comprehensive dataset that explores
multiple aspects of sentiment analysis and comprehensively
captures the diverse spectrum of sentiments in social media
discourse remains a gap in the realm of Nepali NLP.
Our dataset addresses this issue as we introduce a novel
Nepali language dataset, meticulously annotated through a
multi-aspect annotation schema. Notably, our dataset also
encompasses the detection of hope speech—a previously
unexplored segment in Nepali NLP. Furthermore, it’s impor-
tant to note that our dataset is contextualized within a political
context. We believe such a dataset will not only enhance the
overall landscape of Nepali NLP but will also stimulate the
growth of regional languages, empower Nepali users, and
narrow the digital language divide by infusing Nepali data
into NLP research and applications. Table 1 compares speech
datasets in different aspects for multiple languages to give
insight into the present condition of the data.

III. DATASET
With growing dissatisfaction with established political par-
ties, the people started to tweet against them seeking change.
This is something really important in a political discourse and
has to be studied properly. Addressing this issue, we collected
tweets spanning from 27 July 2022 to 07 February 2023 using
Twitter API that focused on hashtags like ‘#NoNotAgain’,
‘#EnoughIsEnough’, ‘#wewantchange’, ‘#VoteForChange’,
and their equivalents in the Nepali language. These cam-
paigns, which first appeared on social media sites like Twitter
and Facebook, implore people not to support the more estab-
lished political parties and their senior established leaders
who have repeatedly failed to bring about political stability
in the nation.

A. CRITERIA FOR FILTERING THE TWEETS
An essential part of annotating is filtering tweets to exclude
unnecessary or misleading information that can skew the
findings of the study. Thus, we created a variety of filtering
criteria based on the following factors to make sure that
our dataset was relevant. We purposefully filtered out tweets
published in languages other than Nepali to ensure that the
focus was on debates pertaining to the Nepalese election.
As long as most of the tweet was written in the Nepali
language, our selection technique kept tweets with a few
non-Nepali words or phrases. With this strategy, we success-
fully maintained the key components of the dialogues around
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TABLE 1. Summary of other available datasets in the literature.

the anti-establishment movement theme, resulting in a more
authentic portrayal of the continuing discussion on social
media. Similarly, to ensure the accuracy and reliability of the
annotation process, we made a deliberate choice to exclude
tweets that lacked clear context or a clear understanding of
the Nepalese political discourse.

B. ANNOTATION PROCESS
The annotation process is a vital step in creating a
labeled dataset for any analysis or model development task.
It involves assigning specific labels or categories to data
points, such as tweets in this case. Four annotators with differ-
ent backgrounds were taken to annotate the data. Annotators
had at least 13 years of formal education with Nepali as
their language. Annotators had prior experience in annotating
datasets in Nepali, Hindi, and English. Accurate and con-
sistent annotations are pivotal to ensure the reliability and
validity of the dataset, as well as the results derived from
it. To develop a clear and comprehensive set of annotation
guidelines, a thorough understanding of the data and the tar-
get categories is necessary. The annotation guidelines should
be designed in a way that minimizes ambiguity and pro-
vides clear instructions to the annotators. Iterative revisions
of the guidelines and pilot testing are often conducted to
ensure that all annotators have a common understanding of
the task and can apply the guidelines consistently. Therefore,
the annotators may encounter difficulties during the process.
To address this, researchers overseeing the project are crucial.

Clarifications and discussions can help resolve uncertainties
and improve the overall quality of annotations. Considering
the challenge of annotating tweets with text, we developed a
3-phase annotation procedure.

1) 3-PHASE ANNOTATION PROCESS
In order to ensure a consistent and accurate labeling of the
dataset, it is imperative to have well-defined annotations.
This is significant since the labeled data will serve as the
foundation for any analysis or model development findings.
Results may be erroneous or unreliable if the annotations are
inconsistent or imprecise. Additionally, precise annotations
guarantee that any inferences generated from the data are
legitimate and that the dataset is reflective of the underlying
phenomena being examined. So, we annotate in three phases.
We utilized Fleiss’ Kappa (κ) as our inter-rater agreement
metric in order to objectively evaluate the inter-annotator
agreement.

Instructions for annotating the data were developed ini-
tially. Iterative revisions were made to the guidelines until
they were understood by every annotator. We used a
three-phase annotation process to make sure the annotation
guidelines were clear. A pilot test was conducted during the
first stage to ensure that everyone learned the annotation. The
guidelines were checked again in the second step tomake sure
they were still sufficiently clear. Issues in the annotation were
resolved in the third step.
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(i) Pilot Run: In order to make sure that everyone has
the same understanding regarding the annotation guide-
lines, we execute a pilot annotation for 50 tweets as
the first stage of the process. It is crucial that every-
one understands what constitutes different types of
speech (satire, hope, hate, sentiment) since it might be
difficult to classify tweets and because doing so can
be stressful. Annotators had some misunderstandings.
As a result of a few annotators’ demands for unambigu-
ous annotation, we updated the guidelines. To clear up
all the ambiguity, the annotation guidelines were then
updated.

(ii) Revised Instructions: To make sure that the guide-
lines, which had been updated after the first stage,
were enough to understand. All 4 annotators finished
the second phase of the annotation of 150 tweets. The
modified guidelines were handed to the annotators and
they were instructed to annotate the tweets. This stage
was crucial to ensure that the updated guidelines were
understandable and the annotators could reliably rec-
ognize different forms of speech.

(iii) Conflict Resolution: The disagreements discovered in
the second phase of annotationwere the topic of a group
discussion by the annotators during the third stage.
In order to reach a consensus, they tried to sort out
any inconsistencies in their annotations. Disputes were
resolved during this stage, and it was vital to guarantee
that each tweet had uniform labels. The group discus-
sion also helped tomake the instructionsmore clear and
find any remaining ambiguities or inconsistencies.

C. ANNOTATION GUIDELINES
To ensure the reliability and uniformity of the NAET dataset,
a crucial step in the annotation process is providing compre-
hensive guidelines for the annotation team. These guidelines
serve as a roadmap, outlining the criteria and considerations
for annotating tweets related to anti-establishment election
discourse in Nepali. The annotation process began with an
in-depth training session for all annotators, where they were
introduced to the context of political conversations in the
Nepali language. They were provided with examples, along
with explanations of the nuances involved in identifying
tweets that contribute to anti-establishment discourse.

To maintain consistency, the guidelines discouraged anno-
tators from making subjective judgments or injecting per-
sonal opinions while labeling tweets. The focus remained
on the tweet’s objective content and its alignment with anti-
establishment discourse. Annotators were told to maintain
an impartial stance and adhere to the predefined criteria.
Furthermore, the guidelines underscored the importance of
addressing ambiguities through regular discussions and feed-
back sessions. Annotators collaborated with expert reviewers
to resolve any uncertainties or edge cases, ensuring a coherent
and accurate dataset. The expert reviewers had a minimum of
13 years of formal education, and their primary language of
instruction was Nepali. Expert reviewers had experience in

annotation and releasing datasets. Throughout the annotation
process, inter-annotator agreement checks were conducted to
assess the consistency among annotators. This quality assur-
ance measure helped identify potential discrepancies and
reinforced uniformity in the labeling process. By following
these comprehensive guidelines, the annotation team could
effectively label tweets, contributing to the creation of a high-
quality dataset. Table 2 and Table 3 present examples of
tweets representing each class label across all the assigned
tasks with their translation.

1) ANNOTATION GUIDELINES FOR RELEVANCE
In the context of the NAET dataset creation, the relevance
annotation process involved distinguishing tweets that gen-
uinely contribute to anti-establishment election discourse
in the Nepali language. To achieve this, it was essential
to filter out tweets that merely utilized anti-establishment
hashtags for spamming or unrelated purposes. Annotators
were told to be vigilant in identifying tweets that exploited
anti-establishment hashtags as a means of generating spam or
unrelated content. These tweets typically lacked substantive
political discourse and consisted of repetitive, noisy, and
irrelevant information. Such tweets were labeled as ‘‘Non
Relevant’’ to maintain the dataset’s quality and ensure it gen-
uinely reflects meaningful political discussions. By adhering
to these guidelines and diligently identifying and discarding
spam tweets, the relevance annotation process contributed to
a high-quality dataset.

2) ANNOTATION GUIDELINES FOR SENTIMENT ANALYSIS
Sentiment analysis plays a crucial role in understanding the
emotional nuances and attitudes expressed in tweets related
to anti-establishment election discourse in Nepali language.
The annotation process required annotators to meticulously
assess each tweet’s content and determine whether it conveys
a ‘‘negative,’’ ‘‘positive,’’ or ‘‘neutral’’ sentiment toward the
political context.

a: IDENTIFYING NEGATIVE SENTIMENT
Tweets with negative sentiment expressed dissatisfaction,
criticism, or pessimism towards the political landscape, gov-
ernment, or specific political figures. Annotators were told
to look for words or phrases conveying discontent, anger,
frustration, disappointment, or disapproval related to anti-
establishment issues.

b: IDENTIFYING POSITIVE SENTIMENT
Tweets composed of positive sentiment reflected optimism,
approval, or enthusiasm towards potential political changes,
new leaders, or emerging parties within anti-establishment
discourse. Annotators were instructed to look for words or
phrases expressing hope, support, confidence, or excitement
for political developments.

c: IDENTIFYING NEUTRAL SENTIMENT
Neutral sentiment tweets did not exhibit any strong emotional
tone and provided factual information or statements without
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TABLE 2. Examples of annotated tweets corresponding to every class label for annotation aspects of relevance, satire, hope speech and sentiment.

expressing explicit positivity or negativity. The annotators
were told to look for the tweets that presented unbiased obser-
vations, news updates, or statements without overt emotional

language. They also considered tweets that discuss political
events or issues in an objective manner without taking a clear
stance.
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TABLE 3. Examples of annotated tweets corresponding to aspects of hate speech detection along with direction and targets of hate speech.

It is important to note that sentiment analysis is context-
dependent, and annotators were made to consider the overall
theme and intent of each tweet to make accurate judgments.
Tweets sometimes contained multiple sentiments or ambigu-
ous expressions, requiring careful assessment, and, when
necessary, discussions with expert reviewers were done to
reach a consensus.

3) ANNOTATION GUIDELINES FOR SATIRE ANALYSIS
Satire analysis in the NAET dataset aimed at identifying
tweets that employed satire or ironic humor to critique
or comment on anti-establishment election discourse in
Nepali. To effectively annotate for satire, annotators ana-
lyzed each tweet’s content, paying close attention to the
use of irony, sarcasm, or parody. The guidelines provided
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clear criteria and examples to ensure consistent and accurate
labeling.

(i) Satirical Content: Tweet was labeled as ‘‘satirical’’
when it employed humor, wit, or exaggeration to
comment on political events, figures, parties, or elec-
toral situations. Satirical tweets often convey implied
meanings that contrast with the literal interpretation,
aiming to offer criticism or ridicule with a humorous
undertone.

(ii) Identifying Satire: Annotators recognized the subtle
and indirect nature of satire, where the tweet may not
explicitly express criticism but uses clever wordplay
or context to convey a critical or humorous perspec-
tive. Understanding the implied meanings and intended
humor was crucial for accurate labeling.

(iii) Avoiding Misinterpretation: Annotators were guided
to avoid misinterpreting tweets expressing legitimate
frustration or criticism as satirical, focusing instead on
the humorous and ironic elements present in the tweet.

(iv) Cultural Context: The guidelines accounted for cul-
tural references and specific cultural norms that may
impact the perception of satire. Annotators considered
the context in which the satire is presented to ensure
cultural relevance and accuracy.

The guidelines offered illustrative examples of satirical
tweets within the context of anti-establishment discourse.
Annotators referred to these examples to gain a deeper
understanding of the varying forms of satire present in polit-
ical conversations. The accurate identification of satirical
content enhances the NAET dataset’s value and empowers
researchers to explore the interplay of satire and politics in
the digital sphere.

4) ANNOTATION GUIDELINES FOR HATE SPEECH ANALYSIS
Hate speech analysis aims to accurately identify and distin-
guish tweets that contain hate speech from those that do not.
The following detailed guidelines provide a comprehensive
approach to the hate speech analysis:

Hate Speech: Hate speech is defined as any language
that promotes violence, hostility, discrimination, or preju-
dice based on attributes such as race, ethnicity, religion,
gender, or political affiliations. Tweets containing deroga-
tory or offensive content targeting individuals or groups
based on such attributes were labeled as ‘‘hate speech.’’
It included content that propagated harmful stereotypes or
incited animosity towards specific groups. Annotators care-
fully assessed the language and context of each tweet to
determine whether it qualified as hate speech. They looked
for explicit instances of derogatory terms, slurs, or offensive
language targeting individuals or communities. Annotators
considered the intent behind the language used in the tweet.
Hate speech often seeks to demean, insult, or harm a particu-
lar group, while non-hate tweets may express strong opinions
or criticisms without promoting violence or discrimination.
The annotators also evaluated the tweet’s tone and emotional

content. Hate speech often exhibits anger, hostility, or ani-
mosity towards the targeted group, while non-hate tweetsmay
express disagreements in a respectful manner.

Non-Hate Speech: Annotators have to distinguish
between tweets that engage in healthy political discussions
and those that incite hatred or harm. Non-hate tweets were
distinct from hate speech in that they did not promote
violence, hostility, discrimination, or prejudice based on
any attributes mentioned above. Non-hate tweets expressed
strong opinions, criticisms, or disagreements related to
anti-establishment discourse without resorting to offensive
language or attacking specific groups. Annotators were told
to be cautious in distinguishing non-hate tweets from hate
speech, as certain tweets contained subtle expressions of
discontent without crossing into hate speech territory.

By adhering to these comprehensive guidelines for hate
speech and non-hate tweet analysis, annotators contributed
to a reliable and accurate identification of hate speech in the
context of anti-establishment election discourse in Nepali.

5) ANNOTATION GUIDELINES FOR DIRECTION OF HATE
SPEECH:
In the context of anti-establishment election discourse, hate
speech can take two distinct directions: directed hate and
undirected hate. Annotators assessed each tweet containing
hate speech and categorized it based on the direction of the
hateful expression.

a: DIRECTED HATE
In the realm of political discourse, directed hate speech serves
as a potent tool to attack specific individuals, organizations,
or entities. Such targeted expressions aim to demean, vilify,
or incite harm toward their subjects based on their attributes,
actions, or affiliations. In the context of anti-establishment
election discourse, directed hate speech may be employed
to discredit political opponents, delegitimize opposing views,
or mobilize support for particular ideologies.

Annotators looked for explicit use of derogatory terms,
slurs, or offensive language specifically aimed at individuals,
organizations, or communities. They evaluated the tweet’s
context to identify if it singles out and attacks a specific
subject based on its attributes or actions. The annotators also
considered the intent behind the language used in the tweet
andwhether it aims to inflict harm or incite animosity towards
the mentioned subject. They also assessed the emotional
content of the tweet to determine if it exhibits hostility or
animosity toward the targeted individual or group.

b: UNDIRECTED HATE
In contrast to directed hate speech, undirected hate expres-
sions lack specific targets and may encompass more gener-
alized negative statements. These expressions may include
prejudiced or hostile language towards a community, ethnic
group, religious group, or any collective entity without sin-
gling out particular individuals or organizations.
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Annotators distinguished between undirected hate speech
from other strong expressions of discontent or criticism
within the anti-establishment discourse. Identifying undi-
rected hate speech is crucial in understanding the broader
prevalence of hateful language and its potential impact on
social cohesion and political discussions. The annotators
looked for tweets that contained generalized negative state-
ments without targeting specific individuals or organizations.
They also evaluated the language used in the tweet to identify
whether it exhibits a broader expression of animosity or
prejudice without pinpointing particular targets.

By adhering to these guidelines for directed and undi-
rected hate speech annotation, annotators categorized tweets
based on the direction of hateful expressions within the
anti-establishment election discourse in Nepali.

6) ANNOTATION GUIDELINES FOR TARGETS OF HATE
SPEECH
The annotation process for identifying the targets of hate
speech involved categorizing the hate speech into three main
target categories: organization, individual, and community.
Annotators analyzed the content of each tweet to determine
the specific target category accurately. The following guide-
lines provided a detailed approach to annotating the targets of
hate speech:

Organization: Hate speech may target specific organiza-
tions, institutions, companies, or any formal entity. Annota-
tors were told to be vigilant in recognizing tweets that contain
hateful content directed toward such organizations. The hate
speech may be based on attributes, ideologies, actions, or any
other characteristic associated with the organization. So,
annotators looked for explicit mentions of organizations or
keywords that indicate the target as an organization.

Individual: Hate speech may be directed at specific indi-
viduals, including public figures, politicians, activists, or any
person referenced in the tweet. It aims to harm, demean,
or incite hostility towards the targeted individual based on
personal attributes, beliefs, actions, or any other character-
istic. Annotators examined the tweet for direct references to
individuals or personal attacks. They also looked formentions
of names, titles, or any identifiers that indicate the target as an
individual. They analyzed the language and tone used in the
tweet to determine if the content was hateful toward a specific
person.

Community: Hate speech may generalize negative sen-
timents towards a particular community, ethnic group,
religious group, or any collective entity. The content
expresses prejudice, discrimination, or hostility towards the
entire community based on their shared characteristics,
beliefs, or cultural backgrounds. Annotators were told to be
attentive to language that portrayed generalized negativity
towards a community or group of people. They looked for
keywords, slurs, or derogatory terms that indicate the target
as a community.

In cases where the tweet contains hate speech tar-
geting multiple categories (organization, individual, and

community), annotators were told to prioritize the primary
target based on the tweet’s content and intent. If there was
ambiguity in categorizing the target, annotators engaged in
discussions with expert reviewers to reach a consensus and
ensure consistent annotation.

The accurate identification of hate speech targets pro-
vides valuable insights into the diverse nature and impact of
hate speech on organizations, individuals, and communities
within the context of anti-establishment election discourse in
the Nepali language. With such comprehensive guidelines,
we were able to build a well-annotated dataset.

7) ANNOTATION GUIDELINES FOR HOPE SPEECH ANALYSIS
Hope speech analysis for the NAET dataset aimed to identify
and differentiate tweets that contain expressions of hope from
those that do not. In the context of anti-establishment election
discourse, hope speech reflects the aspirations, expectations,
and positive outlook towards potential political changes, new
leaders, or emerging parties. In the scope of our annotation,
hope speech refers to language that expresses optimism,
positive expectations, and aspirations for political develop-
ments, reforms, or changes. Annotators were asked to look
for tweets that convey positive sentiments, express optimism,
or anticipate favorable outcomes in the context of the political
landscape. The annotators considered the tweet’s context and
whether it envisions a brighter future, improvement in gov-
ernance, or positive shifts in policies and leadership. They
also evaluated the language’s tone and emotional content,
looking for expressions of confidence, encouragement, and
enthusiasm.

a: DIFFERENTIATING HOPE SPEECH FROM OTHER
SENTIMENTS
Accurate differentiation of hope speech from other kinds
of sentiments is crucial to ensure the dataset’s integrity
and provide meaningful insights into the political discourse.
Annotators were told to be cautious in identifying and dis-
tinguishing hope speech from various sentiments to maintain
the dataset’s precision and relevance.

(i) Distinguish from General Positivity: Hope speech
revolves around positive expectations and aspirations
for political developments. Annotators were told to
avoid labeling tweets as hope speech solely based
on general positive expressions, such as happiness,
delight, or personal achievements. Instead, they were
told to focus on language that specifically addresses
political changes or advancements.

(ii) Separate from Mere Support: Mere expressions of
support for political figures or parties do not constitute
hope speech. Annotators were told to be attentive to
tweets that primarily indicate allegiance to specific
entities without expressing optimism for broader polit-
ical improvements.

(iii) Consider the Context: The tweet’s context plays a
pivotal role in accurately identifying hope speech.
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Annotators were told to assess whether the positive
sentiment is directly related to political changes, gov-
ernance, or reforms, rather than being unrelated to the
anti-establishment discourse.

(iv) Mind Negation and Sarcasm: The annotators were
told to be cautious in identifying negation, where seem-
ingly positive statements may be negated to express
doubts or cynicism regarding the political landscape.
Additionally, consider instances of sarcasm,where pos-
itive language may actually convey negative or ironic
undertones toward political developments.

(v) Focus on Aspirations for Change: Annotators were
guided to look for expressions of confidence, encour-
agement, and enthusiasm towards potential political
advancements, improvements, or transformation. It is
important that the speeches reflect a sense of aspiration
for a better political future.

(vi) Differentiate from Desperation: Expressions of hope
may sometimes emerge from a place of desperation
or dissatisfaction with the current political scenario.
Annotators were told to focus on the underlying opti-
mistic tone and expectations for positive changes.

By adhering to these comprehensive guidelines for hope
speech analysis, annotators can accurately identify and cat-
egorize tweets that contain expressions of hope within
the anti-establishment election discourse in Nepali. Prop-
erly annotated hope speech data offers valuable insights
into the prevalence of positive sentiment and aspirations
within political discussions, contributing to a more nuanced
understanding of public attitudes towards potential political
changes and new emerging figures or parties.

D. DATASET STATISTICS AND ANALYSIS
A total of 4,445 tweets were labeled for relevance with 4,252
of them labeled as ‘Relevant’ and 193 as ‘Non Relevant’.
For the relevant tweets, there were a total of 6 aspects of
annotation i.e.,Hate speech, Targets of Hate speech, Direc-
tion of hate speech, Sentiment, Satire, and Hope speech.
The hate speech was annotated as ‘Hate’ and ‘No Hate’ with
total tweets of 833 (19.60%) and 3,419 (80.40%) respec-
tively. The Targets of the hate speech were ‘Individual’,
‘Community’, and ‘Organization’. ‘Individual’ comprised
320 (59.47%) tweets of hate speech, ‘Community’ had 101
(18.77%), and ‘Organisation’ had 117 (21.76%) tweets of
hate speech. Additionally, it is important to highlight that
hate speech and hope speech typically contain a substantially
greater number of words compared to no-hate speech and no-
hope speech respectively. The Sentiment had three categories:
‘Neutral’, ‘Positive’, and ‘Negative’. ‘Neutral’ comprised
2,169 (51.01%) tweets of total sentiment tweets, ‘Positive’
had 927 (21.80%), and ‘Neutral’ had 1,156 (27.19%) tweets
of total sentiment tweets. The Satire class was divided
into two labels: ‘Satire’, and ‘No-Satire’. ‘Satire’ made up
867 (20.39%) and ‘‘No-Satire’’ had 3,385 (79.61%) of the
total satire class. Accordingly, Hope Speech had two labels

i.e., ‘Hope’, and ‘No-Hope’. ‘Hope’ was composed of 556
(10.58%) and ‘No-Hope’ had 3,709 (89.44%) tweets of total
hope speech. Finally, the Direction of hate speech had two
labels i.e., ‘Directed’, and ‘Undirected’. ‘Directed’ had 538
(64.58%) tweets and ‘Undirected’ had 295 (35.42%) tweets
of hate speech labeled as ‘Hate’. Table 4 presents the data
statistics, including the average character count and average
word count.

1) INTER-ANNOTATOR AGREEMENT
We utilized Fleiss’ Kappa to determine the level of
inter-annotator agreement between four annotators. Com-
pared to basic percent agreement calculations [46], it is a
more reliable indicator of inter-rater agreement. The Fleiss’
Kappa for the two-class annotation of ‘‘Hate vs. No-Hate’’
is 0.71. ‘‘Hope vs. No-Hope’’ involves two-class annotation
and has a Fleiss’ Kappa of 0.74. Similarly, the two-class
annotation of ‘‘Satire vs. Non-Satire’’ has Fleiss’ Kappa of
0.72. Also, the two-class annotation of ‘‘Directed vs. Non-
Directed’’ hate speech which has Fleiss’ Kappa of 0.79.
Similarly, the 3-class annotation of ‘‘Sentiment: Neutral vs
Positive vs Negative’’ has Fleiss’ Kappa of 0.81. Finally, the
3-class annotation of ‘‘Targets: Individual vs Community vs
Organisation’’ has Fleiss’ Kappa of 0.74.

2) TOPIC MODELING
The notion of topic modeling is made up of subjects such as
‘words’, ‘documents’, and ‘corpora’. A ‘word’ is regarded
as the fundamental component of discrete data in a text and
is defined as a piece of vocabulary that is indexed for each
distinct word in the document. The term ‘document’ refers to
a grouping of N words. A corpus is a group of M documents,
while corpora are the plural version of the corpus. While
topic’ refers to the distribution of some fixed vocabulary.
Simply explained, each document in the corpus has a different
proportion of the topics mentioned based on the terms used in
it [47]. In recent years, machine learning and natural language
processing fields have paid much attention to probabilistic
graphical models. Latent Dirichlet Allocation (LDA), among
other statistical topic models, offers a potent framework for
describing and condensing the content of enormous docu-
ment collections [48]. LDA has had a significant impact
on the domains of statistical machine learning and natural
language processing, and it has swiftly emerged as one of
the most well-liked probabilistic topic modeling techniques
in machine learning [49].
Let us assume we have a corpus, which is a collection of M

documents, denoted by D = {w1,w2,w3,. . . ,wM}.w = {w1,
w2, w3,. . . , wN}, where wn is the nth word in the sequence,
represents a document as a sequence of N words and the
corresponding vocabulary of a word, indexed by {1, 2,. . . ,
V}. For each document w in a corpus D, LDA presupposes
the following generative process:

1) Select N ∼ Poisson (ξ ) and θ ∼ Dir (α).
2) For each N-word, wn :
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TABLE 4. Statistics of the NAET dataset. The values in parenthesis for average characters and words show statistics after preprocessing.

a. Select a topic, zn ∼ Multinomial (θ).
b. Select a word wn from p(wn | zn, β), a multino-

mial probability conditioned on the topic zn
Where ξ , α, and β represent Average Document Length
(Poisson Distribution Parameter), Dirichlet Distribution
Parameter for Topic Distribution θ , andWord Distribution for
Each Topic respectively.

The probability density of the (k-1)-simplex for a
k-dimensional Dirichlet random variable is as follows:

p(θ |α) =
0(
∑k

i=1 αi)∏k
i=1 0(αi)

θ
αi−1
1 . . . θ

αk−1
k (1)

The joint distribution of a topic mixture θ , a collection of
N topics z, and a set of N words w, given the parameters α

and β, is given by:

p(θ, z,w|α, β) = p(θ |α)
N∏
n=1

p(zn|θ )p(wn|zn, β) (2)

and,

p(θ, z,w|α, β) =

∫
p(θ |α)

(
N∏
n=1

∑
zn

p(zn|θ )p(wn|zn, β)

)
dθ

(3)

Topic modeling for our dataset is divided into numerous
stages in order to produce precise results. The LDA approach
was used in the research to simulate the topic and generate
clusters for each topic discourse. First, we take our raw
unannotated dataset and perform data cleaning to remove
unnecessary characters like hashtags and mentions. We also
remove the duplicate data. To improve the data’s relevance
and better prepare it for our model, we also removed the
stopwords. After that, tokensweremade and fitted to the LDA
model. The result was observed and the topic number was

adjusted to obtain a relevant result. Finally, the result was
drawn and the topic name was given to each cluster.

After data pre-processing and tokenizing the corpus, the
topics were generated. The cluster was observed carefully
and it was noted that no clusters should overlap each other.
By doing so, the same words did not repeatedly come across
two or more clusters. The evaluation of the topic modeling
was done by using the coherence score. When calculating
coherence scores, high-scoring words in a topic’s vocabulary
are compared in terms of their semantic closeness. The more
positive value of the coherence score, the more correct topics
will be generated. However, this is not always the case as
clusters can overlap and generate a high coherence score.
In our analysis, as given in Figure 1, the best coherence
score of 0.504 was observed for the number of topics as 10.
However, as seen in Figure 2, we have 10 as the choice of
topics generated clusters that overlapped with each other. The
next choice for the number of topics could have been 7 since
the coherence score spiked there but as seen in Figure 3,
the problem of overlapping persisted in 7 topics as well.
After many trials, our experiments showed that using 4 as the
number of topics generated good clusters that had no over-
lapping. Figure 4 shows the visualization of the clusters with
4 as the number of topics selected and a coherence score of
0.374. We also experimented with perplexity which measures
how well the model has learned the underlying patterns and
structure of the data. However, we did not include it in our
analysis since perplexity is not very helpful in determining
the ideal number of topics [50].
Table 5 gives the list of 4 topics along with the most preva-

lent words in each topic. Also, Figure 5 gives the word cloud
overview of the four topics. Next, based on the qualitative
evaluation, we describe and name the theme of each of the
four topics.
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TABLE 5. Top-10 prevalent words from each topic given by topic modeling.

FIGURE 1. Number of topics compared to coherence score.

FIGURE 2. Discarded topic modeling (no. of topics = 10).

(i) Political Parties and Leaders: The first cluster of
words included frequently used names of the political
parties like (UML) and political leaders such as

(Prachanda), (Deuba) and (Oli).
(ii) Governance: The second topic represented the pro-

cess, systems, and government that make deci-
sions, enact laws, and guarantee a fair and effective

FIGURE 3. Discarded topic modeling (no. of topics = 7).

FIGURE 4. Selected topic modeling (no. of topics = 4).

functioning of its affairs. Words like (Vote),
(Prime Minister), (Government),
(Political) portrayed key aspect of demo-

cratic governance.
(iii) Sociopolitical Dynamics: The third cluster repre-

sented the intricate interaction between social and
political forces within a society or group. Words like
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FIGURE 5. Wordcloud for each topic given by topic modeling.

(Youth), (Respect), (Freedom),
(Leaders) constituted sociopolitical dynamics of

a country.
(iv) Democratic Process: The fourth topic included words

such as (Election), (Of the commis-
sion), and (To the people) which hinted
towards the democratic processes within a country.

E. EXPLORATORY DATA ANALYSIS
As a part of exploratory data analysis, we find the top
10 words in our dataset along with the top 10 words in
different annotation aspects.We use TF-IDF to extract the rel-
evant words according to the weight. The statistical technique
TF- IDF [51] is important for determining a word’s impor-
tance within a corpus of documents. The TF-IDF score has
two parts: the TF (Term Frequency) component, which shows
how frequently a term appears in a specific document, and the
IDF (Inverse Document Frequency) component, which shows
how common or uncommon the word is over the entire set of
documents.We calculate the TF-IDF score bymultiplying the
TF and IDF scores together.

tf idf (t, d,D) = tf (t, d) ∗ idf (t,D) (4)

where,

tf (t, d) = log (1 + freq (t, d)) (5)

idf (t, d) = log
(

N
count (d ∈ D : t ∈ d)

)
(6)

Simple explanation of the formula:

TF = log
(
X
Y

)
(7)

IDF = log
(
A
B

)
(8)

TF − IDF = TF ∗ IDF (9)

where,
X = Number of occurrences of the particular word in the

document
Y = Total number of words in the document
A = Count of the documents in the corpus
B = Word appears in numerous documents in the corpus
The terms Vote ( ), Country ( ), Leader ( ), and

Election ( ) are highly significant in the majority of
tasks. Every individual word is accompanied by its corre-
sponding translation and an associated TF-IDF score. Table 6
displays the information for the categories: All Posts from
the dataset, Non-Hate Speech Posts, and Hate Speech Posts.
Table 7 represents the top words for the Targets of Hate
Speech classes. Table 8 illustrates the prominent terms asso-
ciated with the Sentiment Analysis tasks. Table 9 represents
the noteworthy terms linked with the Hope Speech category
and Satirical Posts. Table 10 shows the significant terms
associated with the No- Satirical Posts and the category of
Hope Speech. In Figure 6, a basic depiction of the word found
in our dataset is provided in the form of wordcloud.

The histogram for the total number of characters
before pre-processing and after pre-processing is shown in
Figure 7 (a) and Figure 7 (c) respectively. Similarly, the his-
togram for the total number of words before pre-processing
and after pre-processing is shown in Figure 7 (b) and
Figure 7 (d) respectively. We can see the reduction in char-
acter and word counts as we removed Twitter mentions (@),
hashtags (#), and stopwords like Or ( ), This ( ), And ( ),
and You ( ). The average number of words and characters
per tweet across all classes is shown in Table 4. Diving
deeper into the insights provided by TF-IDF, we can assess
the discourse in terms of the unique characteristics provided
by the frequency of words. Along with it, the length of tweets
can also provide major insights into the kind of discourse.
For example, it is clear that tweets marked as ‘Hate’ include
many more words on average compared to tweets marked
as ‘No Hate’. This is consistent with the observation that
most of the ‘No Hate’ tweets that analysts observed were just
helpful tweets. On the other hand, people frequently engaged
in lengthy discussions about how the present political struc-
ture has weaknesses in the ‘Hate’ tweets. To ascertain the
fundamental causes for this variation in tweet length, more
research is required.

IV. BENCHMARKS AND ANALYSIS
A. BASELINES
1) Naive Bayes (NB): NB is a probabilistic machine

learning algorithm commonly used for classifica-
tion [52]. It is based on Bayes’ theorem which is
used to find the probability of an event occurring
given the probability of another event that has already
occurred. It earns its name ‘‘naive’’ from an assumption
that, given a class label, all features are independent.
Although a simple algorithm, Naive Bayes is efficient
and works surprisingly well on tasks such as text clas-
sification and sentimental analysis.
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TABLE 6. Top-10 most frequent words in the overall dataset and also for class belonging to hate speech and no hate speech.

TABLE 7. Top-10 most frequent words in each hate speech target class. The TF-IDF scores are given for each word.

TABLE 8. Top-10 most frequent words in each sentiment class. The TF-IDF scores are given for each word.

2) Decision Tree (DT): Decision Tree is a non-linear
supervised learning algorithm that can be used for both
regression and classification problems. This method
uses a tree-like structure to represent a problem
using the CART (Classification and Regression Tree)
algorithm, where each node represents a decision based
on a feature, branches represent the possible values of
that feature, are prone to overfitting, especially when

the tree becomes too deep or complex. This is where
ensemble methods like Random Forest and Gradient
Boosting come into play which combine multiple deci-
sion trees to improve the performance.

3) XGBoost:XGBoost (Extreme Gradient Boosting) [54]
is a powerful machine learning algorithm that comes
from the family of gradient boosting methods. Gra-
dient boosting builds multiple weak learners (like
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TABLE 9. Top-10 most frequent words in hope speech and non-hope speech posts along with satirical posts. The TF-IDF scores are given for each word.

TABLE 10. Top-10 most frequent words in non-satirical posts along with posts related to direction of hate speech. The TF-IDF scores are given for each
word.

FIGURE 6. Visualization of frequent words in the complete dataset through a wordcloud representation.

decision trees) sequentially, where each subsequent
learner corrects the errors of its predecessors. This iter-
ative process leads to a more accurate and robust final

model. Due to its highly useful features like parallel
processing and handling missing values, XGBoost has
become a very popular method that is used for a variety
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FIGURE 7. Histogram obtained before and after pre-processing for different tasks. (a) Histogram of number of characters per tweet before
pre-processing, (b) Histogram of number of words per tweet before pre-processing, (c) Histogram of number of characters per tweet after pre-processing,
(d) Histogram of number of words per tweet after pre-processing.

of learning tasks such as classification, regression, and
ranking problems.

4) Random Forest (RF): The bagging method is
extended by the RF algorithm, which uses feature
randomness in addition to bagging to produce a
non-correlated forest of decision trees. A low level of
correlation across decision trees is ensured by feature
randomization, also known as feature bagging, which
creates a random collection of features. RF merely
choose a portion of those value splits, whereas decision
trees take into account all possible value splits. There
are three key hyperparameters for algorithms based on

random forests that must be set prior to training. Node
size, tree count, and sampled feature count are a few
of them [55]. This algorithm can then be utilised to
address classification or regression tasks.

5) Support Vector Machine (SVM): The objective of
SVM is to choose the optimum hyperplane that splits
diverse input data classes while enhancing their sep-
aration. Using a kernel function to transform the data
elements into a higher-dimensional space where they
can be linearly separated. Support vectors, crucial for
developing the hyperplane, are then determined to be
the data points closest to the decision boundary [56].
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The SVM seeks to maintain the greatest distance
between the support vectors while limiting classifica-
tion error.

6) Logistic Regression (LR): Predictive analytics and
categorization frequently employ this kind of statisti-
cal model. Based on a given dataset of independent
variables, logistic regression calculates the likelihood
that an event will occur, such as voting or not vot-
ing. The measured variable’s range is 0 to 1, so the
result is a probability. A logit transform is performed
to the odds in LR, which is the possibility that it will
succeed divided by the possibility of failure. Most fre-
quently, maximum likelihood estimation (MLE) is used
to estimate the beta parameter or coefficient, in this
model [57]. In order to find the most appropriate for
the log odds, this approach iteratively evaluates various
beta values.

7) AdaBoost: AdaBoost or ‘Adaptive Boosting’ [58] is
a popular machine learning algorithm that is used
for classification and regression tasks. Like XGBoost,
AdaBoost is also an ensemble technique but unlike
XGBoost it doesn’t use gradient boosting. The main
idea behind AdaBoost is that it combines the pre-
dictions of weak learners to create a strong powerful
ensemblemodel. AlthoughAdaBoost is a very effective
method, it can be sensitive to noisy data and might
cause overfitting if the weak learners are too complex.
Proper data pre-processing and careful selection of
weak learners are ways to mitigate this issue.

8) BERT: BERT (Bidirectional Encoder Representations
from Transformers) [59] is a framework for natural
language processing (NLP) that is built upon the trans-
former architecture. Unlike previous language models
that read text sequentially in one direction(left-to-
right or right-to-left), BERT is designed to take the
entire input sequence from both directions simulta-
neously. This allows the model to have a contextual
understanding of each word based on the surrounding
words on both sides, resulting in a more robust rep-
resentation of the language. BERT is pre-trained on
a massive amount of text data using a self-supervised
approach and this pre-training phase enables BERT
to capture general language patterns and relationships.
Pre-trained BERT model can be fine-tuned on task-
specific data to adapt representations of specific tasks.
BERT has been ground-breaking in NLP and has set
new state-of-the-art performances in various NLP tasks
such as classification, named entity recognition, sen-
timent analysis, question answering, and more. Since
BERT is pre-trained on language data, there are vari-
ous language-specific and multilingual BERT models
created by researchers. In this work, for benchmark
purposes, we use 4 different types of BERT models in
the Nepali language pre-trained on different data.

DistillBERT (Nepali): DistilBERT [60] is a variant of
BERT that aims to reduce the model’s size and computational

complexity while retaining most of its performance. It does
this by using knowledge distillation to train a smaller model
to approximate the behaviour of a larger, pre-trained BERT
model. The Nepali DistillBERT model [61] that we used for
benchmarking is available in the Hugging Face library and
was trained on the OSCAR Nepali corpus [62].

RoBERTa (Nepali): RoBERTa (Robustly Optimized
BERT Pretraining Approach) [63] is a variant of the BERT
model and was designed to address some of the limitations of
the original BERT by improving performance and efficiency.
Like BERT, RoBERTa also uses a self-attention mechanism
to process input sequences but the key difference between
BERT and RoBERTa is that RoBERTa was trained on a much
larger dataset in a more effective training method. RoBERTa
was trained on 160GB of text data which is 10 times more
compared to BERT which used 16GB of text data. Unlike
BERT which used random masking of words during train-
ing, RoBERTa introduces a dynamic masking technique that
ensures a more robust and generalized representation of
words in the model. For our benchmark purpose, we used
the roberta-base-ne model [64] that was trained on the Nepali
CC-100 dataset [65], [66] which contains 12 million sen-
tences in the Nepali language.

NepBERTa: NepBERTa [35] is a BERT-based Natural
Language Understanding (NLU) model trained on an exten-
sive Nepali corpus with about 0.8 billion Nepali words. Using
BERT as the base model, hyper-parameter tuning was done to
obtain the optimal parameters for the model to perform well
in the Nepali language.

NepaliBERT: NepaliBERT [67] is BERT based model
for the Nepali language trained from 6.7 million lines of
raw Nepali texts. The dataset for training was formed by
combining a large-scale Nepali corpus [37] and the OSCAR
Nepali corpus [62].
NepNewsBERT: NepNewsBERT [68] is a Masked Lan-

guage Model(MML) for the Nepali language trained on
new data scrapped from popular Nepali news websites. The
dataset contains about 10 million sentences in the Nepali
language.

All four BERT-based models except the DistillBERT
(Nepali) were only available as fill masks. Since we needed
the models for classification tasks, we modified each model
for downstream classification and used them accordingly.

B. PERFORMANCE METRICS
The performance was evaluated based on three performance
metrics which were Macro Precision Score (Premacro ↑),
Macro Mean Absolute Error (MMAE↓), and F1-Macro
scores (F1macro ↑). In the context of precision and F1 scores,
optimal performance is indicated by values approaching 1.
Conversely, when considering the MMAE metric, optimal
performance is indicated by values that approach 0.

1) PRECISION SCORE (PS)
In the realm of classification tasks, the precision score serves
as a metric designed to assess the correctness of positive

143110 VOLUME 11, 2023



K. Rauniyar et al.: Multi-Aspect Annotation and Analysis of Nepali Tweets

predictions generated by a model. It quantifies the ratio of
true positive predictions to the total instances that the model
categorizes as positive. A precision score [69] signifies the
model’s adeptness at minimizing the occurrence of false pos-
itive predictions. In essence, it signifies the model’s ability to
accurately recognize positive instances during its predictive
process. Mathematically,

PS =
True Positive

(False Positive+ True Positive)
(10)

2) MEAN ABSOLUTE ERROR
MAE measures the average absolute difference between the
predicted and actual values of the target variable. It provides
an indication of how close the predictions are to the actual
values. MAE score [70] is computed by taking the average
of the absolute values of the errors. The absolute value,
a mathematical operation, ensures that a numerical value is
treated as positive regardless of its sign. The calculation of
the MAE value can be expressed as:

Mean Absolute Error =
1
n

n∑
i=1

|xi − x| (11)

where,
|xi − x| = absolute error
n = number of error

3) F1-SCORE
The F1 score [69] integrates precision and recall, offering a
harmonized assessment of a model’s effectiveness. By incor-
porating both the true positive rate (recall) and the positive
predictive value (precision), the F1 score presents a unified
metric that encapsulates the model’s overall accuracy.

From a mathematical standpoint, the F1 score is computed
as the harmonic mean derived from the precision and recall
values:

F1 − Score =
2 × Precision× Recall
Precision+ Recall

(12)

In our implementation, we use Macro Precision (Premacro),
Macro Mean Absolute Error (MMAE), and F1-Macro scores
(F1macro). Each of these is an unweighted average of individ-
ual metrics for each label.

C. ANALYSIS
Table 11 and Table 12 provide an overview of the per-
formance of different algorithms across diverse tasks.
Altogether, we performed the baseline on a total of 6 tasks
viz. Hate Speech Detection, Direction of Hate Speech Detec-
tion, Targets of Hate Speech, Sentiment Analysis, Satire
Detection, and Hope Speech Detection. A comprehensive
assessment was conducted employing a total of 12 distinct
models. Within this set of models, 7 were machine learn-
ing (ML) algorithms, while the remaining 5 models were
deep learning (DL)models, specifically employing the Trans-
former architecture. For theML-basedmodel, 85%of the data

was used as the training set and the remaining 15% was used
as the test set. For DL models, 70% of the data was used as
training data and validation and the test set had an equal split
of 15%. Table 13 shows the data splitting of train, validation,
and test. For ‘Hate Speech Detection’, NepNewsBERTmodel
gave the highest precision score and F1-score of 0.633 and
0.640 respectively, whereas the SVM model gave the best
MMAE score of 0.175. For the detection of ‘Direction of
Hate Speech’, ML based algorithm performed well where
XGBoost gave the precision score of 0.665 and F1-score
of 0.669. Among the various models examined, the SVM
model showed the most favourable MMAE score of 0.151.
In the realm of identifying the ‘Targets of Hate Speech’, the
highest precision score was 0.667 which was archived by
DistillBERT (Nepali). MMAE score of 0.105 was obtained
by the SVM model, while the XGBoost model achieved the
highest precision score of 0.667. In the context of discerning
the ‘Sentiment Analysis’, the DistillBERT (Nepali) model
emerged as a standout performer, attaining the highest preci-
sion score of 0.465. Furthermore, the SVMmodel showcased
a low MMAE score of 0.641.

Notably, the XGBoost model exhibited the highest
F1-score of 0.467. Regarding the task of ‘Satire Detection’,
the DistillBERT (Nepali) model stood out by achieving the
highest precision score and F1-score of 0.600 and 0.608,
respectively. Moreover, the SVM model demonstrated a
notably low MMAE score of 0.272. Finally, for the ‘Hope
Speech Detection’, both the RoBERTa (Nepali) and Nep-
NewsBERT showed the highest precision score of 0.589.
Additionally, the SVM model impressively showcased a low
MMAE score of 0.268. It was found that NepBERTa gave the
highest F1-score of 0.600. Also, Topic Modeling was used to
identify prevalent themes and patterns within the discourse,
providing a holistic perspective on anti-establishment elec-
tion discourse in the context of a low-resource language like
Nepali.

In Figure 8, it was interesting to see that the tweet without
hate were misclassified as hateful tweet. Such misclassifi-
cations are an important part of the study to make models
robust. Figure 8 also shows that the misclassified tweet con-
tains some words with negative connotations like ‘‘devils’’
which might have influenced the ability of the model to
accurately distinguish between the classes. Further analysis
on the explainability of the models is warranted in order to
investigate the causes of misclassification. Identification of
the most significant words and cues that models leverage in
classification would help us to probe the model and make it
more accurate.

A noteworthy discovery that points to the need for addi-
tional study to create models that can reliably differentiate
between different kinds of speech. Overall, the findings point
to the need for more research and advancement in the field of
multi-aspect speech recognition in the Nepali language, with
the usage of transformer-based models being one potentially
effective strategy.
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TABLE 11. Baseline results for hate speech detection along with direction and targets of hate speech with different algorithms.

TABLE 12. Baseline results for sentiment analysis, satire detection and hope speech detection with different algorithms.

D. LIMITATIONS AND CONSIDERATION
In this paper, we provide a large dataset for an in-depth
analysis of Nepali tweets pertaining to an anti-establishment
electoral discourse. We propose baselines for assessing the
discourse in terms of hate, hope, satire, and sentiment.
Additionally, the targets of any directed hate speech were
identified. But there are certain limitations to our effort. Our
dataset only includes tweets from a certain period of time
connected to the election in Nepal, it might not always be
indicative of the types (hate, hope, and satire) of speech and
might not represent the same sentiment in other contexts.
Additionally, only tweets from a single microblogging net-
work are included in our sample. Also, target annotation
method is focused on general categories (Individuals, Orga-
nizations, and Communities), it might not be able to identify
targets that are more specialized or complex. Furthermore,
because annotation is a subjective process, various annotators
can have different views on tweets. The baselines we offer are
predicated on a constrained set of features, and it’s feasible

TABLE 13. Train/validation/test split for different tasks for
transformer-based models.

that different features or architectural configurations might
result in better performance. It is also crucial to highlight that
technology for multi-aspect analyzing speech and identifying
targets may present moral issues, such as possible preju-
dice. These moral issues ought to be taken into account and
resolved in the creation and application of such technology.

The work has a few more limitations, with a particular
focus on data imbalance. This is noticeable when addressing
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FIGURE 8. Example of misclassification by models.

the identification of hate speech, as there is comparatively
less hate speech in real-world discourse. The volume of
non-hate tweets compared to hate speech tweets can under-
mine the accuracy of algorithms. The next study directions
should address these gaps through various approaches like
oversampling minority groups or applying advanced tech-
niques like cost-sensitive learning. Additionally, the study’s
concentration on anti-establishment political discourse in
the Nepali language restricts the generalization of findings.
Further studies should study the cross-lingual and cross-
cultural scalability of hate speech detection algorithms to
boost adaptability and consider more low-resource languages
for a broader overview of online hate speech across varied
linguistic contexts.

V. CONCLUSION
In this paper, we offer the NAET dataset, a crucial resource
for developing and evaluating models to analyze speech in
the context of Nepali election discourse. The Nepali lan-
guage is significantly understudied in academic research
on artificial intelligence. Thus, this dataset can serve as a
valuable resource in NLP studies. Since the dataset fol-
lows a multi-aspect annotation scheme, this could result in
the subjective nature of the dataset. However, the thorough
annotation guidelines and high inter-annotator agreements
ensure the quality of the dataset. Our work explores multi-
ple aspects of speech analysis namely, sentimental analysis,
hate speech detection with targets, satire detection, and hope
speech detection. The benchmarks set by our work also help
future researcher to continue developing newer architectures
to beat the baseline results. As part of future research, it is
our goal to develop cutting-edge NLP models for the Nepali
language that specialize in each of these tasks. It is our belief
that the NAET dataset can serve as a helpful starting point
for further Nepali language annotation efforts, enabling the
incorporation of annotation features beyond those presented
in this work. Finally, we hope that our dataset will contribute
to the development of effective speech analysis techniques in
Nepali, promoting more inclusive and courteous online con-
versations.We promote low-resource language that addresses
multiple aspects of discourse in the Nepali language.
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