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ABSTRACT Diagnosing photovoltaic (PV) farms has become increasingly complex due to their large-scale
presence in diverse environmental conditions. A comprehensive diagnosis process comprises four essential
steps: detection, localization, classification, and remedy. This study primarily focuses on the classification of
faults in grid-connected PV arrays, including line-to-line faults, open circuit faults, short circuit faults, and
partial shading conditions. The deep learning-based Compact Convolutional Transformer (CCT) is employed
for classifying these PV faults. To eliminate the need for heuristic parameter/hyperparameter tuning of the
CCT model, this paper utilizes Particle Swarm Optimization to optimize parameters/hyperparameters such
as kernel size, pooling size, stride, padding, number of multi-heads, and the number of transformer encoders.
Given that CCT operates based on images, the study investigates the use of heat maps incorporating different
sizes, DC/AC signals, and the number of fault signal cycles as inputs. To reduce the training dataset for CCT,
Taguchi experiments are employed to generate orthogonal data while considering variations in irradiance and
temperature. A realistic PV array subset is used to demonstrate the performance of the proposed method.
The simulation results reveal that the proposed approach outperforms classical machine learning algorithms
(Support Vector Machine, Decision Tree, K-Nearest Neighbor, and Random Forest) as well as convolutional
neural network (CNN)-based models (AlexNet, Googlenet, ResNet50, VGG16, and VGG19). Specifically,
the proposed method achieves the highest testing accuracy (97.34%) and ResNet50 exhibits the second
best testing accuracy (93.237%) among all CNN-based the methods while Random Forest demonstrates
the highest testing accuracy (84.24%) among classical machine learning methods.

INDEX TERMS Classification, compact convolutional transformer, diagnosis, photovoltaics, particle swarm
optimization, Taguchi experiment.

I. INTRODUCTION

A. BACKGROUND OF PROBLEM

In 2022, the surface temperature was 0.86 °C higher than the
20th-century average of 13.9 °C and 1.06 °C higher than the
period between 1880 and 1900 [1]. The primary source of
the increased carbon dioxide (CO;) emissions responsible for
this rise in surface temperature is the utilization of fossil fuels,
including oil, coal, and natural gas. To address the greenhouse
effect and combat climate change, renewable energies are
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becoming increasingly crucial as alternative sources of power
generation. Among these renewable options, photovoltaic
(PV) power generation stands out as a clean and sustainable
energy resource. However, the scale of PV farms has signif-
icantly expanded to support power generation in large-scale
power systems. This expansion has led to challenges in the
operation and control of the power grid, as well as increased
complexity in the maintenance of PV installations.

B. REVIEW OF EXISTING WORKS
The classification of PV (photovoltaic) faults can be cat-
egorized into two main approaches: Virtual and Thermal
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Methods (VTM) and Electrical-based Methods (EBM).
VTMs are particularly well-suited for identifying issues such
as module breakage and browning, which primarily manifest
as physical and thermal changes. On the other hand, EBMs
are instrumental in diagnosing electrical faults occurring
within PV systems. EBMs encompass various techniques,
including electric signal analysis, classical intelligent meth-
ods, deep learning algorithms (DLA), and hybrid methods.
Given that this work focuses on the classification of PV faults,
the subsequent paragraphs will provide a detailed review of
research related to EBMs.

(a) Electric signal analysis: Aboshady and Taha utilized
measured differential currents across PV strings to classify
short-circuit fault types [2]. Karmakar and Pradhan utilized
the Thevenin equivalent resistance of the PV system to clas-
sify the type of PV fault [3]. Li et al. applied a voltage
variation threshold to detect and classify partial shading con-
ditions [4]. These approaches demonstrate how electric signal
analysis can be a valuable tool for identifying and categoriz-
ing various PV faults based on electrical characteristics and
measurements.

(b) Classical intelligent methods: They often based on
machine learning and fuzzy theory, have been applied in
several studies for the classification of PV faults: Xu et al.
utilized the fuzzy c-means algorithm to classify fault types
by considering parameters such as short-circuit current, max-
imum power point current, maximum power point voltage,
and open-circuit voltage of a PV module [5]. Ul-Haq et al.
employed a multi-layer feedforward neural network to clas-
sify short circuits and module mismatches using electrical
signals and weather data [6]. Zhu et al. used three radial
basis function-based neural networks to classify PV fault
types by analyzing features of PV modules [7]. Laurino et al.
employed a 4-layered neural network to classify PV faults
based on current and voltage signals [8]. Li et al. discussed
the effectiveness of five machine learning methods, including
neural networks, support vector machine (SVM), decision
trees (DT), random forests (RF), k-nearest neighbors (kNN),
and naive Bayesian classifiers, for PV fault classification [9].
Badr et al. used Bayesian Optimization to fine-tune the
hyperparameters of three fault classifiers (DT, kNN, and
SVM) [10]. Eskandari et al. used three classifiers (SVM,
naive Bayes, and logistic regression (LR)) to identify line-line
and line-ground faults using features derived from the IV
(current-voltage) curve of a PV system [11]. Rao et al. uti-
lized nine features derived from the IV curves of a PV
module as inputs to a pruned neural network, which incor-
porated a concrete dropout ratio to classify PV faults [12].
Chen et al. employed a semi-supervised ladder network to
extract features from real-time faulty voltage and current data
and classify various types of PV faults [13]. Dhibi et al. used
an ensemble learning method to combine the classification
results obtained by DT, kNN, and SVM classifiers [14]. These
classical intelligent methods demonstrate the diverse range of
techniques and algorithms applied to PV fault classification,
highlighting the potential of machine learning and artificial
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intelligence in improving fault detection and classification in
PV systems.

(c) Deep learning networks: Alves et al. used CNNs to
classify anomalies in PV arrays, utilizing thermographic
images as the input data [15]. Aziz incorporated weather
data, seven features related to PV modules, and three con-
verter data to generate two-dimensional scalograms. These
scalograms were then employed as inputs to a fine-tuned
AlexNet CNN for the purpose of classification [16]. Gao and
Wei utilized voltage, current, and weather data as inputs to a
two-dimensional CNN cascaded with a residual-gated recur-
rent unit to classify PV faults [17]. These studies demonstrate
the application of deep learning and CNNss for fault classifica-
tion in PV systems, with an emphasis on leveraging different
types of data, including thermographic images, weather data,
and electrical measurements.

(d) Hybrid methods: Hybrid methods involve the consoli-
dation of multiple techniques to address complex problems.
Several studies have utilized hybrid approaches for the clas-
sification of PV faults: Alrifaey et al. employed a stacked
autoencoder to extract features from PV fault data obtained
through wavelet transform. They then utilized long short-term
memory (LSTM) for the classification of PV faults [18].
Eskandari et al. incorporated the Lasso penalty to select rele-
vant features from fault signals. They used a weighted voting
approach to ensemble the classification results obtained by
LR, kNN, and SVM, with these models optimized using a
genetic algorithm [19]. Guo et al. compared the decline in
power generation caused by PV faults with normal operating
conditions. They accomplished this through modeling using
k-means clustering and transfer learning with LSTM, ulti-
mately leading to the classification of PV faults [20]. These
hybrid methods showcase the integration of various tech-
niques, such as feature extraction, optimization, and machine
learning, to enhance the accuracy and effectiveness of PV
fault classification.

C. DEMERITS OF EXISTING WORKS

While the aforementioned studies are capable of classifying
various types of PV faults, they also exhibit one or more
limitations, which are described as follows:

(a) One limitation is the incomplete modeling of the bypass
or blocking diode. In practice, these diodes are often imple-
mented to prevent reverse current or reduce the mismatch
fault currents [2], [3], [9], [10], [11], [13], [16].

(b) Another limitation is the reliance on heuristics and
threshold values, such as a current threshold [2], Thevenin
Equivalent Resistance [3], power loss threshold [4], voltage
variation threshold [4], fuzziness degree [5], or decomposi-
tion level [18], to detect and classify faults or partial shading
conditions. These heuristics may not account for the dynamic
nature of power systems, which can undergo changes in
short-circuit capacity at the point of common coupling.

(c) The studies often focus on a limited number of
specific conditions, such as partial shading [4], line-line
and line-ground faults [11], or open circuit and line-line
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faults [19]. However, there are numerous mismatch con-
ditions that may lead to difficulties in distinguishing PV
faults. This is because some of these faults can produce
similar voltage-current (VI) curves, making it challenging to
differentiate between them.

(d) The methods employed in these studies are limited in
their learning capability and may be prone to failure because
PV systems are dynamic and constantly changing [1], [2], [3],
(4], [5].

(e) The structure parameters or hyperparameters of classi-
cal neural networks [6], [7], [8], [12], [13], machine learning
models [9], [11], [14], or deep learning networks [15], [16],
[17], [18], [20] were not thoroughly explored and were deter-
mined through trial-and-error, which can be suboptimal and
time-consuming.

D. MOTIVATIONS AND CONTRIBUTIONS OF PROPOSED
METHOD

The advent of transformer models, a deep learning architec-
ture built upon the parallel multi-head attention mechanism,
has revolutionized various applications in advanced computer
vision and natural language processing [21]. However, it’s
essential to note that transformer models often come with
extremely large parameter sizes and substantial requirements
for training data. This can be particularly challenging in
domains where research data is limited, as is the case with
realistic PV fault problems. Recently, a solution known as
the Compact Convolutional Transformer (CCT) has demon-
strated its ability to mitigate overfitting and surpass state-of-
the-art convolutional neural networks (CNNs) when working
with small datasets in computer vision applications. CCT
achieves this through the right size and convolutional tok-
enization, making it a valuable advancement in addressing
data limitations [22].

Motivated by the limitations identified in existing studies
and the advancements in deep learning algorithms, this paper
introduces a novel method that utilizes the CCT for the clas-
sification of PV fault types.

The main contributions of this paper can be summarized as
follows:

(a) This paper addresses a broader range of PV fault types,
including shorted circuits, open circuits, line-line faults, and
partial shading conditions, in addition to the normal operating
condition (in total 10 classes).

(b) The proposed method extracts features from faulty
signals using convolutional layers and multi-head attentions
within the CCT. Consequently, there is no need for addi-
tional feature extraction approaches or threshold setting,
simplifying the classification process.

The novelties of this paper are summarized as follows:

(a) The proposed CCT model is trained using orthogonal
datasets, which are minimized to meet the required dataset
size. Consequently, this approach reduces computational time
and the storage needed for training, making it more efficient
and resource-friendly.
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(b) Parameters and hyperparameters of the CCT are
optimized using particle swarm optimization (PSO). This
approach is employed to circumvent the need for heuristic
methods and threshold setting, enhancing the efficiency and
effectiveness of the CCT model.

(c) The study investigates heatmaps generated by both AC
and DC faulty signals, while also considering the number
of cycles of these faulty signals as important factors for the
classification of PV faults.

This paper is organized as follows. Section II will provide
an overview of the problem under investigation, detailing
various types of faults in PV systems. Section III will delve
into the background of the CCT. Section IV will introduce the
proposed method, encompassing Taguchi’s orthogonal exper-
iments, the CCT model, and the implementation of PSO.
Section V will present the simulation results, demonstrating
the model’s performance. Section VI will offer conclusions
and insights into potential directions for future research.

Il. STUDIED PV SYSTEM AND TYPES OF PV FAULTS

The studied PV system has a capacity of 81.6 kW, consisting
of 24 PV strings connected in parallel. Each PV string is
capable of generating a maximum power output of 3.4 kW
and is equipped with its dedicated DC/DC converter, DC/AC
inverter, and blocking diode. Additionally, each PV module
is equipped with its own bypass diode. Given that all the PV
strings are identical, the study focuses on two adjacent PV
strings, as depicted in Fig. 1. Each PV string is composed of
10 modules. The AC voltage of the inverter is set at 3-phase
380V, which is the secondary side of a 3-phase 380 V/11.4kV
transformer. The characteristics of each module are detailed
in Table 1, providing key specifications for the PV modules
used in the system.

TABLE 1. Characteristics of PV module.

Parameters Quantities
Maximum Power (W) 340.0
Voltage at Maximum Power (V) 33.70
Current at Maximum Power (A) 10.09
Open circuit Voltage (V) 40.30
Short circuit Current (A) 10.56

This paper investigates various types of PV faults,
including:

(a) Open modules in one or two strings (OMS): This occurs
when some modules have open circuits, but bypass diodes
still provide a circuit.

(b) Shorted modules in one or two strings (SMS): This
involves some modules being short-circuited, such as when
a bypass diode is shorted.

(c) One or two open strings (OS): This denotes an outage
in the electrical pathway, resulting in zero measured power in
the affected string.

(d) One or two shorted strings (SS): In this case, the entire
string is grounded.
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FIGURE 1. Studied two PV strings: (a) two PV strings marked in red color,
(b) schematic diagram with 2 inverters and 2 converters for these 2 PV
strings.

11.4kV/380V

(e) Line-to-line fault (LL): Any terminal of a module in a
PV string makes contact with any terminal of a module in an
adjacent PV string.

(f) Partial shading (PS): This can be static, caused
by factors like leaves, or dynamic, caused by moving
clouds.

Actually, there are other types of PV faults, such as param-
eter deviation faults, degradation, diode faults, or inverter
faults. Here are reasons why the studied OMS, SMS, OS, SS,
LL, and PS conditions are concerned and may be prioritized
over others:

Relevance to common issues: OMS, SMS, OS, SS, LL,
and PS conditions are among the most common and critical
issues in PV systems. Addressing these issues is crucial for
the widespread adoption of solar energy [2], [3], [4], [5], [6],
(71, [81, [91, (101, [11], [12], [13], [14], [15], [16], [17], [18],
[19], [20].

Practical significance: Certain faults, like parameter devi-
ation faults, degradation, diode faults, or inverter faults, may
occur less frequently in real-world scenarios. While these
faults are undoubtedly important and can impact system
performance, researchers may choose to address the more
common and immediate concerns first before delving into
more intricate issues.

It’s essential to note that the focus on specific faults
doesn’t diminish the importance of considering a broader
range of faults in the long run. As the field advances,
various faults to enhance the overall reliability and per-
formance of photovoltaic systems will be addressed and
explored.
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1Il. BACKGROUND OF COMPACT CONVOLUTIONAL
TRANSFORMER (CCT)

The transformer model is known to have limitations related
to the ‘““data hunger” problem, requiring large amounts of
training data. In contrast, convolutional neural networks
(CNNs) are often preferred for smaller datasets due to their
computational efficiency and memory requirements when
compared to transformer models [10]. The CCT aims to
bridge the gap between CNN and transformer model archi-
tectures. CCT is capable of attending to critical features
within images while maintaining spatial invariance, particu-
larly in scenarios with fewer interactions and weight sharing.
Figure 2 illustrates the architecture of the CCT model [22].

Positional Embedding

@

Input Transformer
Encoder | |

. Output
Sequence |, Linear |-

Pooling Layer

(@

(Transformer Encoder)x N

Features of

images with | | I [ Multi-head Output
positional | | Hom [T | self-attention I . >
embedding

(b)

FIGURE 2. Compact convolutional transformer: (a) overall architecture,
(b) transformer encoder.

Essentially, CCT is composed of convolutional layer
(ConvLayer), positional embedding, transformer encoder,
sequence pooling and linear layer (see Fig. 2(a)). Detailed
description of CCT is given as follows.

(a) ConvLayer: The input is a sequence of vectors, called
tokens, which will be converted into images. The ConvLayer
block consists of a single convolution, ReLLU activation, and
a max pool. Given an image or feature map xe RH*W*C the
ConvLayer operation is defined as follow:

xp = MaxPool(ReLU(Conv2d(x))) €))]

where the Conv2d operation has d filters [22]. The convolu-
tion and max pooling operations can be repeated.

(b) Positional embedding: Positional embedding aug-
ments spatial information into the tokens. This extra infor-
mation is either a learned or sinusoidal embedding.

(c) Transformer encoder: Each transformer encoder com-
prises a multi-head self-attention (MHSA) layer, a multi-layer
perceptron (MLP) block and layer normalization (denoted as
“Norm” in Fig. 2(b)), GELU activation, and dropout. The
transformer encoder can be repeated N times.

(d) Sequence pool: It is an attention-based method which
pools over the output sequence of tokens. This generates
crucial weights for the input tokens, which is applied as
follows:

z = xyxy = Softmax(g (f (x0))") x f (x0) 2
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where f(-) and g(-) are an N-layer transformer encoder and
a linear layer operation, respectively. This output z can be
sent via a classifier. One main difference between traditional
vision transformer and new CCT is that the ““class” token is
substituted by this sequence pool.

IV. PROPOSED METHOD

The novelties of the proposed method include: (a) the estab-
lishment of training datasets using Taguchi’s orthogonal
experiments, (b) the optimization of hyperparameters and
parameters of CCT using particle swarm optimization (PSO),
(c) the conversion of various faulty signals using heatmaps.
Additionally, the proposed CCT model will present the border
PV fault classes and feature extractions.

A. TRAINING DATASETS GENERATED BY TAGUCHI'S
METHOD

As training datasets for this work are typically scarce in prac-
tice, the approach taken involves using MATLAB/Simulink
to generate datasets. These datasets are generated using
detailed models, including pulse-width modulation (PWM)
in the converter/inverter, for all the components depicted in
Fig. 1. It’s important to note that generating data based on
these detailed models through time-domain simulation can
be a time-consuming process. As a result, the study opts
to generate only orthogonal datasets, implemented through
Taguchi’s method [23], which helps streamline the dataset
generation process.

Taguchi’s method is a part of the broader field of design
of experiments (DOE). DOE focuses on studying the effects
of various control (design) factors on the performance of a
system or process. When considering all possible combina-
tions of these design factors, full factorial experiments would
be conducted to design the experiment. However, Taguchi’s
method takes a more efficient approach by considering only
orthogonal (minimal) experiments. By doing so, it reduces
the number of experiments needed while still providing valu-
able insights. Taguchi’s method can be characterized as a
fractional factorial design, where it explores combinations of
design factors at different given levels, further streamlining
the experimental design process. Dr. Taguchi presented many
orthogonal arrays denoted as Ly (y*) where X, y and z repre-
sent the numbers of experiments, levels and design factors,
respectively. For experiments in which all design factors have
three levels, the array library consists of Lo(3%), Lr7(313)
and L81(340) [23]. Table 2 illustrates the orthogonal array
Lo(3%) encompassing four design factors (A, B, C and D),
each of which has three levels (denoted as 1, 2 and 3); totally,
only nine orthogonal experiments (L1~L9) are conducted in
case that the inputs are fixed [23]. However, if a problem
has four design factors, each of which has three levels, then
3% (81) full factorial experiments are needed. Restated, out
of 81 experiments, 72 experiments are mutually correlated to
the nine orthogonal experiments in Table 2.

The design factors in this paper are irradiance (W/m?),
temperature (°C) and short-circuit capacity (SCC in MVA)
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TABLE 2. Orthogonal array Lg(3%).

experiments A B C D
L1 1 1 1 1
L2 1 2 2 2
L3 1 3 3 3
L4 2 1 2 3
L5 2 2 3 1
L6 2 3 1 2
L7 3 1 3 2
L8 3 2 1 3
L9 3 3 2 1

TABLE 3. Three levels of each design factor in training datasets.

Design factors Level 1 Level 2 Level 3
A: irradiance (W/m?) 300 600 1000
B: temperature (°C) 10 25 40
C: SCC (MVA) 400 500 600

at the point of common coupling (PCC). Table 3 shows
corresponding three levels of each design factors. Although
there are only three design factors in the studied problem, the
orthogonal array in Table 2 is still applicable by considering
the 27, 31 and 4™ columns (design factors A, B and C only);
these three columns still meet the property of orthogonality.
Thus, nine orthogonal experiments are required to be per-
formed by giving a fault condition and a mismatch.

In Fig. 1, there are a total of 10 possible fault conditions:
normal, line-line fault, open module in a string, shorted mod-
ule in a string, open string, partial shading in a string, open
modules in two strings, shorted modules in two strings, open
strings, and partial shading in two strings. Beside, 20%, 40%,
60%, 80% and 100% mismatch conditions in a string are
considered. In summary, the numbers of training datasets for
the normal case and line-line fault case are 9 x 1 and 324,
respectively; the number of training datasets for each other
faultis 9 x 5 (that’s, 9 orthogonal experiments multiplied with
5 mismatches). In total, 693 (=9 x 1432449 x 5x8) training
datasets are generated by MATLAB/Simulink.

In order to validate/test the well-trained proposed CCT
model, other unseen testing datasets involving different levels
of design factors are generated, as shown in Table 4. In total,
693 testing datasets are generated by MATLAB/Simulink.

TABLE 4. Three levels of each design factor in testing datasets.

Design factors Level 1 Level 2 Level 3
A: irradiance (W/m?) 400 750 850
B: temperature (°C) 15 30 35
C: SCC (MVA) 450 525 575

B. CONVERSION OF 2D DATA TO HEATMAPS
The measured quantities include voltages and currents at
the output of the DC/DC converter and the output of the
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DC/AC inverters. The 2-dimensional data consists of eight
columns: 2 DC voltages and 2 DC currents at the DC links
of two PV strings, as well as 2 AC voltages and 2 AC
currents at the output of the inverters of two PV strings.
The 2-dimensional datasets comprise 256 x 3 rows, where
256 represents the sampled points in a cycle, and 3 is the
number of cycles. Figure 3 illustrates the 2-dimensional
input signals for the proposed method and other methods
for comparison in Section V-D. This 2-dimensional data will
be converted into an image, and the features will be further
extracted by the proposed CCT model.

[~
Lde V;d ‘I]dr Izdc V

e lac

V;nc ]1nc 2ac

256

sampled
data

1st
cycle

2nd
cycle

3rd 256 J
|

sampled
cycle data

FIGURE 3. Two dimensional input data.

In the context of this study, the two-dimensional data
obtained from the PV systems are transformed into images.
Prior to this image conversion, the sampled data are standard-
ized. This standardization involves adjusting the data using
the corresponding mean values and standard deviations to
ensure consistent and comparable data for further analysis.
This process is essential to prepare the data for subsequent
transformations and modeling, particularly when utilizing
techniques inspired by transformer models with multi-head
attention mechanisms, which have demonstrated success in
computer vision studies.

In this study, heatmaps are employed with a size of
128 x 128 as vision images for the CCT model to classify
PV faults. Heatmaps offer certain advantages compared to
other techniques like Gramian Angular Field and recurrence
plots, particularly in the context of vision applications using
transformer models: (a) Interpretability: Heatmaps provide
a visual representation of where the model is focusing its
attention within an image. This interpretability can help in
understanding which parts of the image are most impor-
tant for the model’s decision-making process. (b) Attention
Visualization: Heatmaps allow for the visualization of the
attention weights assigned by the transformer model to
different regions of the input image. This visualization
can provide insights into how the model processes and
comprehends the image, shedding light on its decision-
making process and highlighting key features or areas of
interest.

A Python heatmap code from Seaborn library is used in
this paper [25].
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C. TUNING OF CCT MODEL BY PARTICLE SWARM
OPTIMIZATION (PSO)

There are some parameters/hyperparameters in the proposed
CCT model needed to be tuned optimally. Specifically, kernel
size, kernel stride, the number of padding, pooling size, and
pooling stride in the ConvLayer block. Besides, the number
of transformer encoders and the number of multi-head atten-
tion are also required to be set optimally. To optimize these
parameters and hyperparameters, this study employs particle
swarm optimization (PSO). The optimization process aims to
minimize the categorical cross-entropy, which is defined as
the fitness function for the PSO. The reasons to adopt PSO are
as follows: (a) The PSO in the Hyperactive library can handle
integers, while most other optimization methods struggle
with integer or discrete variables [26]. (b) Only three parame-
ters (inertia factor, cognitive, and social factors; see appendix)
need to be set, and more parameters may be required by other
intelligent algorithms. (c) PSO does not require derivatives
of the objective function, making it suitable for problems
where the derivatives are not readily available or difficult to
compute. The details of the PSO fundamental principles are
provided in the appendix.

The search space for PSO is outlined in Table 5, detailing
the range of values for each parameter/hyperparameters that
the PSO algorithm will explore. To facilitate this optimization
process, the study utilizes the PSO implementation available
in the Python library Hyperactive.

TABLE 5. Search space of PSO.

Parameters/hyperparameters Range
Kernel size 2,3,4
Kernel stride 1,2,3,4
The number of padding 1,2
Pooling size 2,3,4
Pooling stride 1,2,3,4
The number of transformer encoder 2,3,4
The number of multi-head 1,2,3,4

The work in [27] demonstrates that the results obtained
by using PSO for integer programming—by rounding con-
tinuous variables to the nearest integers—are less sensitive
to randomness characteristics compared to classical PSO,
which deals with continuous variables. Restated, the standard
deviation of the objective function obtained through multiple
runs in an integer search space is reasonably small. In this
paper, the best solution among five runs is adopted.

Please note that the output neurons of the proposed CCT
model are set with 10 binary bits, each corresponding to
one of the 10 classified conditions. These conditions include
normality, partial shading, and 8 other types of PV faults.
Only one of the 10 binary bits will be unity, and the others
should be zero for each classification process. Compared to
other existing methods, this paper addresses a broader range
of PV fault types.
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It is evident that all parameters/hyperparameters in Table 5
are directly associated with feature extraction, except for
the number of padding, pooling size, and pooling stride.
In comparison to traditional convolutional neural networks,
the proposed CCT model integrates convolution opera-
tions using kernels and the transformer encoder, along with
a multi-head attention mechanism, to effectively extract
features from the data.

D. ALGORITHMIC STEPS OF PROPOSED METHOD
The proposed method can be implemented using the
following algorithmic steps:

Step 1: Input data, including studied PV system, specific
PV faults and mismatches.

Step 2: Define design factors and corresponding levels (see
Table 3) of orthogonal experiments for producing training
datasets.

Step 3: Generate training datasets based on normal con-
ditions, PV faults and corresponding mismatches for each
orthogonal experiment (see Table 2).

Step 4: Define unseen testing data (see Table 4) that are
different from the training datasets obtained in Step 3.

Step 5: Define tuned parameters/hyperparameters of CCT
model and their corresponding search space for PSO.

Step 6: Set the required parameters of PSO. Let iteration
index itr be 1.

Step 7: Let particle size of PSO be Ps(12 herein), p = 1,
2, ..., Ps. Generate Ps particles. Let p = 1.

Step 8: Optimize the parameters (such as kernels for the
convolution operation) of the CCT model for the pth particle
using Adam optimizer [28]. p = p+1.

Step 9: If p = Ps+1, then itr=itr+1 and p = 1.

Step 10: If itr equals the specified maximum iteration
number (1000 herein) of PSO, then output the optimal CCT
model and go to Step 11; otherwise, go to Step 8.

Step 11: Evaluate the performance of the well-trained CCT
model using unseen testing data obtained in Step 4.

It is evident that the proposed method consists of two
optimization loops: the outer loop optimizes the kernel size,
kernel stride, the number of padding, pooling size, pooling
stride, the number of transformer encoders, and the num-
ber of multi-head attention using PSO, while the inner loop
tunes the weights and biases in the CCT model using the
Adam optimizer in Step 8. This paper employs categorical
cross-entropy (CCE) as the objective function of the Adam
optimizer because a classification problem is being studied.
Each particle in PSO corresponds to a value of CCE by
providing a set of the kernel size, kernel stride, the number
of padding, pooling size, pooling stride, the number of trans-
former encoders, and the number of multi-head attention.
Hence, the objective function of PSO is also CCE. For the
case of single-label categorical classification, the CCE is
defined as follows [29]:

1 K M %
ccb= M Zk:l Zmzl ymlog(hg (um, k)) 3)
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where u,, is the input for training example m. M and K are
the numbers of training examples and classes, respectively.
The symbol y’n‘1 is the target label for training example m for
class k. hy represents the model with neural network weight 6.

A similar problem, specifically the fault diagnosis of an
analog circuit, has been studied before [30], [31]. The ana-
log circuits in question may include a bandpass filter or
a nonlinear rectifier, typically constituting a single-input-
single-output circuit. However, PV fault classification is
more complex as it involves both DC and AC signal mea-
surements, various levels of irradiance/temperature as inputs,
and many PV strings in parallel. This work presents results
using two PV strings, resulting in 8 outputs (4 DC and 4 AC
measured signals). Therefore, an image-based deep learning
model, such as CCT, with 2-dimensional images as inputs is
necessary.

V. SIMULATION RESULTS

Research on diagnosis of PV array fault often involves the
use of simulation data for several reasons: (a) Controlled
environment: This level of control is often difficult to achieve
in real-world scenarios where external factors (such as irradi-
ance, temperature and fault location) can introduce additional
complexity and variability. (b) Availability of data: Realistic
fault data from PV systems may be limited or difficult to
obtain. Simulations offer the advantage of reproducibility,
allowing researchers to repeat/validate experiments under the
same conditions. (c) Safety: Working with real PV systems
can pose safety risks, especially when inducing faults or
manipulating electrical components. Accordingly, a work-
station with a Core(TM) 15-4460 CPU @ 3.20GHz, 64GB
RAM and a NVIDIA GeForce RTX 3060 12G GPU is used
to implement the proposed method. The training and testing
datasets are generated using Matlab R2018b Simulink.

A. HEATMAPS GENERATED FROM VARIOUS CONDITIONS

In this paper, different heatmap image sizes (32 x 32, 64 x 64,
and 128 x 128), various combinations of DC/AC signals (cur-
rents and voltages), and different numbers of signal cycles
(1, 2, and 3) are investigated. Fig. 3 illustrates six heatmaps
generated under different conditions: (a) normality, (b) line-
line fault, (c) open module in a string, (d) shorted module
in a string, (e) open string fault, and (f) partial shading,
which involve 128 x 128 image size, both AC/DC currents
and voltages and 3-cycle signals. As depicted in Fig. 4, the
heatmaps exhibit significant differences among various fault
conditions. These variations in the heatmaps are substantial
and distinguishable, making them valuable for use in PV
fault classifications. The unique patterns and features in these
heatmaps can serve as a basis for effectively identifying and
categorizing different types of faults in photovoltaic systems.

B. TUNING OF CCT MODEL BY PSO

Fig. 5 presents the variation of the fitness function (categori-
cal cross-entropy) with respect to iterations during the tuning
process of the CCT model using the PSO algorithm. The plot
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FIGURE 4. Heatmaps of 6 conditions.
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FIGURE 5. Fitness values with respect to iterations obtained by PSO.

demonstrates that the PSO algorithm requires approximately
620 iterations to converge to an optimal solution. This indi-
cates that, over the course of these iterations, the algorithm
fine-tunes the parameters and hyperparameters of the CCT
model to minimize the categorical cross-entropy and achieve
an optimal configuration for the PV fault classification
task.

Fig. 6 illustrates the optimal CCT model obtained through
the PSO process. This optimal model configuration is tai-
lored for the use of 128 x 128 image size, considering both
AC/DC currents and voltages, and utilizing 3-cycle signals.
Specifically, the kernel size and pooling size are 3 x 3 and
4 x 4, respectively; the numbers of transformer encoder and
multi-head are 4 and 2, respectively. The output of the model
comprises 10 binary bits, each of which corresponds to one of
the 10 conditions being classified. These conditions include:
normality, partial shading and 8 other types of PV faults. Each
binary bit represents the presence or absence of the respective
condition, and the model’s output is used to classify the input
data into one of these 10 categories (see Sec. IV-A).

Seven possible CCT models that consider different image
sizes, AC/DC currents and voltages and the numbers of cycle
signals, as shown in Table 6, are investigated herein. The
performance of these various models will be explored and
compared in the next subsection. Table 7 shows these CCT
models obtained by PSO.
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TABLE 6. Seven CCT models involving various inputs.

Image size DC/AC No. of cycles
M1 128 DC+AC 3
M2 128 DC 3
M3 128 AC 3
M4 32 DC+AC 3
M5 64 DC+AC 3
M6 128 DC+AC 1
M7 128 DC+AC 2

TABLE 7. Parameters/hyperparameters of seven CCT models.
Ml | M2 | M3 | M4 | M5 | M6 | M7

Kernel size 3 2 4 2 3 2 2
Kernel stride 2 2 2 1 2 2 1
No. of padding 1 1 1 2 2 2 2
Pooling size 4 2 2 3 2 2 3
Pooling stride 3 3 2 3 3 2 3
No. of transformer 4 1 1 4 1 3 4
encoder
No. of multi-head 2 3 4 3 4 3 3

C. ACCURACY OF DIFFERENT CCT MODLES
In this subsection, the performance of different CCT models
is examined and summarized in Table 8.

TABLE 8. Performance of different CCT models.

MI | M2 | M3 | M4 | M5 | M6 | M7
Training| o0 50, 1 93 14% | 96.71% | 94.43% | 97.34% | 94.63% | 96.52%
accuracyy
Testing | o6 205 190.31% | 95.23% | 89.62% | 94.74% | 90.12% | 94.51%
laccuracy)
E;‘é“mg 35:38:4 |56:36:24/43: 54:12|28:06:08|31:31:43|44:50:25|52:48:34
Testing | ous | 737s | 744s | 731s | 7.11s | 721s | 7.29s
time

Several key findings can be noted:

(i) Model M1, which considers an image size of
128 x 128, both AC/DC currents and voltages, and 3-cycle
signals, achieves the best training accuracy at 98.22% and
testing accuracy at 97.34%.

(i) Model M4, which uses an image size of 32 x 32, both
AC/DC currents and voltages, and 3-cycle signals, results
in the lowest testing accuracy at 89.62%. This suggests that
a smaller image size reduces resolution, potentially caus-
ing some signal features to be overlooked, leading to lower
accuracy.

(iii) The process of tuning the CCT model using the PSO
simultaneously involves the adjustment of various parame-
ters, including the values of kernels, which are optimized
by the Adam optimizer. Model M4 is the fastest in this
optimization process, while model M2 takes the longest time.
This indicates that the complexity of the model and the size
of the input data influence the tuning time required.

(iv) Despite the relatively long training time, the testing
time for a single case (a single image) is quite efficient,
requiring only about 7 seconds. It’s worth noting that the
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FIGURE 6. Optimal CCT model (128 x 128 image size, both AC/DC currents and voltages and 3-cycle signals).

Python heatmap code from the Seaborn library [25] takes
approximately 0.03 seconds to convert a single dataset into
a heatmap. This efficiency in testing time is valuable for
real-time or near-real-time applications, as it ensures quick
response when classifying PV faults based on incoming data.

D. COMPARATIVE STUDIES

This research conducts two comparative studies to eval-
uate the proposed method against: (a) CNN-based meth-
ods, including AlexNet [32], ResNet50 [33], VGG16 [34],
VGG19 [34], and GoogleNet [35] and (b) traditional
machine learning algorithms, which consist of Support Vector
Machine (SVM), Decision Tree (DT), k-nearest neighbor
(kNN), and Random Forest (RF). Especially, SVM, DT, and
kNN have become benchmark methods frequently used in
other comparative studies, such as the classification of power
transformer faults [36].

For these comparative studies, all methods utilize
standardized heatmaps associated with an image size of
128 x 128 as input data, while the outputs of all methods
consist of 10 binary bits signifying 10 classes. This stan-
dardized input incorporates both AC and DC currents and
voltages and is based on 3-cycle signals. The parameters of
the AlexNet, ResNet50, VGG16, VGG19, and GoogleNet
models are consistent with those specified in [32], [33], [34],
and [35] because those settings were well-tuned to achieve
the best results.

Table 9 presents the comparative results between the pro-
posed method and various CNN-based methods, and several
key findings can be summarized:

(1) The proposed method achieves the highest training
accuracy (98.22%) and testing accuracy (97.34%) when com-
pared to the other CNN-based methods.

(ii) AlexNet exhibits the lowest training accuracy (80.75%)
and testing accuracy (76.47%) among all the methods.

(iii) To ensure a fair comparison, the training time for the
proposed method, as indicated in Table 9, is obtained based on
the results from the PSO. Under this condition, the proposed
method requires the shortest training time (1:24:02), while
ResNet50 demands the longest training time (4:36:02).
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TABLE 9. Comparative results between proposed method and CNN-based
methods.

Methods Training Testing Training Testing
accuracy | accuracy time time
Proposed Method 98.22% 96.82% 1:24:02 7.24s
AlexNet 80.75% 76.47% 1:54:42 0.53s
GoogleNet 83.27% 80.14% 3:48:11 0.77s
ResNet50 95.31% 93.23% 4:36:02 1.12s
VGGL16 92.76% 90.11% 2:30:37 0.81s
VGG19 90.14% 87.35% 3:01:21 0.62s

(iv) With respect to testing time for a given dataset, the
proposed method has the longest average testing time (7.24 s),
while AlexNet is notably faster with a shorter testing time
(0.53 ).

(v) When considering the two most crucial factors, testing
accuracy and training time, the proposed method outperforms
the second-best method, ResNet50.

These findings underscore the effectiveness and efficiency
of the proposed method in terms of both testing accuracy and
training time compared to other CNN-based methods.

Table 10 presents the comparative results between the pro-
posed method and classical machine learning methods, such
as SVM, DT, kNN and RF. The parameters of the SVM, DT,
kNN, and RF models are configured based on the guidelines
provided in [9] to ensure a fair comparison. Several key
findings can be summarized:

TABLE 10. Comparative results between proposed method and classical
machine learning methods.

Methods Training Testing Training Testing
accuracy | accuracy time time
Proposed Method 98.22% 96.82% 1:24:02 7.24s
SVM 92.28% 80.62% 1.29s 1.17s
DT 91.36% 81.65% 5.86s 1.85s
kNN 88.07% 80.11% 1.60s 1.23s
RF 90.48% 84.24% 3.82s 1.02s

(i) The proposed method achieves the highest training
accuracy (98.22%) and testing accuracy (97.34%) when
compared to other classical machine learning methods.
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(ii) kNN attains the lowest training accuracy (88.07%) and
testing accuracy (80.11%) among all the methods.

(iii) Classical machine learning methods generally require
significantly shorter training times compared to the deep
learning-based proposed method.

These findings demonstrate the superior performance of
the proposed method in terms of both training and testing
accuracy when compared to classical machine learning meth-
ods, despite the longer training times associated with deep
learning techniques.

VI. CONCLUSION

This paper introduces a novel method based on the Compact
Convolutional Transformer (CCT) for classifying different
types of photovoltaic faults. The essential contributions and
findings are summarized as follows:

(i) Orthogonal Datasets: The proposed method uses
orthogonal datasets for training the CCT model, address-
ing the challenge of data scarcity common in classical
convolution-based transformer models. This approach sig-
nificantly reduces computational demands while maintaining
competitive testing accuracy.

(i) Parameter Optimization: The method employs two
iterative loops to optimize the parameters, hyperparameters,
and weights of the CCT model. This eliminates the need for
heuristic tuning, resulting in favorable results.

(iii) Dataset Features: The datasets incorporate a
128 x 128 image size, include both AC and DC currents and
voltages, and span three cycles of signals. This rich dataset
feature set contributes to achieving high accuracy in fault
classification.

(iv) Performance Comparison: The proposed method out-
performs both CNN-based methods and classical machine
learning methods in terms of testing accuracy.

(v) Real-Time Application: The testing time for an image
is approximately 7.24 seconds, making the method suitable
for real-time applications.

In future work, the authors plan to expand their research
to encompass a comprehensive four-step diagnosis pro-
cess: detection, localization, classification, and remedy. They
intend to leverage state-of-the-art techniques such as digital
twin modeling and edge computing to enhance the diagnosis
processes. This indicates a commitment to further advancing
the field of fault diagnosis in photovoltaic systems.

APPENDIX
PSO encompasses two updating formulas for the position of
the ith particle.

Vitk +1) =w x Vi (k) + 161 (Pipest (k) — P; (k))
+ ¢20, (Gbest(k)—P;i(k)) . (A-1)
Pi(k + 1) = Pi(k) + Vi(k + 1), (A-2)
where w is the inertia factor; ¢ and c; are the cognitive and

social factors, and 61 and 6, are random numbers in a range of
[0, 1]. Equations (A-1) and (A-2) are the velocity and position
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of the ith particle at time (k + 1). The best overall solution of
all the particles in the population is known as Gbest (k) and
Pipest (k) s the best known position of the ith particle.

P; (k) is a vector consisting of components (all integers) as
shown in Table 5 in this paper. Each particle of the swarm is
then rounded to the closest integer after determining its new
position using (A-2).
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