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ABSTRACT The dual connectivity feature in heterogeneous cellular networks can be used to improve the
download performance for elastic applications by splitting a file transfer over two connections. We employ
two parallel processor sharing queues along with a heavy-traffic approximation to develop an extended
framework that allows for analysis of file download performance in dual connectivity enabled networks from
a relatively less-investigated yet more tractable flow-level perspective rather than a packet-level perspective.
Unlike existing models, the framework developed jointly accounts for different transmission capacities and
utilizations of base stations, thus enabling a proper and comprehensive assessment of user-perceived file
transfer delays. We analyze the optimum file splitting ratio for reducing download delays using convex
optimization and validate our findings via both queueing network and flow-level wireless simulations.
Our in-house flow-level wireless simulator takes into account user locations and macroscopic propagation
characteristics of wireless channels in order to create a realistic evaluation environment; we observe that
optimal splitting under heavy-traffic conditions can result in up to 60% reduction in download delays for
commonly encountered wireless system specifications when the macrocell and small cell base stations
operating with different transmission capacities both have high utilizations. We further illustrate that our
flow-level model can successfully incorporate interfering sources and different transmit powers which can
easily be subsumed into the transmission capacities used in the model. Overall, the results presented show
that it is indeed crucial to consider different transmission capacities as well as utilizations of base stations
when determining the optimum splitting ratio.

INDEX TERMS Dual connectivity, flow-level performance analysis, heavy-traffic approximation,
heterogeneous cellular networks, processor sharing queues.

I. INTRODUCTION
In wireless networks where an area is covered by multiple
cells, users can potentially improve their throughput per-
formance by making concurrent connections to more than
one base station (BS) operating at different frequency bands.
The dual connectivity (DC) feature, which is available in
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4th Generation (4G) and beyond cellular networks, was
introduced in Release 12 of the 3rd Generation Partnership
Project (3GPP) Long Term Evolution (LTE) specification to
support simultaneous connections between a user equipment
(UE) and two BSs in heterogeneous network deployment
scenarios [1], [2]. In heterogeneous networks, DC is enabled
by a macrocell BS and a small cell BS. The traffic destined
to a DC user can be split at the macrocell BS or inside the
core network and delivered simultaneously by the macrocell
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FIGURE 1. Typical dual connectivity deployment options for the downlink. User traffic can be split (a) at the macrocell base station or (b) in
the Evolved Packet Core (EPC). The split traffic is reassembled at the user equipment (UE).

and small cell BSs as depicted in Fig. 1. In case the
split occurs at the macrocell BS, a fraction of the traffic
is diverted to the small cell BS via a very high-speed
backhaul link. The split traffic is reassembled at a UE,
commonly by the Packet Data Convergence Protocol (PDCP).
In addition to increasing throughput performance, DC can
improve reliability, especially for ultra-reliable low latency
communications, by sending redundant data using multiple
BSs. DC can also enhance mobility robustness with less
frequent handoffs by enabling simultaneous connections to
two BSs, even from different cellular generations or different
radio access technologies such as 4G BSs (eNodeBs), 5G
BSs (gNodeBs), and WiFi access points [3], [4], [5], [6], [7].
Recent field trials demonstrate impressive downlink and
uplink rates in DC-enabled networks. In March 2022, AIS,
Qualcomm, and ZTE jointly announced the world’s first
5G New Radio (NR)-DC showcase in the field in Korat,
Thailand to achieve 8.5 Gbps peak rate for the downlink and
2.17 Gbps peak rate for the uplink [8]. Later in January 2023,
Deutsche Telekom, Ericsson, and Qualcomm implemented
a priority scheduling mechanism in a 5G Standalone NR-DC
network in Bonn, Germany using both millimeter wave
and mid-band frequencies to satisfy quality of service
requirements, particularly for the uplink. The created test bed
resulted in 5 Gbps peak rate for the downlink and 700 Mbps
peak rate for the uplink [9].

A. RELATED WORK
Simultaneous use of multiple connections for increasing user
performance has been reviewed in detail in [10]. In their
work, the authors categorize multiple connectivity solutions
based on adaptability to network and traffic conditions and
on the layer of the protocol stack at which they operate.
In [7], the authors outline the challenges, benefits, and open
issues of multi-connectivity, and test bed results demonstrate
improvement in throughput for both Transmission Control
Protocol (TCP) and User Datagram Protocol (UDP) traffic.
In this work, we focus on performance benefits of DC,
a special case of multi-connectivity; DC has been widely
adopted by the 3GPP due to a relatively manageable overhead
of maintaining two concurrent connections [7].

Recently, there have been numerous simulation studies that
report performance gains in the downlink through the use of
DC [1], [2], [3], [11], [12], [13], [14], [15], [16], [17]. The
extent of performance gains is often even higher for cell-edge
users. However, the reported gains through the use of DC
vary considerably among these studies since the parameters
used and the assumptions made are different. In [18], the
reliability of low-latency 5G downlink communication with
DC through packet duplication is evaluated via simulations.
Another simulation study investigates potential performance
improvement that might be obtained in the uplink [19].
A disadvantage of simulation-based studies is that they
generally require significant amounts of run-time if a wide
range of parameters and setups is to be explored.

Despite the existence of numerous performance reports
based on simulations, there have been only a few analytical
modeling studies on DC. In [20], a queueing model for packet
transmissions to a DC-enabled UE using multiple radio
access technologies is described, and an optimization prob-
lem is formulated for finding the delay-optimal packet traffic
splitting strategy. Queueing models are also used in [21] to
show how packet delays experienced by a DC-enabled UE
vary as the packet traffic splitting ratio between LTE and 5G
links is changed. Even though some useful insights might
be provided by these packet-level models, some networking
researchers argue that the dynamics of Internet Protocol (IP)
packet traffic are too complex, and the models at the packet
level often ignore control mechanisms so that a realistic yet
tractable analysis of network performance is generally not
possible (see, for instance, [22], [23], [24] and the references
therein).

Although there is no standard definition, a flow can be
loosely defined as a unidirectional sequence of packets which
are close to each other in time and share common identifiers
such as source and destination addresses; for instance,
packets corresponding to a file download constitute a flow.
The traffic generated by TCP-mediated transfer or download
of files such as Web pages, emails, documents, and images
is called elastic traffic. Unlike packet-level models, flow-
level performance models take into account how bandwidth is
shared dynamically among a randomly fluctuating number of
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concurrent users generating elastic traffic. Flow-level models
often enable a more tractable analysis of user-perceived
performance metrics such as user throughput and response
time of elastic file transfers. In [23], the authors indicate that
the quality of service perceived by users of elastic traffic
is more appropriately determined at the flow level. The key
argument is that the performance of elastic applications is not
sensitive to the delay of each packet but is rather determined
by the time taken to transfer an entire document or the
response time; therefore, the perceived quality of service of
TCP-mediated transfers will critically depend on flow-level
dynamics. It is important to point out that flow-level models
are extremely useful in traffic engineering. This is further
elaborated in [24], where the authors argue in favor of these
models and discuss how they leverage insights into network
performance at low computational complexity by providing
analytical expressions for key user performance measures
of interest. Hence, in our work, we adopt a flow-level
modeling approach for evaluating the performance of DC in
heterogeneous cellular networks.

Dynamic bandwidth sharing of TCP flows with similar
round-trip times and packet loss probabilities has successfully
been modeled by a processor sharing (PS) queue, where each
TCP flow receives a fraction 1/n of the total bandwidth
when there are n active flows [22], [23]. In this model, it is
assumed that fair sharing among TCP flows is immediately
achieved independently of their sizes. Bandwidth sharing of
heterogeneous TCP flows with different round-trip times and
packet loss probabilities can be modeled by a discriminatory
processor sharing (DPS) queue, where flows share the
bandwidth proportionally to their weights [25]. PS and
DPS models are applicable to both wired and wireless
networks [26]. It should also be noted that wireless channel
fluctuations ‘‘average out’’ at the flow level for different
classes of users, resulting in deterministic service rates for
a given class of statistically identical users with similar flow
size and rate characteristics [27].

So far, only a few studies have considered flow-level PS
models for analyzing the performance of DC. Previously,
splitting a file download into multiple concurrent connections
has been modeled by using parallel PS queues [28]. The
describedmodel, which assumes that all service stations oper-
ate with the same transmission capacity, has been used to find
optimum splitting ratios for achieving minimum download
times. In their work, the authors have observed that although
there are correlations between sojourn times of file fragments,
such correlations have negligible effects on the download
times of entire files. The authors have also noted that the
download times are ‘‘nearly insensitive’’ to the job size
distribution function employed. Yet, we note that the study
described does not consider the effects of any physical layer
characteristics on the queueing model parameters employed.
An analytical framework for evaluating the performance of
LTE/WiFi multihoming is presented in [29]. The authors
consider both network-centric and user-centric resource

allocation strategies. Their user-centric network-assisted
approach involves using PS queues to determine the optimal
file split that maximizes user throughput in multihomed
scenarios. The study described considers service stations
with different transmission capacities. It is important to point
out, however, that the average user throughputs reported
are obtained using the reduced service rate approximation.
As demonstrated through extensive numerical experiments
in [28], this approximation is not accurate for obtaining
optimum splitting ratios in parallel PS queues with highly
asymmetric background loads; the relative errors observed in
such cases may exceed 20%.

In [30], the authors compare static and dynamic traffic
splitting policies for DC. Dynamic splitting policies may
result in better performance since the transmission capacity
allocated for a flow may change during the sojourn time
of the flow and routing decisions are made for individual
TCP segments.Mapping of TCP segment-level dynamics into
a flow-level model is described in [31]; yet, this mapping
depends onWiFi parameters and is limited to WiFi networks.
Performance evaluation for dynamic traffic splitting via
learning-based and heuristic methods is presented in [32]
and [33], where multiple wireless networks with both the
same and different capacities are considered; these studies
again employ the method described in [31] for mappingWiFi
and TCP parameters into a flow-level model and are hence
tailored for WiFi networks.

Particularly with the adoption of 5G non-standalone
deployments, there has been another line of recent research
that focuses on algorithmic aspects of splitting traffic over
dual connections. In [34], the authors introduce the notion
of a ‘‘maximum out-of-order depth’’ metric and propose two
low-complexity traffic splitting mechanisms based on UE
feedback and BS observation to minimize this metric in order
to achieve high throughputs in DC settings. A traffic steering
mechanism that considers discontinuous reception at a UE
with DC capability is described in [35]. The mechanism
dynamically directs traffic over the two links to reduce power
consumption without incurring additional packet delays. The
study described in [36] presents a DC flow control scheme
that takes into account the effect of blockages on signal
quality of 5G millimeter waves for determining the best
traffic splitting ratio. Two different scheduling mechanisms
are devised to be coupled with the presented flow control
scheme for resolving out-of-order packet deliveries to achieve
high throughputs or to minimize packet buffering times.
In [37], the authors propose another DC flow control
mechanism that uses information on assigned radio resources
and buffering delay statistics when making traffic splitting
decisions. The same authors later describe a fast data recovery
mechanism for DC aimed at minimizing interruption times
due to packet losses or reorderings resulting from mobility
and link failures [38].

Finally in [39], the throughput performance and fairness
properties of a relatively newer transport protocol, namely
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Quick UDP Internet Connections (QUIC), are investigated
experimentally over DC settings. The network conditions and
DC parameters for which performance improvements can
be achieved are explored in detail. The authors conclude by
pointing to possible analytical modeling of DC as part of their
future work.

B. CONTRIBUTIONS AND ORGANIZATION
Despite significant progress in the field as outlined in
Section I-A, there is still a need for a well-validated
analytical framework that captures flow-level performance
characteristics, and unlike existing work, jointly accounts
for different transmission capacities and utilizations of BSs,
thus enabling a proper investigation of user-perceived file
transfer delays with DC. Our main aim in the research
described here is to fulfill this need and present an
analytical flow-level framework to be able to factor in
parameters necessary to analyze heterogeneous DC sce-
narios. We build upon the parallel PS queueing model
and the heavy-traffic approximation in [28] to develop an
extended model where BSs may operate with different
transmission capacities due to different physical layer
characteristics. The extendedmodel developed opens the way
for analysis of file download performance in more realistic
DC settings from a relatively less-investigated yet more
tractable flow-level perspective rather than a packet-level
perspective. In particular, our work has the following specific
aims:

(i) to present a parallel PS queueing model that can be
used to analyze download delays while allowing for
different transmission capacities and utilizations at
service stations processing TCP flows with similar
characteristics;

(ii) to investigate the convexity of the expression we
derive for the download delay based on a heavy-traffic
approximation;

(iii) to find optimal file splitting strategies for elastic down-
loads via convex optimization, and suggest guidelines
to determine when deployment of DC solutions is
beneficial; and

(iv) to validate our extended model via both queueing
network simulations and more realistic flow-level
wireless simulations, with physical layer parameters
subsumed into the transmission capacities used in the
model.

We note that allowing service stations to have different
capacities is necessary for a more realistic analysis since
different cells may provide different spectral efficiencies.
On the other hand, convexity of the download delay as a
function of the splitting ratio guarantees that the splitting ratio
obtained in the optimization problem results in a globally
minimum delay. Convexity also enables us to employ the
state-of-the-art polynomial-time optimization algorithms for
determining the optimum splitting ratios. We further note
that our analytical model allows for a rapid exploration of a

wide range of parameters, a significant advantage for finding
optimal DC deployment solutions.

The rest of the paper is organized as follows. Models and
methods that are used for analyzing DC are described in
Section II. This section is divided into three subsections;
the first subsection details the development of our analytical
framework which represents the main flow-level model used
in the current study, whereas the other two subsections
provide descriptions of queueing network and flow-level
wireless simulations that are employed to validate our
model. The analytical results obtained for different scenarios
are presented and benchmarked against simulations in two
separate subsections in Section III. Finally, Section IV
concludes the paper.

II. MODELS AND METHODS
A. PARALLEL PROCESSOR SHARING QUEUEING MODEL
In cellular networks that enable DC, two independent PS
queues with service stations having transmission capacities c
and κc bits/s, respectively, can be used to model the download
performance perceived by a DC user. As in [28], we will refer
to the traffic destined to a typical DC user as the foreground
traffic; the foreground traffic will be serviced concurrently
by the two parallel PS queues. The traffic belonging to other
(non-DC) users that co-exist in a given PS queue will be
referred to as the background traffic. The model considered
in this work is illustrated in Fig. 2. The fork point represents
the component in the macrocell BS or the core network
where splitting of a file takes place. The join point represents
the component that merges the file at the DC-enabled
UE and generally executes a synchronization operation in
parallel processing systems [40]. We suppose that file size
information can be returned by the content server at the
initiation of TCP-mediated downloads (via, for example,
File Transfer Protocol’s (FTP) size command or Hypertext
Transfer Protocol’s (HTTP) HEAD request) and captured by
the traffic splitting/steering component represented by the
fork point. We will make the usual assumption that network
performance is mainly limited by the cellular network, and
the public or private backbone links that connect the servers
of content providers to the cellular system have much larger
capacities.

Table 1 tabulates key notation and symbols used in
analytical model development. Let random variable B with
a general distribution denote the size in bits of a file being
transferred to the DC user. The file is split into two fragments
using a splitting ratio α so that αB bits are serviced by the
first queue and (1 − α)B bits are serviced by the second
queue. It is assumed that the splitting ratio α is determined
upon the initiation of the file download and remains constant
throughout the sojourn time.1 File downloads making up
the foreground traffic arrive according to a Poisson process

1Since file fragment sizes in bytes must be integers, the system may
slightly adjust the value of α when implementing file splitting in practice;
such slight adjustments will only have negligible influence on the outcome.
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FIGURE 2. Dual connectivity (DC) model with processor sharing (PS) queues. A file belonging to the
foreground traffic is split at the fork point using a splitting ratio α and reassembled at the join point.
Service stations of Queue 1 and Queue 2 have transmission capacities c and κc , respectively.

TABLE 1. Key notation and symbols used in analytical model development.

with rate λ0 per second. The arrival process modeling the
background traffic for each queue is also assumed to be
Poisson; file sizes making up the background traffic are
assumed to be generally distributed as well. Hence, each
queueing system considered in isolation is modeled as an
M/G/1-PS queue.

The utilizations of the M/G/1-PS queues due to the
background traffic are denoted by ρ1 and ρ2, respectively. The
total utilizations of the queueing systems (including the ones
due to the foreground traffic) are then expressed as

ξ1 = ρ1 + αϱ0, (1)

and

ξ2 = ρ2 + (1 − α)ϱ0/κ, (2)

with ξ1 < 1 and ξ2 < 1 for stability, and ϱ0 = λ0E[B]/c that
can be interpreted as the load due to the foreground traffic and

normalized by a nominal capacity of c bits/s. A value of α is
said to be feasible if the stability conditions are satisfied. The
factor κ accounts for different transmission capacities of the
service stations.

Let T α
1 and T α

2 be the generic sojourn times of the
fragments of an arbitrary file at the first and second queues
for a splitting ratio α. Then, the generic sojourn time of the
file through the systemwill be T α

= max{T α
1 ,T α

2 } since both
fragments must arrive before declaring a download complete.
Our goal is to find the minimizing α, denoted by α∗, of the
following optimization problem:

minimize
α

E[T α]

subject to ρ1 + αϱ0 < 1,

ρ2 + (1 − α)ϱ0/κ < 1, and

0 ≤ α ≤ 1. (3)
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We note that finding a closed-form solution for the distribu-
tion of sojourn times inM/G/1-PS queues is not possible [28].
Hence, an analytical solution of the optimization problem
in (3) does not exist. Consequently, as in [28], we resort
to heavy-traffic approximations which provide us with an
analytical expression for solving the optimization problem.
Unlike [28], however, we take into account different transmis-
sion capacities of the service stations of the queues. We point
out that the usefulness of heavy-traffic approaches has been
extensively verified in modeling of controlled queueing and
communication networks even with non-heavy traffic [41].
Set ξ = max{ξ1, ξ2}. Consider files of size B = b.

Also, define the service time requirements of the fragments
as τ1 = αb/c and τ2 = (1 − α)b/(κc). For i = 1, 2, let T α

i (τi)
represent the conditional sojourn times of fragments with
service time requirement τi at the ith service station; it will be
assumed that these fragment sojourn times are independent.
We use the heavy-traffic approximation from [28] and [42]
to obtain the conditional sojourn times. At the ith queue for
which ξi = ξ , the marginal distribution for the conditional
sojourn time T α

i (τi) as ξ ↑ 1 (heavy traffic) is given by

lim
ξ↑1

P
(
(1 − ξ )T α

i (τi) > t
)

= exp(−t/τi) (4)

with a feasible value of α. Note that (4) is valid for the
heavily-loaded queue. It is remarked in [28] that under heavy-
traffic conditions, approximating the fragment sojourn times
through the non-heavily-loaded queue using an exponential
distribution has only a negligible effect on the mean sojourn
time. Hence, the marginal distribution for the sojourn time
T α
i (τi) at the ith queue for which ξi ̸= ξ can also be

approximated as:

P
(
T α
i (τi) > t

)
≈ exp

(
−
1 − ξi

τi
t
)

. (5)

As a result, the conditional sojourn time T α(b) of a file of
size B = b is the maximum of two independent exponential
random variables T α

1 (τ1) and T α
2 (τ2) in heavy traffic. The

mean values of the aforementioned exponential random
variables are

E[T α
1 (τ1)] =

αb/c
1 − ξ1

(6)

and

E[T α
2 (τ2)] =

(1 − α)b/(κc)
1 − ξ2

. (7)

Themean of themaximumof two independent and identically
distributed (i.i.d.) exponential random variables with means
1/µ1 and 1/µ2 is given by 1/µ1 + 1/µ2 − 1/(µ1 + µ2) (see
Appendix A in [28]). Since the expectations in (6) and (7)
are linear in b, the unconditioned expectation E[T α] can be
written by replacing b with β = E[B]:

E[T α] =
β

c

(
α

1 − ξ1
+

(1 − α)/κ
1 − ξ2

−
α(1 − α)

(1 − α)(1 − ξ1) + κα(1 − ξ2)

)
. (8)

Finally, substituting the utilizations in (1) and (2) into (8),
we have:

E[T α]

=
β

c

(
α

1 − ρ1 − αϱ0
+

(1 − α)
κ(1 − ρ2) − (1 − α)ϱ0

+
α2

− α

2ϱ0α2 + (−2ϱ0 + ρ1 + κ(1 − ρ2) − 1)α + (1 − ρ1)

)
.

(9)

Note that the expression for E[T α] in (9) is the sum of
three terms: two convex linear fractional functions and
a quasiconvex quadratic-over-quadratic fractional function.
Since the sum of convex and quasiconvex functions is not
necessarily convex [43], we verify the convexity of (9) as
a function of feasible α via numerical analysis. Using the
fact that f (x) is convex if and only if f ′′(x) ≥ 0 for all
x in the domain of f (and the domain of f is a convex
set) [43], we use MATLAB®’s Symbolic Math ToolboxTM

to evaluate the second derivative of the function in (9).
For κ = 1, 2, 3, and 4, we exhaustively evaluate and
check the value of the second derivative over feasible α

values by varying α from 0 to 1 using a step size of
0.01, varying ρ1 and ρ2 from 0 to 0.95 using a step size
of 0.05, and varying ϱ0 from 0 to 1.95 using a step size
of 0.05. The resulting values from the exhaustive check are all
greater than or equal to zero, thus establishing the convexity
of the function. Since the constraint set is convex, the
optimization problem in (3) is convex. Hence, any numerical
optimization algorithm that minimizes the function finds the
global minimum. We employ MATLAB®’s Optimization
ToolboxTM fmincon routine and opt for the Interior Point
Algorithm [43], providing the routine with the gradient of the
objective function in order to havemore accurate results more
efficiently.

B. QUEUEING NETWORK SIMULATIONS
We assess the validity of the analytical approximation
derived in Section II-A by simulating a DC system using
Java Modeling Tools 1.0.3 [44]. Simulation of the setup
shown in Fig. 2 includes a fork point to create two
subtasks for each foreground task (file download). The
subtasks are merged at a join point. In a fork-join system,
a task is considered complete when all of its subtasks
are complete and the task can hence depart the join
point. Throughout, we choose to ignore processing latencies
related to splitting decisions and file merging in order
to focus specifically on delays associated with network
transmissions.

Queueing network simulations are conducted for five
heavy-traffic scenarios and one relatively lighter-traffic
scenario detailed in Table 2. When conducting simulations,
we use a mean file size of β = 0.5 Megabytes and a
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FIGURE 3. Flow-level wireless simulator (FLWS) framework that takes into account elastic traffic parameters and user
locations as well as macroscopic propagation characteristics of wireless channels in macrocells and small cells.

TABLE 2. Simulation scenarios under different load conditions defined
by ϱ0, ρ1, and ρ2.

nominal bit rate of c = 16.8 Mbps.2 File downloads by
the DC user are initiated according to a Poisson process
at a rate of λ0 = 0.4 per second. In our simulations,
service requirements of download fragments are generated
from exponential distributions withmeans calculated to result
in foreground utilizations αϱ0 and (1 − α)ϱ0/κ at the first
and second service stations, respectively. The background
traffic flows at the queues are created similarly, with
Poisson arrivals and exponential service time distributions
resulting in background utilizations ρ1 and ρ2. Sojourn
times of file downloads are collected by the simulation tool.
Each simulation is run until either the half-width of the
95%-confidence interval is no more than 3% of the sample
mean or one million sojourn time samples are collected.

C. FLOW-LEVEL WIRELESS SIMULATIONS
In order to further validate our extended model for realistic
wireless environments, we have implemented a flow-level

2We use some typical values to calculate the downlink capacity of an
LTE BS: 100 Physical Resource Blocks (PRBs), each having 84 Resource
Elements (REs), can be transmitted in 0.5 ms in 20-MHz systems. The
average spectral efficiency of users is assumed to be 1 bit per RE. Different
values of κ account for different spectral efficiencies.

wireless simulator (FLWS) in MATLAB®. Our in-house
simulator takes into account elastic traffic parameters and
user locations as well as macroscopic propagation charac-
teristics of wireless channels in macrocells and small cells.
The implemented simulator framework is illustrated in Fig. 3.
Here, users, whose locations are chosen uniformly randomly
in the macrocell or the small cell, arrive in time according
to a Poisson process, initiate a file download with a size that
is exponentially distributed with mean β = 0.5 Megabytes,
and leave the system. The UE locations and elastic traffic
parameters related to the download request arrival process
and file size distribution are inputs to the dynamic bandwidth
sharing model referred to in Section I-A and implemented in
FLWS. Small cell users that are designated as DC-enabled
can split the file download to use two connections. The
splitting ratio α denotes the fraction of a file to be serviced
by the macrocell BS. The BSs apply round-robin (RR)
scheduling for processing ongoing downloads.3 With RR
scheduling, the rate that can be used for transmission to a user
by a BS in a given transmission time interval (TTI) is obtained
by dividing the achievable bit rate at the user’s location by the
number of ongoing downloads at the BS in that TTI.

Before conducting simulations, FLWS generates path loss
and shadowing maps using a resolution of 1 m × 1 m. These
maps constitute the physical layer wireless parameters used
as additional inputs to FLWS (Fig. 3). The transmission
capacities c and κc of the macrocell and the small cell BSs are
then computed as the harmonic average of the achievable bit
rates at each possible location in the cells as justified in [45].

3RR scheduling treats all active UEs equally and allocates the same
amount of time-frequency resources sequentially to the UEs in every TTI
in a cyclic manner.

140588 VOLUME 11, 2023



J. O. Olaifa, D. Arifler: DC in Heterogeneous Cellular Networks: Analysis of Optimal Splitting

TABLE 3. Flow-level wireless simulator (FLWS) parameters.

In order to compute the achievable bit rate r at a location,
we use a ‘‘modified version’’ of the Shannon formula [46]:

r = ηBWw log2

(
1 +

SINR
ηSINR

)
, (10)

where w is the bandwidth and SINR is the received signal-to-
interference-plus-noise ratio which can be calculated as

SINR =
PRx
N + I

. (11)

In (11), PRx is the power received from the serving BS in the
considered macrocell or small cell, noise power N is defined
as the noise density multiplied by the available bandwidth,
and interference I is the total power received from all BSs
except the serving one operating at the same frequency. The
received power in the absence of small-scale fading effects is
obtained by

PRx(dBm) = PTx(dBm)−L(dB), (12)

where PTx is the transmit power used by a BS and L
is the combined path loss and shadowing. We note that
small-scale fading effects on the received power are not
considered here since such fading processes occur on a much
faster timescale compared to flow-level dynamics considered
in queueing models [27], [45], [47], [48]. Yet, as in the
approaches adopted in [47] and [48], an appropriate function
that maps SINR to achievable bit rate can account for other
physical link-level intricacies of the wireless technology
under consideration. As such, the mapping function in (10)
includes the bandwidth and SINR correction factors, ηBW and
ηSINR, to allow for a better match for abstraction at the system
level of the physical link-level details. We use ηBW = 0.48
and ηSINR = 0.81 as reported in [49] for a 20 MHz-
bandwidth, 2 × 2 Multiple Input Multiple Output (MIMO)
system that uses RR scheduling. The primary parameters
used in FLWS are mostly based on [50] and are tabulated in
Table 3.
We first focus on a default case where we assume that

there are no interfering sources, i.e. I = 0 in (11). The load
conditions in this case are the same as those given in Table 2.
Here, ρ1 and ρ2 correspond to background utilizations of the
macrocell BS and the small cell BS, respectively. It is also
important to consider the influence of various physical layer

parameters on optimal splitting. As such, we next focus on
two extended cases where we assess the effects of changing
the transmit power of the small cell BS or having interfering
sources under the load conditions specified for a selected
scenario, namely Scenario 2:4

1) In the first extended case, we consider the effects of
a ten-fold increase (an increase by 10 dBm) and a ten-fold
decrease (a decrease by 10 dBm) in the transmit power of
the small cell BS with respect to its default value of 20 dBm.
These changes alter the small cell BS capacity κc which can
be calculated via the use of the Shannon formula in (10) and
harmonic averaging as already described. There are still no
interfering sources.
2) In the second extended case, we consider the effects of

having other small cell BSs nearby the small cell of interest.
All the small cell BSs use the same frequency band for
transmission and there is no interference management in the
system. As before, we assume that the macrocell BS operates
at a different transmission frequency band. In this case, we no
longer have I = 0 in (11) due to existence of interferers.
We investigate the effect of having up to three interfering
small cell BSs which are assumed to be actively transmitting
all the time. Each of them is located on the corners of an
equilateral triangle, 20 m from the center of the small cell
whose performance is of interest. Since the focus of our
work is to understand the fundamentals of optimally splitting
file downloads, we resort to using such a relatively simple,
deterministic, and regular deployment scheme for analyzing
the effects of interference on DC performance. Although
small cell BSs are generally deployed in an uncoordinated
manner in reality, which usually requires using stochastic
geometry models for analysis, consideration of deterministic
regular locations has not been uncommon in the literature
[51], [52]. We also assume that the small cell BSs are located
indoors and there is an additional loss (wall attenuation) of
20 dB for signals originating from these interferers [53]. Once
again, these changes alter the small cell BS capacity κc.

4In our analysis of the influence of various physical layer parameters,
we select a relatively lighter-traffic scenario (Scenario 2) to allow for
substantial reductions in the transmission capacity of the small cell BS
without causing a congestion collapse in the network (i.e. an unstable
network).
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FIGURE 4. Mean sojourn times of file downloads with DC as a function of splitting ratio α for different transmission capacity factors κ

of the second service station. Equal background utilizations are considered. (a) Scenario 1: ϱ0 = 0.10, ρ1 = 0.80, ρ2 = 0.80 and
(b) Scenario 2: ϱ0 = 0.10, ρ1 = 0.50, ρ2 = 0.50. The lines correspond to analytical results, whereas the markers correspond
to queueing network simulation results.

TABLE 4. Average relative errors between the analytical approximation
and queueing network simulation results.

TABLE 5. Optimum splitting ratios α∗ obtained via the optimization
routine.

Overall, the FLWS cases described provide an extensive
simulation test bed for further validation of the analytical
approximation presented in Section II-A. We note that all the
physical layer parameters discussed can be subsumed into the
transmission capacities in our flow-level model.

III. RESULTS AND DISCUSSION
A. ASSESSMENT OF THE VALIDITY OF THE ANALYTICAL
APPROXIMATION VIA QUEUEING NETWORK
SIMULATIONS
The mean sojourn times with DC versus the splitting ratio
α obtained with the analytical approximation in (9) and
via queueing network simulations are plotted in Figs. 4
to 6 for the six scenarios given in Table 2. In all these
figures, the lines correspond to analytical results, whereas
the markers correspond to simulation results. Fig. 4 shows

the results for Scenarios 1 and 2 where the parallel queue
stations have equal background utilizations; the results for
heavily-loaded queues (Scenario 1) are shown in Fig. 4(a),
whereas the results for queues with lighter loads (Scenario
2) are shown in Fig. 4(b). Fig. 5 shows the results for
Scenarios 3 and 4, and exhibits the effects of slight asymmetry
in background utilizations on mean sojourn times under
heavy-traffic conditions. Fig. 6, on the other hand, shows
the results for Scenarios 5 and 6 where there is a larger
asymmetry in background utilizations. It can be concluded
that the derived approximation agrees well with queueing
network simulations; the average relative errors between the
approximation and simulation results are tabulated in Table 4
and are all below 5%. The results for Scenario 2 demonstrate
that the approximation can also work well in relatively
lighter-load scenarios as reported in [41]. In addition, the
results for Scenarios 5 and 6 show that the approximation
gives accurate results even when the queues have asymmetric
loads. Figs. 4 to 6 can be used as a guide to evaluate whether
splitting results in lower download times compared to a
strategy that uses a single connection (α = 0 or α = 1). In the
case of service stations with equal background utilizations
(Scenarios 1 and 2) and κ = 1, for instance, one observes
that the delay with optimum α is reduced by ∼ 50% under
heavy-traffic conditions (Fig. 4(a)) and yet by ∼ 33% under
lighter-traffic conditions (Fig. 4(b)) if DC is used as opposed
to using a single connection. Hence, the benefit of DC in this
case is more pronounced for heavy traffic.

The optimum splitting ratios α∗ that are obtained using
MATLAB®’s Optimization ToolboxTM are tabulated in
Table 5. The maximum number of iterations needed for
convergence to a solution is observed to be 20 in the scenarios
considered. It is obvious that consideration of different
transmission capacities of service stations is important
as expected; the optimum splitting ratios are not only

140590 VOLUME 11, 2023



J. O. Olaifa, D. Arifler: DC in Heterogeneous Cellular Networks: Analysis of Optimal Splitting

FIGURE 5. Mean sojourn times of file downloads with DC as a function of splitting ratio α for different transmission capacity
factors κ of the second service station. A slight asymmetry in background utilizations is considered. (a) Scenario 3: ϱ0 = 0.10,
ρ1 = 0.75, ρ2 = 0.85 and (b) Scenario 4: ϱ0 = 0.10, ρ1 = 0.85, ρ2 = 0.75. The lines correspond to analytical results, whereas the
markers correspond to queueing network simulation results.

FIGURE 6. Mean sojourn times of file downloads with DC as a function of splitting ratio α for different transmission capacity factors κ

of the second service station. A large asymmetry in background utilizations is considered. (a) Scenario 5: ϱ0 = 0.10, ρ1 = 0.20,
ρ2 = 0.80 and (b) Scenario 6: ϱ0 = 0.10, ρ1 = 0.80, ρ2 = 0.20. The lines correspond to analytical results, whereas the markers
correspond to queueing network simulation results.

determined by the utilizations but also by the transmission
capacities of service stations. In Scenario 3, for instance,
when the transmission capacities are the same (κ = 1),
a larger fraction of a file (70%) is sent to the first queue with
a lower utilization, whereas when the transmission capacity
of the second service station is larger (κ = 2), a larger
fraction of a file (58%) is sent to the second queue even
though its service station has a higher utilization. Further,
one can see that splitting a file may not always reduce the
mean sojourn time for scenarios with a large asymmetry in
background utilizations; this is illustrated in Scenario 6 where
the transmission capacity and the low background utilization
of the second service station offer an overall advantage over
those of the first one and the entire traffic can be directed to
the second service station. However, looking at the results for

Scenario 5, one can argue that splitting a file does result in
lower download times if one fragment is directed to a service
station with a much higher background utilization but with a
sufficiently compensating transmission capacity.
Overall, the decision to split a file and determination of

the optimum splitting ratio can be based on the utilization
information available from the BSs and achievable spectral
efficiencies. Similarly, deploying a DC architecture for file
downloads should be guided by the long-term congestion
status of BSs and achievable spectral efficiencies.

B. VALIDATION OF THE EXTENDED MODEL VIA
FLOW-LEVEL WIRELESS SIMULATIONS
We first present the results for the default case where the
transmit power of the small cell BS is 20 dBm and there
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FIGURE 7. Mean sojourn times of file downloads with DC as a function of splitting ratio α for the default case. Equal background
utilizations are considered. (a) Scenario 1: ϱ0 = 0.10, ρ1 = 0.80, ρ2 = 0.80 and (b) Scenario 2: ϱ0 = 0.10, ρ1 = 0.50, ρ2 = 0.50. The lines
correspond to analytical results, whereas the markers with error bars correspond to flow-level wireless simulator (FLWS) results. For the
wireless setting considered, the transmission capacity factor is κ = 1.285.

FIGURE 8. Mean sojourn times of file downloads with DC as a function of splitting ratio α for the default case. A slight asymmetry in
background utilizations is considered. (a) Scenario 3: ϱ0 = 0.10, ρ1 = 0.75, ρ2 = 0.85 and (b) Scenario 4: ϱ0 = 0.10, ρ1 = 0.85, ρ2 = 0.75.
The lines correspond to analytical results, whereas the markers with error bars correspond to flow-level wireless simulator (FLWS)
results. For the wireless setting considered, the transmission capacity factor is κ = 1.285.

are no interferers. In this case, the transmission capacities
calculated for the generated path loss and shadowing maps
are c = 150 Mbps and κc = 193 Mbps for the macrocell
and the small cell BSs, respectively (κ = 1.285). The mean
sojourn times with DC versus the splitting ratio α obtained
via FLWS are plotted in Figs. 7 to 9 together with the
results obtained using the analytical approximation in (9)
for the same load conditions given in Table 2. In the
figures, the lines correspond to analytical results, whereas
the markers with error bars correspond to FLWS results.
The FLWS results reported for each scenario are averages
over 20 independent runs, with the error bars representing
95% confidence intervals based on these 20 runs. The
location of the small cell within the macrocell is randomized

in each of the runs in order to obtain results that are
as general as possible and hence not dependent upon the
specific location of the small cell. Each run sweeps the
splitting ratio range from α = 0 to α = 1 with steps
of 0.1. The duration of a simulation for a particular α

in a given run is 500,000 TTIs. It can be concluded that
the analytical approximation accurately captures the delay
performance of DC users in simulations that incorporate
wireless network characteristics. The only scenario in which
there is a slight discrepancy is the case of the lightly
loaded network (Scenario 2) where some analytical results
are not within the confidence intervals shown (Fig. 7(b));
nevertheless, the relative differences between the FLWS and
analytical sojourn times are still less than∼ 10%. The benefit
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FIGURE 9. Mean sojourn times of file downloads with DC as a function of splitting ratio α for the default case. A large asymmetry in
background utilizations is considered. (a) Scenario 5: ϱ0 = 0.10, ρ1 = 0.20, ρ2 = 0.80 and (b) Scenario 6: ϱ0 = 0.10, ρ1 = 0.80, ρ2 = 0.20.
The lines correspond to analytical results, whereas the markers with error bars correspond to flow-level wireless simulator (FLWS)
results. For the wireless setting considered, the transmission capacity factor is κ = 1.285.

FIGURE 10. Mean sojourn times of file downloads with DC as a function of splitting ratio α for the extended cases. The load conditions
are as in Scenario 2: ϱ0 = 0.10, ρ1 = 0.50, ρ2 = 0.50. The results are shown for (a) different small cell BS transmit powers and
(b) different numbers of small cell BS interferers. The lines correspond to analytical results, whereas the markers with error bars
correspond to flow-level wireless simulator (FLWS) results. For the wireless settings considered in (a), the transmission capacity factors
are κ = 1.070 (10 dBm), κ = 1.285 (20 dBm, default), and κ = 1.500 (30 dBm), whereas for the wireless settings considered in (b), the
capacity factors are κ = 1.285 (no interferer, default), κ = 0.729 (1 interferer), κ = 0.635 (2 interferers), and κ = 0.581 (3 interferers).

of file splitting by DC users is particularly pronounced in
heavily loaded symmetric and slightly asymmetric systems
(Figs. 7(a), 8(a), and 8(b)). For instance, in Scenario 3,
the delay is reduced by ∼ 60% if DC with optimum α is
employed as opposed to using a single connection only to
the small cell BS (Fig. 8(a)). One can again observe that
splitting a file may not always reduce the mean sojourn
time significantly for scenarios with a large asymmetry in
background utilizations; in such cases, diverting the entire
file to the macrocell BS (Fig. 9(a)) or maintaining a single
connection to the small cell BS (Fig. 9(b)) will be more
beneficial. As a side note, we point out that if specific
small cell configurations are under investigation, then the

location and size of the small cell are expected to affect
the delay performance and hence the choice of the optimum
splitting ratio. In this case, the DC traffic offloaded to the
macrocell BS will be targeted toward users that are spatially
clustered relative to the macrocell BS and hence have similar
achievable bit rates.

The results obtained for the extended cases under the load
conditions specified for Scenario 2 are shown in Fig. 10.
As before, all the FLWS results reported are averages over
20 independent runs, each with a randomized location of
the small cell within the macrocell. We again observe that
there is an extremely good agreement between the analytical
and FLWS results. The analytical mean sojourn times are
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mostly within the confidence intervals shown; if not, they
differ from the FLWS values by less than ∼ 10%. For the
first extended case where we assess the effects of changing
the transmit power of the small cell BS (Fig. 10(a)), the
transmission capacity factors are κ = 1.070 (10 dBm),
κ = 1.285 (20 dBm, default), and κ = 1.500 (30 dBm).
If the transmit power of the small cell BS is increased from
20 dBm (default) to 30 dBm, theminimummean sojourn time
decreases and this minimum is achieved at a lower α; i.e.
a smaller fragment of a file is transmitted by the macrocell
BS due to a resulting increase in the capacity of the small
cell BS. On the other hand, if the transmit power of the
small cell BS is reduced to 10 dBm, the minimum mean
sojourn time increases and this minimum is now achieved at
a higher α; i.e. a larger fragment of a file is transmitted by
the macrocell BS due to a resulting decrease in the capacity
of the small cell BS. The capacity factors calculated for the
second extended case where we assess the effects of having
interfering sources (Fig. 10(b)) are κ = 1.285 (no interferer,
default), κ = 0.729 (1 interferer), κ = 0.635 (2 interferers),
and κ = 0.581 (3 interferers). We find that the minimum
mean sojourn time increases as the number of interferers
increases from zero to three; the optimum splitting ratios α∗

for achieving these minimum times become larger due to a
resulting decrease in the capacity of the small cell BS exposed
to a greater level of interference. Close agreement between
the analytical and FLWS results in all cases shown in Fig. 10
can be considered as further evidence for the applicability of
our flow-level model to analyze DC performance in realistic
wireless settings.

IV. CONCLUSION
In summary, we have developed an analytical framework
that can be used to determine optimum file splitting ratios
in DC settings by duly accounting for different transmission
capacities and utilizations of BSs. All our analytical results
have been validated via both queueing network and flow-level
wireless simulations. Close agreement between the analytical
and simulation results in all cases points to the applicability
of our flow-level model to analyze DC performance. The
quantitative results demonstrate that DCmay indeed improve
the download performance for elastic file transfers. Most
importantly, our analysis provides a clear indication that
factoring in both different transmission capacities and
utilizations of service stations in the queueingmodel is a must
for accurate determination of optimum splitting ratios.

We expect that the findings reported here will prove
useful in implementation and operation of DC architectures
in recent generations of cellular networks. Future research
may involve a trade-off analysis of performance gain versus
reassembly complexity at a DC user equipment as well as an
evaluation of the time scale at which the determined optimum
splitting ratio remains valid in highly dynamic settings.
Extension of the analysis to statistically non-identical users
with different flow size and rate characteristics or to spatial
clusters of users will naturally be the next step in our

work. Incorporation of non-ideal backhaul link latencies,
consideration of complexity of distributed radio resource
management, flow control in DC models, and validation
against real traffic measurements are also challenges that will
need to be addressed in the future.
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