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ABSTRACT Ocular surface temperature (OST) is affected by changes in eye physiology caused by normal
homeostasis, environmental changes, or systemic and local disease. OST can help a physician diagnose
eye disease with improved accuracy and provide useful information for eye research. This paper presents a
novel system, including novel hardware design and novel algorithms, capable of automatically measuring
and tracking OST from the cornea over any period of time. The system uses an infrared (IR) camera and a
visible (VIS) camera to capture synchronous thermal and visible videos, respectively, from the eye surface.
The frames for each camera video sequence are then registered together (video registration) using two sets
of control points. The points are manually selected on the first pair of timestamped IR/VIS frames and
tracked over all subsequent frames using the Lucas–Kanade (LK) optical flow algorithm (point tracking).
A mean square error (MSE) of 5.43±2.01 pixels was reported for salient point tracking of the IR video
and 6.81±2.32 pixels for tracking of the VIS video. Overall MSE for registration was 5.03 ±1.82 pixels.
The corneal area was segmented in the VIS images and localized on the IR images using the semantic
segmentation method (corneal segmentation). A mean Intersection over Union (IoU) of 94.6% was found,
representing the accuracy of corneal segmentation. A system for measuring and tracking eye surface
temperature over time was developed. The system is able to localize the cornea on both VIS and IR images,
and report temperature profiles of the cornea over the period of measurement. Experimental results show
that the system can work as a tool for measuring and tracking OST over time.

INDEX TERMS Dual camera imaging system, eye temperature, ocular semantic segmentation, ocular
surface temperature, thermal imaging.

I. INTRODUCTION
Human body temperature is a health biomarker. Tempera-
ture measurement is used to investigate physiological and
pathological changes in the human body. For example,
a raised body temperature could be a sign of infection
or inflammation. Different methods are used to measure
body temperature [1]. Among these methods, thermography
is attractive because it is non-invasive (no temperature
alteration), fast, and can show temperature distribution over
the measurement area [2], [3]. Infrared (IR) thermography
has been used as a non-invasive method of ocular surface
temperature measurement to assist clinicians in diagnosing
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ocular disease [4], [5], [6], [7], [8], [9], [10], [11], [12],
[13], [14], [15], [16], [17]. IR thermography enables the
examination of temperature changes of the whole cornea, or a
specific area, such as the center, inferior or superior cornea
[18], [19], [20], [21]. Mapstone was the first to measure OST
by a non-contact method using a bolometer (thermal detector)
to measure the IR radiation from the surface of the eye [22].
In the 1970s, new cameras with improved IR sensitivity and
magnification (field of view) provided an improved facility
to capture OST, but were hindered by their size and the need
to use liquid nitrogen [20].
Currently, there is no commercial device to measure

and track temperature distribution over the eye surface
in the clinical situation. Instead, researchers are using
available thermal cameras which have limited analysis tools.
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Published studies reporting on the measurement of OST
describe varying methods for analysis of the captured IR
thermography image [23]. The methods for estimation of the
OST can be grouped into two categories: single camera and
dual camera systems that use three methods: manual, semi-
automatic, and automatic.

A single camera system only uses an IR camera, but
localization of the cornea as the region of interest (ROI) is
limited due to the lack of thermal distinction across the ocular
surface. Dual camera systems use a visible (VIS) camera in
combination with the IR camera to assist in locating specific
ROI on the ocular surface. However, current systems do
not synchronize these two video streams and are unable to
accurately locate and track the corneal area in the IR frames
during a measurement sequence. This limits the options for
tracking changes in temperature over time, as well as limiting
the possible analysis of OST across the cornea during the
measurement period.

In amanualmethod, the user selects a single point, multiple
points, or an area in the ROI from which an average OST
is measured [18], [19], [24], [25], [26]. Manual methods,
while simple in their performance, have deficiencies due to
the camera technology – e.g., low thermal resolution and
temporal accuracy, varying degrees of invasiveness – or from
the limitations in data analysis – e.g., they are non-automatic
and require much image post-processing. Researchers have
attempted to improve the measurement by improving the IR
camera capabilities and by implementing image processing
algorithms [27], [28], [29], [30].

Another approach is based on a dual camera system
that uses the VIS image to identify the ROI in the IR
image, and so improve the accuracy of the segmentation
[31], [32], [33], [34]. However, adjusting two cameras to
have the same field of view (FOV) is difficult, and the
resultant images from the two different sources are not
identical in size. Furthermore, images from different sensors
can be affected by many factors, such as pixel size, image
resolution, lens distortion, environment light, distance, angle
of photography, and sensor type. Therefore, working only on
camera installation alignment will not yield data extraction
with a high spatial accuracy. Previous systems were also
unable to detect and remove artefacts in the OST data due
to eye movement and eyelid closure. Lastly, they are not
fully automatic. Therefore, an improved system is required
to measure and track temperature profile reliably over time.

There are challenges in developing such a system,
including: 1. Choice of suitable IR and VIS cameras able
to capture appropriate details of the eye surface; 2. Design
camera mounts to meet system requirements; 3. Synchronize
the two cameras to capture synchronous video files of the
eye surface; 4. Overlay the two video files of the eye
surface such that they have the same coordinates for the
corneal area on corresponding frames; 5. Localise the cornea
automatically on both IR and VIS video files; 6. Detect
and remove artefacts from the video files; 7. Extract and
analyse temperature profile from the IR video. This paper

reports on the development of a system for addressing these
challenges.

II. MATERIALS AND METHODS
The system design depends on two development stages:
hardware design and algorithm development. Figure 1 shows
the whole system design and development process.

FIGURE 1. System diagram showing the different system design and
development steps.

A. SYSTEM DESIGN AND HARDWARE SELECTION
(CHALLENGES 1 AND 2)
A dual camera system consisting of an IR camera and a VIS
camera is optimal for measuring and tracking OST over time.
A Teledyne FLIR IR A655sc IR (thermal) camera (Teledyne
FLIR LLC, Wilsonville, OR, USA) with geranium close-up
lens was chosen to record detailed temperature information
from the eye surface. A FLIR BFS 51S5C-C machine vision
camera (Teledyne FLIR LLC, Wilsonville, OR, USA) with
Fujinon HF12.5SA-1 close-up lens (Fujifilm Corp, Tokyo,
Japan) was selected for the VIS camera. The cameras were
installed on a slit-lamp biomicroscope arm with a custom-
designed camera mount. The camera mount was designed to
allow installation of the cameras side-by-side in front of the
subject eye with minimum differential angle of photography.
The mount was adjustable to change relative position of
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the cameras. With this arrangement, video capture of the
eye surface was possible at different observation angles and
height. Figure 2 shows the camera mount and the whole
system.

FIGURE 2. Mounting arrangement for the system, showing the dual
camera mounting on the slit-lamp biomicroscope arm, and camera
alignment with the subject headrest.

The VIS camera Horizontal FOV (38◦) was adjusted to
match the IR camera Horizontal FOV (5◦). The same image
size (640 × 480 pixels) was chosen for both cameras. The
frame rate was set to 25 fps for both cameras (a frame is
captured every 40ms). Camera shutter synchronization was
aligned via a hardware trigger using the IR camera as primary.
Video recording by the system produced two synchronous
video files that were ready for processing.

B. ALGORITHM DESIGN AND DEVELOPMENT
(CHALLENGES 3 – 7)
To record and process the acquired IR and VIS video files,
a series of algorithms was developed.

1) VIS/IR CAMERA MANAGEMENT ALGORITHM
An algorithm was developed to manage the cameras and
acquire synchronous frames from both cameras with frame
timestamps. The developed algorithm was able to record
individual image sequences from each camera synchronously.
Figure 3 shows the developed software output for the
synchronous video recording. Alignment of synchronization
was determined by comparing frame timestamps and by
visual comparison of side-by-side IR and VIS video frames.

FIGURE 3. Graphical user interface (GUI) for the dual camera
management software showing the software control buttons (top left),
VIS camera feed (left) and IR camera feed (right).

2) VIS/IR IMAGE NORMALIZATION
An image captured by a camera will be affected by the quality
of the camera lens optics and the sensor array regularity.
Image distortion was considered the most important aber-
ration. To correct for these errors in the image sequences
recorded by each camera, the images were pre-processed to
remove the inherent aberrations of each camera in a step
called image normalization in this paper. Several images
of a checkerboard pattern were required to calibrate each
camera (Figure 4). A checkerboard printed on card was not
suitable as it did not produce a strong IR camera image. St-
Laurent et al. [35] demonstrated that aluminium is the best
foundation material since it possesses a low emissivity. Based
on this data, a checkerboard design was produced on a sand-
blasted piece of aluminium. Since the maximum possible
focus distance for the IR camera was 17 cm with a 5◦ FOV,
the checkerboard pattern was printed on a small (8 × 6 cm)
plate.

FIGURE 4. Image normalization target using a checkerboard pattern
printed on a sand-blasted aluminium sheet; VIS camera (left), IR camera
(right).

Using a captured single image for each camera, the camera
parameters were calculated and used to calibrate the cameras.
The re-projection errors were calculated as 0.38 mm and
0.52 mm for the VIS and IR cameras, respectively. The
calculated parameters remain unchanged for future recording
and were used to remove distortion from the recorded video
frames.

3) VIS/IR VIDEO REGISTRATION
In a later step of system development, the VIS imagewas used
to localize the cornea, by using the VIS corneal localization
to identify the corneal area in the IR image. After normalizing
the video files from each camera, each pixel on each VIS
video frame had a matching pixel in the corresponding
IR video frame. However, because of the misalignment of
the two cameras, there were translational and rotational
errors between the two images. Therefore, the video files
were registered to ensure each corresponding pixel had the
same coordinates in all subsequent VIS and IR videos. For
video registration, corresponding frames in each camera vide
sequence were mapped with each other. To do so, a set of
corresponding control points (CPs) was selected on a pair of
corresponding frames at the start of the two video sequences.
The first set of CPs were manually selected on the first VIS
and IR frames. Then, the points were automatically localized
on all subsequent frames using the Lucas and Kanade (LK)
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TABLE 1. Calculated optical flow algorithm error for each camera video
sequence following Lucas and Kanade optical flow algorithm/affine
transformation.

TABLE 2. Mean IOU output from the four tested segmentation models.

[36] optical flow algorithm, and the corresponding CPs on
each set of corresponding frameswere registered usingAffine
transformation. To check system accuracy, six synchronous
video files (VIS/IR) were recorded from the eye surface.
The cameras were set to 25 fps to record a total number
of 250 frames for each video over 10 seconds. After the
pre-processing step, the first images of each video file were
shown side-by-side to select the corresponding CPs on the
first frames and the points were localized on all video frames
using the LK optical flow algorithm. Table 1 shows the
calculated error for point localization of the video files.

After localizing the control points in each frame, the video
files were registered using the point coordinates of the control
points on the visible and thermal frames, using the Affine
image registration algorithm [37]. Any misplacement of the
points in the registration process is known as the fiducial
registration error. The mean fiducial registration error (FRE)
for all of video files was 4.79 ± 1.22 (SD) pixels.

4) VIS CORNEA LOCALIZATION
A key system aim was to extract OST values for the cornea
from each IR video frame. However, IR image formation
is based on the temperature distribution across the ocular
surface and there was no clear boundary that separated
the cornea from the conjunctiva in the IR images. Video
registration of the dual camera system produced an aligned
VIS and IR image. The cornea was localized in the IR image
by using the VIS image to identify and segment the cornea,
and then using the segmented area in the VIS image as a
mask over the IR image to locate the cornea. The limits
of the cornea on the VIS image were found by identifying
the underlying colored iris, since the outer boundary of
iris provided a strong contrasting signal to the neighboring
white sclera. Semantic segmentation was used in to segment
the cornea from the VIS image (Figure 5). Four different
networks (FCN32, SegNet, U-Net, and PSPNet) were trained
and the accuracy of each network compared to choose the best
semantic segmentation method. PSPNet was found to give
the highest accuracy for cornea segmentation using Mean
Intersection of Union (IOU) (Table 2).

5) VIS IMAGE SEGMENTATION ONTO IR IMAGE
Figure 6 shows a sequence of mapped video frames after the
full algorithm implementation. The figure shows extracted

FIGURE 5. Cornea segmentation results of 3 sample images from the
video image database; VIS image (left), VIS image with segmentation
mask (right). The yellow areas show the cornea pixels detected by the
network.

consecutive frames from the video file between two blinks.
The segmented corneal ROI from the thermal image has
been mapped onto the corneal area of the visible image.
The different colors in the thermal images represent different
temperatures across the corneal ROI.

6) VIS BLINK AND EYE MOVEMENT ARTEFACT REMOVAL
When analyzing the VIS video files, artifacts were observed
due to the presence of a blink or eye movement within a
frame. To remove these artifacts, the segmentation network
was used as a blink detection tool.When the iris segmentation
network failed to detect a cornea in the image, the network
could distinguish between blink and non-blink frames and
remove frames containing a blink from the analysis step
(Figure 7). To assess the blink detection algorithm accuracy,
the blink detection output was compared with a manual
review of six IR video files (250 frames) for presence of
blink in the image. The number of incorrectly identified
frames by the blink detection algorithm were noted and
compared to the number of frames detected manually.
An accuracy of 99.4% was determined for algorithm blink
detection. A second artefact, associated with eye movement,
was also addressed by using the corneal segmentation
algorithm in the VIS video sequence. When the cornea was
localized in each VIS frame of the sequence, the cornea
segmentation network predicted the detected corneal area
from the produced segmentation masks. Frames in which
corneal segmentation was <30% were removed from the
analysis. In this way, the corneal area was tracked in both
the visible and thermal video files ensuring that surface tem-
perature was only extracted from the cornea ROI for further
analysis.
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FIGURE 6. Sample frames from a VIS video sequence delimited by two blinks showing mapping of the segmented IR corneal ROI onto the
VIS image. Where no IR image is mapped, no cornea was detected in the VIS frame due to blinking.

FIGURE 7. Predicted masks by the network showing IR video frames in which the subject had blinked.

FIGURE 8. Average temperature (◦C) tracking for the whole corneal ROI over a 10 second period. Recording began immediately after a
blink. Gaps in trace represent non-analyzed frames that were removed due to presence of a blink.

7) TEMPERATURE EXTRACTION
The system was able to extract the temperature profile of the
cornea ROI from the eye surface for further analysis. Figure 8

shows a sample temperature change trace (◦C) produced
for the average temperature tracked over the whole cornea
ROI. Analysis can be made for whole cornea, corneal center,
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superior cornea, inferior cornea, or any selected ROI on the
eye surface.

C. DATASET
A total of 160 images of the eyes of 10 subjects were
captured to produce the dataset used in this project. The
images were taken of each subject’s eye in a controlled
illumination area with their gaze directed straight ahead,
upwards, downwards, to the left, to the right, and with the
eyelid closed. As the total number of images for training
purpose were low, data augmentation was used in the training
step. Augmentation methods used were: translation, warping,
rotation, flipping, re-sizing, color-space shifting, scaling, and
changing contrast.

III. CONCLUSION
OST measurement has the potential to provide useful infor-
mation about ocular surface health. For example, knowledge
of the OST can help a physician to diagnose some eye
diseases with much improved accuracy [4], [5], [6], [7],
[8], [9], [10], [11], [12], [13], [14], [15], [16], [17], [38].
It can also be used for a better understanding of tear film
quality by looking at changes inOST associatedwith tear film
break-up and associated tear evaporation [5], [10]. Current
methods for assessing OST clinically are severely limited.
No commercial systems for assessing OST are available and
researchers have relied on customized instruments. Of the
instruments available, all are designed with either one camera
(IR) or two cameras (one IR and one VIS). The dual camera
systems are designed to use the VIS camera to help overcome
the inherent lack of spatial resolution across the IR image
that makes precise identification of the corneal boundary
difficult. By overlapping the FOV of both cameras, the
corneal boundary in the VIS camera image can be used
to locate the corneal boundary in the IR image. The lack
of spatial resolution in IR cameras has also meant that
researchers must rely onmanual selection of individual points
or ROI on the ocular surface, and to a very restricted set
of options in terms of data analysis. Data analysis typically
means a comparison over time between individual data points
on the ocular surface or between average temperatures within
selected areas on the surface across the ocular surface. When
one considers that the pixel count across the cornea in the
IR image typically exceeds 12000 pixels per frame of a
video sequence, this simplified manual approach inevitably
leads to a huge amount of detail being lost. This paper
reports on the development of a novel system and method
for imaging, segmenting, temporal and spatial tracking, and
analysis of VIS and IR images of the ocular surface and
eye adnexa. The developed system has the ability to locate
the corneal area in the thermogram and consistently measure
from the same location on the ocular surface by tracking and
compensating for any head or eye movements. It can remove
artefacts like blinking and eye movement from the recorded
video files and track reliable OST changes over time. For the
first time, a complete system for imaging the ocular surface,

synchronizing video sequences, segmenting the cornea, and
extracting ocular surface temperature (OST) data from the
eye has been developed. The calculated accuracy in each step
shows that the system has the potential to be used in OST
measurement and tracking.
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