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ABSTRACT Source code authorship attribution is the task of identifying who develops the code based
on learning based on the programmer style. It is one of the critical activities which used extensively in
different aspects such as computer security, computer law, and plagiarism. This paper attempts to investigate
source code authorship attribution by capturing natural language aspects of the code rather than only using
minimal set of syntactic and stylistic code features as explored in the previous literature. It proposes an
evolutionary feature selection model to improve the accuracy of authorship attribution by implementing two
language models (uni-gram and bi-gram). The proposed approach uses K-Nearest Neighbor as a classifier
andGenetic Algorithm as a feature selection technique. Two experiments have been demonstrated on a public
Authorship Attribution dataset on GitHub, the experiments include various evolutionary feature selection
models. Notably, the obtained results in both experiments were compared with the related studies, and show
a significant improvement in terms of accuracy.

INDEX TERMS Evolutionary computation, data mining, feature selection, java, source code, authorship
attribution.

I. INTRODUCTION
Authorship attribution is one of the challenging tasks
explored in the field of Natural Language Processing (NLP).
It aims to identify the author of a given source code among
several known authors [1]. Source code authorship attribution
is the task of deciding who wrote the code by identifying its
attributes and styles. It is used in various problems such as
code plagiarism, software forensics, academia, and copyright.

The associate editor coordinating the review of this manuscript and

approving it for publication was Mauro Tucci .

Several methods of source code authorship attribution have
been proposed as in the studies [2], [3], [4], [5], [6], [7].

In recent times, the issue of software plagiarism has
emerged as a significant concern, and the identification of the
source code’s authorship can play a crucial role in detection.
The process of source code authorship attribution involves
determining the original author of a given source code from a
known group of authors [1]. Apart from combating software
plagiarism, this attribution technique also holds practical
value in resolving authorship disputes, conducting software
forensics, and tracing malicious code code [8], [9], [10].
Consequently, the endeavor to identify source code authors
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based on their unique stylistic features has gained significant
attention.

The SCAP (Source Code Author Profiles) technique was
developed to analyze the authorship of source code [2].
Another version of the SCAP approach was explored for
author identification purposes [4]. The study utilized Java
and C++ programs for its investigation. Self-organizing
maps (SOM) have also been employed to identify the
unknown author’s identity [3]. Research has also explored
the enhancement of code authorship identification through
integrating feature sets and applying information retrieval
ranking techniques or machine classifiers [6].
Moreover, numerous research studies have concentrated

on investigating the identification of authors based on
programming code written in the Java language. Noteworthy
studies [6], [11], [12], [13], [14] have been conducted in
this domain. The authors in the paper [11] used Krsul’s C
metrics for Java and utilized byte-level n-gram profiles to
measure their approach. Also, the authors in the paper [12]
used 18 metrics as histogram distributions from source codes.
The study used these metrics and genetic algorithms (GA)
to identify authors in software forensics. Another study
narrowed down the metrics from eighteen to only four and
used a genetic algorithm to discriminate them [13].
The previous research used a few sets of predetermined

syntactic and stylistic features of Java. Whereas, this paper
aims to deeply explore the Java source code features
from a natural language perspective by covering large
number of source code features. It mainly uses a K-Nearest
Neighbor (KNN) classifier and GA as an evolutionary feature
selection to improve the accuracy of authorship attribution
by considering natural language features that would help
to accurately distinguish the programmers. To validate the
effectiveness of the proposed approach, experiments were
conducted on the Java GitHub dataset.1

The rest of the paper is structured as follows. Section II
examines the literature review. Section III outlines the
research methodology employed. The analysis of results and
discussion is presented in Section IV. Section V delves
into the summary of the research findings. Limitations of
this work are identified in Section VI. Finally, Section VII
concludes the paper and outlines directions for future work.

II. LITERATURE REVIEW
A. BACKGROUND
Multiple NLP and classification techniques are used in
this study such features representation, N-gram, Bag of
words, traditional and evolutionary features selection, and
classification models. This section introduces description for
each of them.

1) BINARY FEATURES
Word bigram features [15] are not that commonly used in text
classification tasks, the most general term is a bag of words.

1https://github.com/buptlearner/authorship_attribution

Probably due to their having mixed and overall limited utility
in topical text classification tasks. This likely reflects that
certain topic keywords are indicative alone. However, adding
bigrams always improved the performance, and often gives
better results. The inclusion of word bigram features gives
consistent gains on sentiment analysis tasks. For example,
using bigrams [16] increases the vector dimension from V
to V2, where V is the vocabulary size. With so many features,
care must be taken to include not simply those that are
relevant by themselves but only those that are jointly relevant
with the rest of the features [17], [18].

2) TERM FREQUENCY (TF) FEATURES
Similar to the BoW method, term frequency [19] is one of
the most popular approaches used in textual manipulation.
It represents the frequency of a specific term in the correlated
part of the text. The frequency is computed by finding the
number of keyword occurrences in a document divided by
the total number of keywords in the whole document.

3) TERM FREQUENCY-INVERSE DOCUMENT FREQUENCY
(TF-IDF) FEATURES
Since Term Frequency represents the highest frequent words
within a document that have the largest weights, some of
these words are insignificant such as the word ‘‘the’’. So, one
of the advanced methods to resolve this issue is to use the
TF-IDF approach which grants the rare words more weight
than the common ones in all documents [20]. TF in TF-IDF
approach is the frequency of a particular word in the current
document, whereas the IDF assesses how rare the keywords
are across all documents.

4) N-GRAMS
N-grams are sequences of adjacent tokens of length n. For
natural language, n-grams have been used for characters,
words, and parts of speech such as nouns, verbs, adjectives,
adverbs, conjunctions, and pronouns. This research mainly
uses two language models to represent the source code
features from a natural language perspective.

5) BAG OF WORDS
Bag of words (BOW) features [21], Bag-of-Words is a textual
form approach used in multiple applications like the machine
learning classifiers [22]. Each type of text such as a sentence,
paragraph, article, or document is treated as a group of
words regardless of the syntactical or semantics dependency.
It presents the existence of words within a particular text.
Bag-of-words features are representations of source code text
that describe the occurrence of source code words within a
source code file [23].

6) TRADITIONAL FILTER-BASED FEATURES SELECTION
The filter methods [24] are generally used for feature
selection. In the filter approach, the features are pre-selected
during the pre-processing procedure with regard to a
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predefined relevance measure which is independent of the
performance of the learning algorithm.

The fast Correlation-Based Filter (FCBF) [25] is a mul-
tivariate feature selection method where the class relevance
and the dependency between each feature pair are considered.
Based on information theory, FCBF uses symmetrical
uncertainty to calculate dependencies of features and class
relevance. FCBF heuristically applies a backward selection
process with a sequential search strategy to remove irrelevant
and redundant features, starting with the complete feature
set. The algorithm stops when there are no features left to
eliminate. FCBF was designed for high-dimensional data and
has been shown to remove irrelevant and redundant features
effectively. However, it fails to consider the interaction
between attributes [26].
Fisher’s score is one of the most widely used supervised

feature selection methods, and the algorithm produces the
ranks of the variables in descending order based on Fisher’s
score. We can choose the appropriate number of features
based on the task or problems.

Information gain (InfoGain) [26] calculates the reduction
in entropy or disorder from the transformation of a dataset.
The InfoGain can be utilized for feature selection by
evaluating the information gained from each feature in the
target or class variable context. The more information gain
value, the more entropy is removed, and the more information
the input features (independent features) carry about the
target variable or class.

The ReliefF method [26] is a feature selection technique
that extends the original Relief algorithm. The original
Relief works by randomly sampling a sample from the
data and then discovering its nearest neighbor from the
same and opposite class. The Relief algorithm is limited
to classification problems with two classes or binary class
problems. ReliefF adds the ability to deal with multiclass
problems and is also more robust and capable of dealing with
incomplete and noisy data. In addition, this method may be
applied in all situations, has a low bias, includes interaction
among features, and may capture local dependencies which
other methods miss.

The chi-square test [26] is a statistical test of independence
to determine the dependency of two features. It calculates the
Chi-square between each feature and the target and selects the
desired number of features with the best Chi-square scores.
The higher Chi-Squared, the more relevant the feature with
respect to class.

7) EVOLUTIONARY FEATURES SELECTION
The genetic algorithm (GA) [27] is a search-based heuristic
algorithm primarily used for natural feature selection. The
GA has a set of candidate solutions that calls it population.
The GA gives the optimal solutions utilizing the survival of
the fittest principle. The generated high-fitness populations
are represented as chromosomes. The chromosomes provide
an acceptable solution to the particular problem. The core

process of genetic algorithms is used to mimic genetic
evolution, in which the genetics of individuals with the
best environmental fit endure through time. The process
begins to generate an initial population (or first generation
of 70 individuals) of individuals (or chromosomes), each of
which has a set of binary genes representing the existence of
the features for evaluation. The fitness value of an individual
is estimated using a classifier in the form of accuracy or other
ML evaluation functions. The fitness function (or objective
function) is used to choose the individuals with high accuracy
values to reproduce in each iteration.

There are several evolutionary feature selection tech-
niques. This study uses four types of them. The grey wolf
optimizer (GWO) [28] is a swarm intelligence optimiza-
tion algorithm that mimics wolf leadership hierarchy and
hunting mechanism. GWO simulates the internal leadership
hierarchy of wolves; thus, in the searching process, three
solutions can thoroughly assess the position of the best
solution. Furthermore, the GWO has a strong exploration
ability, preventing the algorithm from falling into the
local optimum. For the GWO, the proper compromise
between exploration and exploitation ability is very simple
to achieve, so it can effectively solve many complicated
problems.

Salp Swarm Optimizer (SSA) is an efficient meta-heuristic
optimization algorithm that solves various optimization
problems in various research areas. It begins by initializing
a random position population of salps and computes the
fitness value for each; the food source gets the position
of the salp that obtained the best fitness value. The best
position is always kept as the food position; for that, it never
gets lost, although the salps keep exploring and exploiting
the search space. As parameter c1 declines with itera-
tions, the algorithm explores the search space and exploits
it [29].

Harris Hawks Optimizer (HHO) [30] is a swarm
intelligence-based meta-heuristic algorithm that simulates
the behavior of Harris hawks cooperatively foraging and
surrounding prey with multiple strategies. HHO consists
of two phases of exploration and exploitation, switching
between the two phases through the prey escape energy.
As a result, HHO has strong competitive strengths compared
with other swarm intelligence optimization algorithms. HHO
is easy to use because of its simple structure and no
extra parameters except required parameters. Furthermore,
the multiple strategies of HHO in the exploitation phase
improve the algorithm’s local search ability. In addition, HHO
simulates the continuous loss process of the prey escaping
energy and switches between the exploration phase and
exploitation phase based on the value of the prey escape
energy, which fits the optimization process and makes the
algorithm good performance.

8) CLASSIFICATION TECHNIQUES
With respect to this study, three classifiers, namely Bayesian
Network (BN), k Nearest Neighbor (KNN), and Extreme
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Learning Machine (ELM) are applied to compare their
obtained accuracy. The Bayesian Network (Bayes net)
classifier comprises a particular set of features or attributes
and a single class variable [31]. The class variable is generally
a root in the network, and the features are considered
leaves. Unlike the naive Bayesian classifier, the independence
assumption [32] is not considered in the Bayes net. The
KNN classifier is one of the most commonly used classifiers
as it is a simple and effective non-parametric approach for
classification [33]. It has one parameter (K) to identify
the number of selected nearest neighbors [34]. However,
searching for the value of (K) is difficult, especially with
high-dimensional data. Generally, the K parameter in the
KNN classifier is selected empirically. Depending on each
problem domain, various numbers of nearest neighbors are
tested. Ultimately, the parameter with the best accuracy is
chosen to define the classifier as stated in the study [35].
Further, ELM classifier [36] has three parameters of hidden
nodes, i.e., input weights, biases, and output weights. Both
input weights and biases are randomly assigned, while the
simple generalized inverse operation can state the output
weights analytically. The number of hidden nodes required to
be defined. Unlike other traditional classifiers, ELM provides
faster learning speed and better performance with minimum
human intervention.

B. RELATED WORK
Most of the research works in authorship attribution of source
code focused on C/C++, few studies focused on Java source
code [37] and Java repositories are much fewer compared to
C/C++. Many studies [6], [11], [12], [13], [14] proposed
different approaches to accurately identify authors for Java
source code.

Ding and Samadzadeh [11] usedKrsul’s Cmetrics for Java,
which included layout, style, and structure, and utilized byte-
level n-gram profiles to measure their approach. The results
show that 48 metrics were detected as contributing metrics
out of 56 metrics. But, their study lacks to provide a ranking
for all final features. Also, the study conducted by Lange and
Mancoridis [12] found that the study [11] used only scalar
quantity metrics extracted from source codes, their study
formulated 18 metrics as histogram distributions. It used
different code metrics and genetic algorithms to identify
authors in software forensics. Similarly, the study [13] only
selected four metrics (leading spaces, leading tabs, line
length, words per line) out of the 18 metrics in the study [12],
they applied the genetic algorithm to discretize metrics.
But this small feature set is also non-reproducible and did
not give sufficient details to have the final features set.
The experiments were done on 20 authors and over 194
750,000 lines of Java source codes. Moreover, the study [6]
summarized the previous classification techniques for the
above studies by using machine learning and information
retrieval. The study provided 90% and 85% accuracy. Other
studies focused on identifying authors for JavaScript code
instead of Java such as the study [14], which proposed an

approach to extract some structural features from AST and
achieved 85% accuracy for 34 authors.

Several research works focused on exploring authorship
attribution in Java. The studies [38], [39] employed different
ML techniques to identify authors based on using different
sets of features. Both of these studies demonstrated their
approaches on the Java GitHub dataset. The study [38] used
a back propagation neural network based on particle swarm
optimization, it used 19 features. Based on their approach, the
reported experimental achieved an accuracy of 76% by using
stochastic gradient descent (SGD) as a classifier and Abstract
Syntax Tree (AST) as features selection.

Furthermore, in the research conducted by [39], a deep
neural network technique called ICodeNet was utilized
for performing tasks related to source code files at the
file level. ICodeNet combines an encoder based on the
ImageNet-trained VGG (Visual Geometry Group) model
with a shallow neural network.

Some studies [40], [41], [42] proposed using different NLP
classification of text documents, the study [40] used NLP
approach based on Naive Bayes and N-Gram features. The
study [41] used PrimePatNet87 as prime pattern and tunable
q-factor wavelet transform techniques for automated accurate
EEG emotion recognition. Also, the study [42] usedMeniscal
tear and ACL injury as detectionmodel based on AlexNet and
iterative ReliefF.

The previous investigations utilized a minimum set of
Java code features (i.e. 48 or 18), primarily focusing on
some of syntactic and stylistic characteristics which cover
only certain aspects of code. On other hand, this research
aims to deeply explore a comprehensive range of features
that reflect and cover all the parts of the source code as
identifiers, variables, data types, class and method names,
control structures, data structures, reserved word, comments,
and etc. It mainly treats the source code lexicon as regular
natural language text. To improve the accuracy of authorship
attribution models, this study capitalizes on the benefits of
using a Genetic Algorithm (GA) for feature selection and
K-Nearest Neighbors (KNN) as a classifier. It introduces two
language models (uni-gram and bi-gram) along with three
feature representations, namely binary, Term Frequency (TF),
and TermFrequency-InverseDocument Frequency (TF-IDF).

III. MATERIALS AND METHODS
This section provides an overview of the used dataset, the
process of extracting and representing features, the proposed
methodology, and the metrics used for evaluation.

A. DATASET DESCRIPTION
GitHub 2016-Authorship Attribution: The dataset was intro-
duced by [38], the authorship dataset comprises 3,022 Java
files with 40 authors. The minimum file number that an
author contributes is 11, and the maximum is 712. Also,
it has 65,200 Unique tokens and 220,000 unique paths. Also,
the average line length of these Java files is 98.63, ranging
from 16 lines to 11,418 lines. These extracted features form
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a feature line, representing the Java source file belonging to
its corresponding author. and it consists of 40 authors who
wrote 3,022 files. Figure. 1 illustrates the distribution of the
instances among 40 authors (class labels).

B. PROPOSED APPROACH
The proposed approach uses the GA-KNN framework to
reduce the feature space dimension and select the optimal
subset of features, which enhances the performance of the
classification process. It involves utilizing an evolutionary
model to select relevant features, then employing the optimal
feature set in conjunction with K-nearest neighbors (KNN)
for classification. The primary focus of this study is on
authorship attribution, where an evolutionary-based classifi-
cation technique for authorship attribution has been proposed.
Initially, the feature set was extracted from the authorship
dataset, preceded by appropriate data pre-processing. In this
step, 1500 features set (tokens) were extracted.

The dataset needs to be given in a way that is
appropriate for the ML phase. Therefore, extracting and
vectorizing the most essential text features is necessary. The
two-dimensional matrix used to describe the vector space has
rows for the Java files and columns for the features. The
matrix entries represent the weights of the features in their
respective authors.

Subsequently, feature vectors were generated by applying
binary, term frequency (TF), and term frequency-inverse
document frequency (TF-IDF) feature extraction techniques
to all Java files. Furthermore, the process included com-
pleting feature selection using uni-gram and bi-gram lan-
guage models. Based on our experiments, the number of
extracted features in uni-gram and bi-gram models were
39061 and 223664, respectively. Once the relevant features
were identified, traditional machine learning classifiers were
investigated to identify authors. Additionally, evolutionary-
based classification methods were explored in this research
to improve the performance of authorship attribution. The
structure of the research approach used in this study is
illustrated in Figure 2.

1) DATA PREPROCESSING
This paper employs a two-step approach for the pre-
processing task, which holds significant importance in
extracting features.

1) Merging all the Java files for all authors in one
document.

2) Eliminating unnecessary characters [43], This step
includes extra spaces, punctuation marks, etc. which
used in the dataset are meaningless and unnecessary for
our data analysis [44]. Such punctuation does not help
to identify the writing style of the authors.

2) FEATURES EXTRACTION
This step includes uni-gram and bi-grammodels, bothmodels
are described as in the following subsections. We focused on

un-igram and bi-gram rather than tri-gram, because tri-grams
are so sparsely distributed, and in turn it rises the problem
of dimensionality comparing with bi-gram. Moreover, most
of the research as in the study [45] recommended on the
combination of unigrams and bigrams using different feature
selection techniques.

a: UNI-GRAM LANGUAGE MODEL
The input to the proposed detection model is a vector of
unigrams after binary, TF, and TFIDF has been applied,
representing a single document from a user. The token output
is the raw output given by the above method as a vector
of tokens while the n-grams output will generate unigrams,
bigrams, TF, and TF-IDF frequencies of the traversal The
lexical features are generated from the raw source code
including features such as word unigram term frequency,
normalized keyword frequency for each of the common
keywords, these features are used to show a programmer’s
preference for a specific type of keywords. Uni-gram [46],
[47], [48] is usingword uni-gram feature sets as a single-word
token from the source code.

b: BI-GRAM LANGUAGE MODEL
A bigram language model [49] takes advantage of the corre-
lation between the two neighboring words while a unigram
treats each word as independently generated. Experiments
in authorship attribution have shown that bigram language
models can achieve dramatic improvements over simple
unigram models.

Known and unknown texts are represented as vectors
of term weights. We may understand a vector as a set of
attributes and values, regardless of their order or sequence.
Vectors of known texts of the same author are summed
together into the same class. The elements of these vectors,
the terms, are bigrams associated with their frequency of
occurrence, being a bigram [50] in this context a sequence
of two words as they appear in the text. A word is
defined as a sequence of characters between spaces and
the weight is just its frequency of occurrence after the
corpus has been normalized. Bigram model features are
greater than the unigram model for the reason of that the
number of tokens in bi-gram is greater than in uni-gram
since it has two adjacent words rather than having single
words.

This paper considers each word of source code as a single
feature. For instance, the data types, names for the methods,
classes, identifiers, and reserved words are all considered
features. It takes a bag of words from a code file as input,
transforms them into a single numerical vector, and predicts
a probability for each known developer to be the author
of the Java code file. The BoW is used to select the most
1500 frequent words among all extracted features in both
uni-gram and bi-gram models. The GA selects features in a
range from 500 to 1500. The selection criteria are based on
this range and based on the experimental setting.
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FIGURE 1. Data distribution among 40 class labels.

3) FEATURES REPRESENTATION
This paper uses three techniques for feature representation
(binary, TF, and TF-IDF). To preserve inter-token rela-
tions [51]. This paper generates binary, TF, and TF-IDF
vectors using unigrams and bigrams to represent files for the
Java source code. However, due to the combinatorial nature of
n-grams, the number of terms grows quickly with the number
of documents as well as the number of tokens that form an
n-gram.

4) FEATURES SELECTION TECHNIQUES
This paper uses four evolutionary feature selection methods
genetic algorithm, grey wolf optimizer, Salp Swarm Opti-
mizer, and Harris Hawks Optimizer as they described in the
subsection II-A.

5) CLASSIFICATION TECHNIQUES
With respect to this study, three classifiers have used,
namelyBayesianNetwork (BN), KNearest Neighbor (KNN),
and Extreme Learning Machine (ELM). Based on the
comparison, KNN has the highest obtained accuracy. KNN is
a commonly utilized classifier. This choice was made due to
its simplicity and efficacy as a non-parametric classification
approach [33]. It has one parameter (K) to identify the number
of selected nearest neighbors [34] to predict the class labels
of the unknown samples. The value of this parameter has a
significant impact on classification performance. However,
searching for the value of (K) is difficult, especially with
high-dimensional data. Generally, the K parameter in the
KNN classifier is selected empirically. Depending on each
problem domain, various numbers of nearest neighbors are
tested, and the parameter with the best accuracy is chosen to

define the classifier. The description for those classifiers is
given in the subsection II-A.

C. EVALUATION MEASURES
To measure the performance of the proposed model, several
evaluation metrics were used: accuracy, sensitivity, speci-
ficity [52], F-measure, and geometric mean (G-mean) [35],
[53]. The evaluation measures that used in this paper are
shown in the following equations:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

F −Measure =
(2 × Precision× Recall)
(Precision+ Recall)

(2)

Sensitivity/recall = TP/(TP+ FN ) (3)

Specificity = TN/(TN + FP) (4)

precision = TP/(TP+ FP) (5)

G− mean =

√
(precision ∗ recall) (6)

The details descriptions of the used metrics can be found
in the studies [35], [52], [53].

IV. RESULTS AND DISCUSSION
This section clarifies the programming language and tools
used in this research. Also, the parameter settings for
the evolutionary techniques and classification techniques
are discussed. Moreover, it presents and analyzes the
experimental outcomes of different evolutionary models
using uni-gram and bi-gram approaches on multiple dataset
versions, including binary, TF, and TF-IDF, to demonstrate
the algorithm’s evaluated performance. Furthermore, the
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FIGURE 2. The proposed methodology by selecting the most
1500 features.

study compares the proposed model with a filter-based
feature selection method, traditional classification models,
and the performance of other related work.

A. PROGRAMMING LANGUAGE AND TOOLS
The suggested method is implemented using the Matlab
R2019a tool on an Intel(R) Xeon(R) computer running at
2.20 GHz with 64 GB of RAM. The ease of use and
accessibility to supporting toolboxes, including the parallel
toolbox, which accelerates computing, are two benefits of
using Matlab. Additionally, Matlab manages complicated
data for difficult engineering challenges and simulations.
The proposed and the compared approaches are implemented

using the same platform and programming language to get
fair comparisons.

B. SENSITIVITY ANALYSIS AND PARAMETER SETTINGS
The parameters used in the experiments were carefully
established based on the sensitivity analysis. The analysis set
up the population size with different values; these are 10, 20,
30, 50, and 70 search agents. The number of iterations is set
to 100 based on the investigation of the studies [54], [55],
[56], [57]. Figure. 4 shows the results of the measurements
made using various datasets and the size mentioned above
of population parameters. Each dataset used in this study is
randomly split into a training set (70%) and a testing set
(30%) [58]. Since the datasets are multi-class labels with
different distribution ratios, we used a stratified sampling
technique to ensure that the same proportion of each class
label is included in both sets. All algorithms were performed
ten times with a random seed, and the average was used.

FIGURE 3. Comparison of the classification accuracy, Gmean for different
values for K in the KNN classifier.

The most popular classifier using the various datasets in
the UCI repository is KNN. In contrast, the SVM classifier
is frequently employed in intrusion detection systems and
datasets from the medical profession, including those for
diagnosing artery disease and cancer. Therefore, [59] looked
into using the SVM method to show the salient features
under time limitations on medium-sized feature datasets.
The KNN classifier, however, is the most used classifier
and has advantages when employed with high-dimensional
datasets [60]. Various random K values were employed, and
k= 5was eventually selected due to its superior classification
performance when it compared to the other values tested
as in [61] and [62]. Notably, it is worth mentioning that a
majority of prior studies in the literature have also advocated
using the same K value for the K-nearest neighbors (KNN)
classifier. For that, we adopt the KNN classifier as the base
classifier in this work with (k = 5) as indicated in the
studies [60], [63]. In addition, Figure. 3 demonstrates the
sensitivity of using 3 and 5 for the value of K, which proves
the suitability of using the KNN with k = 5.

It is abundantly evident that the population size of
70 produces the highest conduction measure values. For the
remaining experiments, we use this size as a result. The
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FIGURE 4. Sensitivity results over different population size.

parameter settings that will be used in this study are shown
in Table.1. The parameters of the comparison algorithms are
shown in Table.2

C. THE EVOLUTIONARY MODEL’S RESULTS
In this section, we employed several evolutionary algorithms
for selecting the best informative feature sets from the

original 1500 features. We adopt these algorithms; Genetic
Algorithm (GA), Grey Wolf Optimizer (GWO), Salp Swarm
Algorithm (SSA), and Harris Hawk’s Optimizer (HHO) in
the wrapper-based approach. The results of the evolutionary
models based on the uni-gram extracted datasets will be
introduced and analyzed in subsection IV-C1. The bi-gram
results are presented and discussed in subsection IV-C2.
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TABLE 1. List of the used parameters in the experiments.

TABLE 2. The parameter settings of the compared algorithms.

The evolutionary-based feature selection will be applied
to all versions of the dataset; binary, TF, and TF-IDF
versions for both the uni-gram and bi-gram models. This
paper uses Gmean as an evaluation measure for particular
imbalanced data sets, the highest mean results are more
robust in the imbalance dataset more robust classifier. In this
section, we present the evolutionary-based feature selection
to all dataset versions, including binary, TF, and TF-IDF
representations, for both uni-gram and bi-gram models.

1) THE UNI-GRAM RESULTS
Table 3 and Table 4 show obtained classification results
and best fitness values for the uni-gram language model.
Among all the four used evolutionary feature selection
techniques (GA, GWO, SSA, HHO), GA shows superior
accuracy performance in each type of feature. The highest
achieved accuracy of GA was reported as 86.02%, 84.75%,
and 83.69% for Binary, TF, and TF-IDF respectively. The
number of selected features shows a superior reduction rate in
the dataset dimension, whichminimizes the dimension for the
binary version by 50%, 49% for the TF version, and 48% for
the TFIDF version. Additionally, the GA achieves minimum
fitness values during iterations, which proves the GA’s ability
to avoid falling into local optima. In contrast, the GA saves
resources and computations by taking minimum running time
compared with other evolutionary algorithms.

As clearly shown in Fig. 5, the GWO, SSA, and HHOwere
stuck in the local optima region based on their exploration
and exploitation capabilities. In contrast, the GA avoided
falling into local optima by using crossover and mutation
techniques, making the generated solutions more diverse and
covering more positions in the search space. On the other
hand, the nature of the dataset plays an essential role in
the classification process. In the binary model, the data will
be represented in 0’s, and 1’s format, which facilitates the
classification process [64].

FIGURE 5. Convergence curves for the evolutionary models on the
UniGram models.

2) THE BI-GRAM RESULTS
Table 5 and Table 6 show the classification results and the
best fitness values for Bi-gram language model. Like in the
Uni-gram model, GA shows superior accuracy performance
in each type of feature. The highest achieved accuracy of
GA was obtained as 93.72%, 91.37%, and 88.05%, with
687, 723, and 724 selected features for Binary, TF, and
TF-IDF respectively. Similarly, the outcomes show that the
performance of GA with Binary features is better than TF
and TF-IDF. Obviously, the GA has the highest accuracy due
to several reasons. First, GA is efficiently used to determine
the minimal subset of features for which the different classes
are best distinguished during classification [24]. Second,
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TABLE 3. Evolutionary results using UniGram language model.

TABLE 4. Best fitness values, number of selected features, time using UniGram language model.

GA is repetitively performed over multiple generations, and
reproduction is performed to get individuals that are the

best fit for a certain domain, the only individuals with high
fitness will maintain over time. Based on their capacities
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for exploration and exploitation, the GWO, SSA, and HHO
were firmly entrenched in the local optima zone, as is seen
in Fig. 1. In contrast, the GA [65] used crossover and
mutation approaches to increase the diversity of the generated
solutions and widen the coverage of the search space,
preventing it from settling into a local optimum. On the other
hand, the classification process [66] is greatly influenced
by the dataset’s nature. The binary model simplifies the
classification process by representing the data in a format of
0s and 1s.

FIGURE 6. Convergence curves for the evolutionary models on the
BiGram models.

Finally, the Friedman test method was used to statistically
compare each independent run and highlight the significance
of the results that were not produced by chance. The

well-known non-parametric statistical test method known as
Friedman’s test is always employed to assess the performance
levels of algorithms. Also, in order to determinewhether there
is a significant difference between the results of the various
algorithms, Friedman’s test is used [67]. Table. 7 illustrates
the F-test’s ranking for each of the used algorithms in the
adopted data sets. It is clearly shown the GA takes the first
rank. GWO was in second place, while the SSA and HHO
ranked third.

This rank proves that the GA significantly improves the
authorship classification problem comparing with others
evolutionary features selection approaches.

D. COMPARISONS WITH FILTER-BASED FEATURE
SELECTION METHODS
In this subsection, a comparison between the used
wrapper-based FS approach, which is GA, is compared
with the traditional filter-based FS methods. Namely Fast
Correlation Based Filter (fcbf) [68], fisher score (fisher) [69],
information gain (infogain) [70], relief f-based (relief) [71],
and chi-square (chi2) [72]. The conducted accuracy results
are illustrated in Table 8. The top 50 ranked features were
used in this experiment based on analysis of the number of
used features, while the number 50 shows the best results
over these filter methods as illustrated in Figure. 7. As clearly
shown, the GA outperforms all other filter-based methods
regarding classification accuracy for both Uni-gram and
Bi-gram models. These results prove the efficiency of the
wrapper-basedmethods in solving the FS problem. The F-test
ranking results are shown in Table 9. It also shows the GA
placed in the first rank compared with other methods.

E. COMPARISONS WITH TRADITIONAL CLASSIFIERS
Multiple types of traditional classifiers are used in source
code authorship attribution. With respect to this study,
three classifiers, namely Bayesian Network (BN), k Nearest
Neighbor (KNN), and Extreme LearningMachine (ELM) are
applied to compare their obtained accuracy.

To show the strength of the GA with KNN against multi-
class classifiers, Table. 10 shows the conducted results of
comparing the GA-KNN with ELM, KNN, and BN. These
classifiers were used as a multi-class classifier on the used
dataset. The results show the GA’s superior performance in
classifying the source code authorship in the Bi-gram model.
While the Bayse Net performs better in the Uni-gram model.
Here, we should notice that the traditional classifiers use
all feature sets in the dataset, while the GA selects the best
informative set. Table 11 shows the F-test ranks for the
traditional classifiers compared with the GA-KNN. Instead
of the good performance of the Bayse Net on the Uni-gram
model, the GA-KNN still has the first position in the ranking.

F. COMPARISONS WITH RELATED WORKS
To validate the proposed model, this study compares the
performance of our results with other related approaches [38],
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TABLE 5. Evolutionary results using BiGram language model.

TABLE 6. Best fitness values, number of selected features, time using BiGram language model.

[39] as in Table 12. The best-achieved accuracy was
reported at 85.4% and 76% for the studies [38], [39]

respectively. Whereas, the highest accuracy obtained by
the proposed approach has resulted as 86.2% and 93.7%
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FIGURE 7. Comparison of the classification accuracy for different numbers of features in the filter-based methods.

TABLE 7. A summary of the ranking results obtained by applying
Friedman’s test to the evolutionary results.

TABLE 8. A comparison results in terms of classification accuracy using
the evolutionary model and filter-based FS approaches.

TABLE 9. A summary of the ranking results obtained by applying
Friedman’s test to the filter-based results.

for the uni-gram and bi-gram models correspondingly.
Remarkably, the results reflect the significant improvement
of prediction accuracy for source code authorship attribution

TABLE 10. Comparison between the GA-KNN with traditional classifiers
in terms of classification accuracy.

TABLE 11. A summary of the ranking results obtained by applying
Friedman’s test to the results of the traditional classifier.

TABLE 12. Comparison between the related approaches on Java
40 authors dataset.

with reduced fewer source code features. Notably, the
proposed language model outperforms the previous work
for identifying Java programmers within a reasonable spent
time.
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V. SUMMARY
Source code authorship attribution is a challenging task
increasingly being investigated in software engineering
research because of its importance in different domains like
software forensics, software laws, software education, etc.
Particularly, it has significant implications in various aspects
like software plagiarism, malicious code, software attack, etc.
Using features selection significantly impacts classification
accuracy. Therefore, using NLP techniques is very important
to extract different source code features, which would be
extremely helpful in improving the accuracy of identifying
authors.

This study aims to explore the impacts of feature selection
techniques on improving the identification of source code
authorship attribution. Evolutionary algorithms show a supe-
rior performance in solving feature selection optimization
problems. For that, this paper investigates and evaluates
well-known optimizers (GA, GWO, SSA, and HHO) in order
to find the proper well-performed optimizer for the source
code authorship attribution. Three feature representations
(Binary, TF, and TF-IDF) are implemented and assessed for
this purpose, along with the unigram and bigram language
models. After that, the most effective optimizer used in this
experiment. We also assess the adopted optimizer with well-
known filter-based feature selection techniques and with the
traditional classifiers using the entire feature set, and we
compare the results to those reported in the literature to
demonstrate the effectiveness of the evolutionary algorithm
in the wrapper-based approach.

In summary, GA-KNN is adopted in this study since
it performs better than other evolutionary optimization
algorithms. Using the GA-KNN as an evolutionary classifier
significantly surpasses traditional classifiers (KNN, Bays
Net, and ELM) and reduces features to about 700 instead
of using the whole set of features (i.e., 1500 features).
In contrast, the GA-KNN surpasses the work of the kinds
of literature. Based on the obtained results, the study
proves that using evolutionary feature selection techniques
significantly improves the accuracy of authorship attribution
of source code in both uni-gram and bi-gram language
models.

On the other hand, the study shows that some tradi-
tional classifiers outperform the accuracy of the different
utilized standard feature selection. But, generally, the study
concludes that using the overall features set will con-
sume more time and resources, which is not preferred in
ML models.

This research work treats the source code as normal natural
language text. We consider the comment lines along with the
source code lines. The proposed model could open the doors
and channels to extensively explore the source code features
from the natural language side rather than only depending on
few sets of the syntactic and semantic aspects. This work uses
the bag of words to construct the features for both source code
and comments views. This research holds significance in
assessing how different classifiers perform when considering

both traditional and evolutionary features. The adoption of
this proposed model stands to make a substantial contribution
to the field of software engineering, ultimately improving the
accuracy of source code authorship attribution.

VI. LIMITATIONS
We acknowledge that our study has some limitations. First,
as our method allows for both training and attribution at
different types of feature representation, our ground truth was
limited to binary, TF, and TF-IDF. Second, the used dataset
contains only 40 authors in total, we plan in future work to
further investigate other larger data sets.

VII. CONCLUSION AND FUTURE WORK
The identification of the source code’s author is a crucial
task in various fields of software engineering, including
computer security, computer laws, and education. This
research paper proposes an evolutionary model for selecting
features that aim to enhance the accuracy of authorship
attribution. The model introduces two language models
to identify the 1500 most frequent features from a pool
of extracted features. The approach utilizes the K-nearest
neighbors (KNN) classifier and Genetic Algorithm (GA) as
an evolutionary feature selection method. The experimental
results demonstrate a significant improvement in accurately
identifying the programmer responsible for each Java source
code compared to other relevant studies.

One potential avenue for future research involves broad-
ening the scope of this study to include more datasets
related to the attribution of source code authorship, such as
Google Code Jam (GCJ). Also, one of important directions
in future is to use other N-gram approaches such as tri-gram
model. Further, an essential expansion would be creating an
automated tool that aligns with the proposed methodology.
This tool would enable a valuable comparison with exist-
ing source code authorship attribution tools referenced in
previous literature.

VIII. DATA AVAILABILITY
The data are available in a publicly accessible GitHub
repository at https://github.com/xinyu1118/authorship_
attribution/blob/master/40authors.rar
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