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ABSTRACT Tracking-by-detection is a popular paradigm for Multi-Object Tracking (MOT), but the
problems of unstable tracking and frequent ID transitions still occur due to the low illumination, point
light sources, and high dust in the underground coal mine space. In this respect, this paper proposes a
Dark-SORT personnel tracking algorithm for downhole environment characteristics. First, a video image
enhancementmethod is designed to enhance the video image quality and improve the localization accuracy of
the detector for the dim and unevenly distributed light environment in the well. Second, an Adaptive Discrete-
weighted AttentionModule (ADAM) is designed, which consists of an EnhancedDiscrete Channel Attention
(EDCA) module and an Adaptive Discrete Spatial Attention (ADSA) module. EDCA enables the network
to capture richer information at different scales by adaptively processing different channels according to
their importance and feature scales. The ADSA approach enhances the linkage between different locations
within the same region, combines different pooling strategies to highlight important regions, and reduces
the focus on overexposed regions. Finally, the OC-SORT tracking algorithm is introduced to solve the error
accumulation problem based on the motion model and incorporate the appearance feature information to
improve the stability of target tracking.We conducted a comparison test on the self-built datasetMINE-MOT,
and the HOTA, MOTA, DetA, AssA, IDF1, AssRe, and FPS metrics of the Dark-SORT tracking algorithm
based on the YOLOv7 target detection model were 67.4, 92.6, 80.3, 46.8, 61.7, 65.7, and 23, respectively,
which was the best in terms of accuracy and stability of all the models involved in the test.

INDEX TERMS Attention mechanism, computer vision, target detection, target tracking, image
enhancement.

I. INTRODUCTION
The coal mine underground space is narrow and dim, light
distribution is mixed, and the staff needs to work with large
machinery and equipment, making the undercover operation
personnel face many safety risks, such as collision, entrap-
ment, fall, etc. For this reason, it is essential to monitor
and track the activities of underground personnel to issue
warnings about potential safety risks promptly.

The associate editor coordinating the review of this manuscript and

approving it for publication was Alberto Cano .

Early target-tracking algorithms primarily relied on tra-
ditional machine vision techniques, including methods
like template matching and feature-based approaches. For
instance, features like Histogram of Oriented Gradients
(HOG) [1] were employed to describe the target and were
combined with machine learning techniques to facilitate tar-
get tracking. These methods perform well in dealing with
changes in target appearance but are susceptible to back-
ground interference. Accompanied by the progress of deep
learning technology, neural network-based target detection
algorithms realize automatic learning and representation of
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target features by end-to-end training on large-scale datasets,
obtaining better detection results.

An exemplary series of methods, including the R-CNN
[2], [3], [4] family, ushered in a new era in target detection
by harnessing convolutional neural networks. These pioneer-
ing techniques involve feature extraction across candidate
regions, employing classifiers and regressors to ascertain
the target’s class and precise location. The YOLO (Look
Only Once) [5], [6], [7], [8] family divides the image into
grids and predicts the category and location information of
objects within each grid. These end-to-end methods have
good accuracy and real-time performance, promoting further
development of target-tracking algorithms. MOT algorithms
usually contain Tracking-By-Detection (TBD), Joint Detec-
tion and Tracking (JDT), and Joint Detection and Embedding
(JDE) [9] paradigms. TBD is a multi-object tracking method
based on the detector output with high tracking accuracy. JDT
methods combine the detector and the tracker as a whole,
emphasizing the sharing of information between detection
and tracking, which helps to improve the tracking accuracy
but usually requires a more complex neural network archi-
tecture. The JDE approach combines detection and tracking
and feature embedding of targets, emphasizing target iden-
tification and identity association, and is therefore suitable
for scenarios where specific targets need to be identified and
tracked.

Video images from underground coal mines face many
problems, such as dim environments, geographic complex-
ity, uneven exposure, blurred details, and noise, and it is
a challenge for detectors to find targets in these images.
Image enhancement processing and attention mechanisms
are commonly used to solve this challenge. However, the
suddenness of coal safety accidents still needs to consider the
real-time requirements of the algorithms. Image enhancement
algorithms tend to become more complex with the devel-
opment of recent years, both traditional methods [10], [11],
[12] and deep learning methods [13], [14], [15], while images
under normal light cannot be provided for end-to-end training
in coal mines. Moreover, coal mine underground images
are very different from the imaging characteristics of most
scenes, which are characterized by less information in the
high exposure region and lower contrast in the target region.
This may lead to unsatisfactory accuracy enhancement of
ordinary attentionmechanisms. For this reason, it is necessary
to design a video image enhancement processing method
that takes into account the image enhancement effect and
real-time performance and to construct an attention mecha-
nism applicable to the image features of underground coal
mines in order to improve the localization accuracy of the
detector and thus enhance the stability of the target track-
ing algorithm. The following research is carried out in this
paper.

(1) To address the problem of poor imaging quality due to
the dark and uneven distribution of light in the underground
environment of coal mines. First, the image’s brightness
and contrast are enhanced based on the CLAHE algorithm.

Secondly, the HSV spatial transformation is applied to the
improved image, and the improved two-dimensional gamma
function adjusts the regions where the light components are
too strong and weak to achieve illumination balance.

(2) The Adaptive Discrete-weighting Attention Module
(ADAM) design comprises EDCA and ADSA components.
EDCA determines channel importance by employing global
discrete pooling. Convolutional operations and activation
functions derive a one-dimensional weight distribution for
each channel. Subsequently, it designs a separable convolu-
tional module with adaptable scale and depth based on these
weight distributions. This design enables the network to cap-
ture varying information at different scales across different
channels.

On the other hand, ADSA enhances inter-channel con-
nections within the same spatial region. It combines diverse
pooling strategies to fine-tune the network’s attention, mainly
focusing on target regions and reducing overexposure. This
enhancement contributes to improved detection accuracy,
especially in scenarios characterized by dim backgrounds and
low contrast.

(3) A high-performance tracking algorithm based on a
pure motion model is introduced. Combining the Observa-
tion Centered Momentum (OCM) module and Observation
Centered Recovery (OCR) module proposed by OC-SORT,
as well as the introduction of appearance information features
to help reduce the accumulation of errors based on the motion
model and improve the re-identification ability of the tracking
algorithm, which in turn improves the stability of the target
tracking process.

II. RELATED WORK
Bewley et al. [16] proposed to predict the future target posi-
tion using the Kalman filter by weighting the prediction and
detection frames to get the filter value and then tracking
using the Hungarian matching algorithm. The experimental
results show the method has a good tracking effect in an
interference-free environment. Bochinski et al. introduced
a fast Multiple Object Tracking (MOT) system [17] that
correlates neighboring frames based on spatial overlap. This
system is known for its simplicity and computational speed.
However, densely populated scenes with complex object
overlaps may encounter frequent identity (ID) conversion
challenges. Wang [18] et al. proposed a pedestrian tracking
algorithm based on multi-granularity. The pedestrian features
extracted by the neural network are combinedwith basic color
features to determine the results of the tracking algorithm,
and the tracking results are modified according to the target
detection results. Bae and Yoon [19] utilized Linear Dis-
criminant Analysis (LDA) to extract re-recognition features
for the target object. This approach enhances re-recognition
performance and demonstrates greater robustness compared
to alternative algorithms. A bi-directional network GRU was
proposed in [20] to build and retain candidate trajectories
with high confidence in sparse environments based on object
features extracted from CNN and RCNN neural networks.
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FIGURE 1. Image enhancement processing flowchart. (a) is the brightness and contrast adjustment module. (b) is the illumination adjustment
module.

FIGURE 2. (a) Flowchart of the L-CLAHE algorithm. (b) The noise suppression schematic. (c) Schematic diagram of interpolation. (d) Flowchart of
the V-BC process algorithm.

In their study [21], Wojke et al. recombined appearance infor-
mation to enhance feature extraction performance.

Based on this improvement, the algorithm reduces the
number of identity transitions when faced with long-term
occlusion situations. Yu et al. [22] conducted an in-depth
study on high-performance detection based on appearance
features and deep learning. They demonstrated that the pro-
posed methodology consistently yields improved results in
real-time and offline tracking scenarios for Multiple Object
Tracking (MOT). A single-shot multi-object tracking sys-
tem was developed in the literature [23] by improving the
dilation convolution and adding a spatial channel attention
mechanism. The system was evaluated on three commonly
used multi-object tracking datasets and achieved good track-
ing results. In their study, referenced as [24], the authors
enhanced the YOLO network, devised the architecture for
the DeepSORT pedestrian tracking method, and incorporated
the Kalman filter algorithm for precise motion state esti-
mation of pedestrians. The validation results show that the
method reduces pedestrian targets’ leakage and false detec-
tion rates. Literature [25] proposed a novel parallel converter
network architecture and designed transformer-1 module,
transformer-2 module, and feature fusion head (FFH) based

on the attention mechanism to achieve robust visual tracking.
Gu et al. [26] have elaborated a local feature information
association module (LFIA) and a global feature information
fusion module (GFIF) based on the attention mechanism,
which can effectively utilize contextual information and fea-
ture dependencies to enhance feature information. Literature
[27] proposes a multi-feature response map adaptive fusion
strategy that adaptively weights and fuses different features to
solve the tracking failure problem due to occlusion. Literature
[28] has designed a shared encoder dual-pipeline converter
architecture based on a hybrid attention mechanism, which
incorporates a concise tracking prediction network to obtain
an efficient tracking representation. Literature [29] extracted
the motion feature of the tracked target on the time axis and
added this feature to the computation of the cost matrix to
alleviate the tracking instability problem due to occlusion.
In the literature [30], in order to reduce the annotation cost
and ensure the diversity of the selected samples, a multi-
frame collaborative active learning-based method, and a
nearest-neighbor discrimination method are proposed for the
screening of the training samples. The results show that the
method is competitive in terms of tracking accuracy and
speed compared to state-of-the-art trackers.
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FIGURE 3. Comparison of L-CLAHE treatment results and L-component
histograms.

III. MATERIALS AND METHODS
A. IMAGE ENHANCEMENT METHOD
Video surveillance images are characterized by low overall
brightness and contrast as well as a wide range of brightness
due to the distributed light in the well. In this section, a video
image enhancement method with image brightness, contrast
adjustment, and illumination equalization is designed for the
characteristics of underground coal mine images. Its process-
ing flow is shown in Fig. 1.

Step(a) in Fig. 1 is a brightness and contrast enhancement
processing module that uses a limiting contrast adaptive his-
togram equalization method to enhance the overall brightness
and contrast of the image. Step (b) is a light equalization
module that performs light unevenness correction using a
modified two-dimensional gamma function to balance overly
dark and overexposed regions.

Constrained Contrast Adaptive Histogram Equalization
(CLAHE) [31] involves dividing the image into small chunks
and performing histogram equalization on each chunk sepa-
rately to perform local contrast enhancement for each chunk.
The L-CLAHE process is shown in Fig. 2(a), where the
image is first converted to Lab space, the ‘‘L’’ component
corresponds to luminance, the ‘‘a’’ and ‘‘b’’ components
correspond to chromaticity, and then the ‘‘L’’ compo-
nent is processed by the CLAHE method, which avoids
over-enhancement that leads to the loss of noise or local
details. Limiting the contrast is to limit the grayscale distribu-
tion of the image, which can remove the noise generatedwhen
expanding the contrast, and the pixel points of the portion
exceeding the threshold are uniformly distributed to lower
grayscale values, the principle of which is shown in Fig. 2(b).
Adaptive histogram equalization is the interpolation opera-
tion, and the principle of interpolation operation is shown in
Fig. 2(c). In the figure, the histogram, histogram accumula-
tion function, and the corresponding transformation function
are derived for each square, the blue area pixels are obtained
by bilinear interpolation with the transformation function
of its four neighbors, the green area pixels are obtained by
linear interpolationwith the transformation function of its two
neighbors, and the red area pixels are obtained by adopting
its transformation function. Fig. 3 presents the outcomes of
L-CLAHE processing, showcasing a notable enhancement

FIGURE 4. Comparison of V-BC processing results and V-component
histograms.

in both brightness and contrast in the output image when
compared to the input image, all while maintaining minimal
noise interference.

The V-BC processing flow is shown in Fig. 2(d). First,
the measures of HSV spatial conversion can separate the
hue component H, saturation component S, and luminance
component V and extract the luminance component V with
the help of the multi-scale Gaussian function G(x, y). The
expression is:

G(x, y) = λ exp
(

−
x2 + y2

c2

)
(1)

where c is the scale parameter, and λ is the normalization
factor. G(x, y) can be realized by adjusting c and the weight-
ing coefficient to extract the optical component V. The final
expression of the optical component estimate is obtained as:

I (x, y) =

M∑
k=1

ωk [L(x, y)Gk (x, y)] (2)

where I (x, y) is the estimated value of the illumination
component; L(x, y) is the input image, ωk is the weighting
coefficient of the illumination component; k = 1,2,. . . M
is the number of scales, and the weighting coefficient of

the scales satisfies
3∑

k=1
ωk = 1. Secondly, the improved 2D

gamma function is constructed to correct the illumination
component, and finally, the reconstructed image is returned
to the RGB space. The expression of the improved 2D gamma
function is:

V (x, y) = 255
(
L(x, y)
m

)γ 2

(3)

γ =

(
1
2

)m−I (x,y)
m

(4)

where V (x, y) is the corrected luminance value, the illumina-
tion component is I (x, y), γ is the correction parameter, andm
is the luminance mean value of the illumination component.

The results of V-BC processing are shown in Fig. 4. Com-
pared with the input image, the light and dark distribution
of the output image is more uniform, and the dark details
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FIGURE 5. Shallow convolutional network 64-channel output feature map visualization results.

are emphasized. For the sake of the following discussion,
we name this image enhancement method IE.

B. ADAPTIVE DISCRETE-WEIGHTED ATTENTION MODULE
1) LIMITATIONS PROPOSED
The precision of the target detection method serves as a
fundamental pillar for maintaining the continuous and accu-
rate tracking of targets along with reliable ID assignments.
The YOLO series represents a single-stage target detection
algorithm embracing the concept of one-step regression clas-
sification. Notable for its remarkable detection precision,
swift computational performance, and streamlined network
architecture, it has found extensive utility across various
domains, spanning industries, transportation, and medical
applications. In recent years, the YOLO series has been
continuously developed. For example, WANG et al. further
improved the YOLOv7 target detection algorithm based on
the YOLOv5 target detection algorithm, which has been
improved in both accuracy and speed. However, the envi-
ronmental characteristics of dim and point light sources in
underground coal mines are challenging for detectors and
require targeted improvements in the feature extraction capa-
bilities of the network. Attentional mechanisms have been
shown to be an effectivemeasure. Jie et al. [32] et al. proposed
SENet, which obtains a scalar by global average pooling of
the feature layer as its weighting factor, allowing channels
with a larger number of parameters to be given higher impor-
tance by the network. CBAM [33] incorporates the SENet
channel attention part while adding a new serial spatial atten-
tionmodule. However, for coalmine underground images, the
above algorithm fails to solve the following two problems.

(1) It is known from practice and experience that shal-
low CNNs can usually capture lower-level features such as
edges, textures, and simple shapes. Traditional attention algo-
rithms tend to use global average pooling or global maximum
pooling as the basis for judging the importance of feature
layers; this determination is effective in deep CNNs, but it
can be inaccurate in shallow networks, especially for images
with low contrast and high exposure characteristics. Through

experimental analysis, we visualize the feature layer output
from the 64 channels of the shallow convolutional layer of
the network and perform a global average pooling operation
for each channel. From the experimental results, it can be
seen that Fig. 5(5) is the maximum value of average pooling.
However, there are better solutions among the 64 channels,
both in terms of the portrayal of texture and edge information
and subjective perception.

(2) Dark ambient point light sources form an overexposed
region characterized by high contrast at the edges and low
information content at the center. By visualizing the feature
maps of the 64-channel output of the convolutional network,
we find that the network pays particular attention to this over-
exposed region, which is expressed by the fact that most of the
channels have more texture and edge information portrayed
in this region, but in fact, this region is not the target region.
Although the target region is more informative the overall
contrast is low, through Fig. 5, we find that the convolutional
network pays less attention to the target region, which is
expressed by the fact that most of the channels do not even
have texture and edge information for this region.

Typically, features represented by channels with higher
information content may contain significant edge and texture
information, while channels with lower information con-
tent may present smoother and more homogeneous features.
According to Shannon’s theorem, information entropy is a
concept that measures the amount of information in a system,
and the more chaotic the distribution of pixel values, the more
information a feature layer contains. Therefore, we can use
the information entropy as a criterion for determining the
importance of the feature map, the formula of which is shown
below:

H (X ) = −

∑
i
p(xi)log2(p(xi)) (5)

where p(xi) is the probability of xi appearing. While the
operation of information entropy is more complex, which
has a greater impact on the real-time nature of the network,
the standard deviation is also an indicator for evaluating the
degree of system fluctuations, and the calculation is relatively
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FIGURE 6. EDCA module structure diagram.

FIGURE 7. SAD Conv module structure diagram.

simple, for this reason, we introduced Global Discrete Pool-
ing (GDP). Its expression is:

S(x)i,j =

√√√√ 1
k2

k−1∑
m=0

k−1∑
n=0

(
xis+m,js+n − A(x)i,j

)2 (6)

where S(x)i,j denotes the local discrete pooling at feature
maps (i, j),A(x)i.j denotes the local mean pooling at feature
maps (i, j), xis+m,js+n is the corresponding position of the
input feature maps, k denotes the window size of pooling,
and s denotes the step size of pooling. Using this method
for global discrete pooling of the 64-channel convolutional
output layer, we obtain the results shown in Fig. 5(37), which
better highlights some texture and edge details of the scene
and contains richer information.

2) DESIGN OF ADAM ATTENTION MECHANISM
ADAM is designed in this section for such image features
and the above experimental results. This attention module
consists of an Enhanced Discrete Channel Attention (EDCA)
module and an Adaptive Discrete Spatial Attention (ADSA)
module in series. The main idea of EDCA is to guide the con-
volutional neural network to apply the channels’ information
more efficiently to improve the feature extraction capability
of the convolutional neural network in the target detection
task in low-light scenes. The module measures the impor-
tance of each channel in the task by analyzing the degree of
discrete elements within the channel and, in combinationwith
depth-separable convolution, automatically adjusts the size of
the convolutional kernel according to the degree of impor-
tance of the channel, thus optimizing the feature extraction

process. The structure of the EDCA channel-attention mech-
anism is shown in Fig. 6.

The channel attentionmechanism evaluates the importance
of each channel of the feature map using a global discrete
pooling approach, learns the relative importance of different
channels through a convolutional layer, and obtains a weight
distribution between them via an activation function. Com-
bining weight distribution and depth-separable convolution
[34], we designed the Scale-AdaptiveDepthwise Convolution
(SAD Conv) module with the structure shown in Fig. 7.
This module combines the weight distribution to configure
different sizes of convolution kernels for different channels so
that the network can adapt to features at different scales and
capture beneficial feature information at various scales more
finely. Finally, the weight distribution is multiplied with the
output of the SAD Conv module in a multiplication operation
to obtain the empowered feature map. The formula for the
EDCA operation is shown below:

EDCA(x) = sigmoid(Conv1×1(GDP(x))

× SADConv(x) (7)

Based on the clustering of the weight distribution, the
SAD Conv module adaptively divides the channels into four
parts and assigns four different scales of convolution kernels
1 × 1, 3 × 3, 5 × 5, and 7 × 7 respectively. Accordingly, the
channels with lower information content use more delicate
convolution methods to extract more detailed features, while
the channels with higher information content use more coarse
convolution methods to extract the overall features. The size
of the feature map is kept constant by adjusting the step size
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FIGURE 8. Adaptive discrete pooling weighted spatial attention mechanism architecture diagram.

FIGURE 9. Network structure of YOLOv7 feature extraction layer with added ADAM module.

and padding, and the channels are finally combined by point-
by-point convolution. EDCA allows different channels to be
personalized according to their importance and feature scales,
thus enabling the network to capture richer information at
different scales.

ADSA is a spatial attention mechanism based on adaptive
discrete pooling weighting, which is designed to enhance the
deep learning network’s ability to attend to and recognize
the target region under conditions such as dim background,
exposure, and low contrast. The structure of ADSA is shown
in Fig. 8.

This attention module performs local discrete pooling
on the input feature map and adaptively adjusts the subse-
quent pooling strategy according to the local discrete pooling
values, using different local pooling methods for different
regions. Compared with the traditional algorithm based on a
single pixel at the same location in different channels, ADSA
enhances the connection between different locations in the
same region, combines discrete pooling and uniform pooling
to differentiate between overexposed bright and dark regions,
and gives different pooling strategies to highlight or reduce
the weight of a specific region, to enhance the network’s
attention to the region with high information content and
low contrast, and to reduce the network’s attention to the
overexposed region. The expression for F(x) is:

F(x)=


GMPki,j+GAP

k
i,j, Si,j>GDP; Ai,j<GAP

GAPki,j, Si,j>GDP; Ai,j>GAP

GMPki,j, Si,j<GDP; Ai,j<GAP

GDPki,j, Si,j<GDP; Ai,j>GAP

(8)

where GMPki,j, GAP
k
i,j, GDP

k
i,j denote global maximum pool-

ing, global average pooling, and global discrete pooling for

the region of size k × k at (i, j) respectively. Si,j, Ai,j are
local discrete pooling and local uniform pooling, respectively.
GDP and GAP are global discrete pooling and global aver-
age pooling for feature maps, respectively. By doing so, the
advantages of different pooling methods can be fully utilized.
From Eq. 8, it can be seen that for the region of Si,j >

GDP;Ai,j < GAP, which has more texture and edge infor-
mation and lower overall brightness, using global maximum
pooling and global average pooling added together helps to
increase the network’s attention to this region; For regions of
Si,j > GDP;Ai,j > GAP, which have more texture and edge
information and higher overall brightness, the global average
pooling approach helps to preserve the overall correlation
between features. Si,j < GDP;Ai,j < GAP is an over-dark
region that contains less information, and the use of global
maximum pooling helps to enhance the extraction of detailed
features in this region of the network; Si,j < GDP;Ai,j >

GAP region has a low degree of discretization relative to the
full map but has a high luminance, which is an overexposed
region that contains less information, and the use of global
discrete pooling helps to diminish the attention of this region
of the network.

ADAM can provide more accurate and robust process-
ing of images with dim backgrounds and inconspicuous
target features in tasks such as target tracking and target
detection, improving the performance of deep learning net-
works in complex scenes. In this research, we introduce the
ADAM module into the early layers of the multi-scale fea-
ture extraction network within the YOLOv7 framework. This
inclusion serves the purpose of aiding the model in discerning
and enhancing critical patterns and details within the initial
low-level features. Consequently, it significantly improves
the detector’s accuracy in object localization. For a visual
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FIGURE 10. SOC-SORT structure diagram.

representation of this architectural modification, please refer
to Fig. 9.

C. ADDITIONS AND EXTENSIONS TO OC-SORT
SORT consists of Kalman filtering and Hungarian matching
algorithms and is a widely used tracking algorithm. The prin-
ciple is to linearly distribute the detection frame IoU obtained
by the target detection algorithm and the tracking frame IoU
predicted by the Kalman filtering algorithm into the Hungar-
ian algorithm to correlate the inter-frame ID. Kalman filtering
consists of two main processes: prediction and correction.
In the prediction phase, the filter utilizes the estimate of
the previous state to predict the current state. The prediction
model is as follows:

x̂ ′
k = Ax̂k−1 + Buk (9)

P′
k = APK−1AT + Q (10)

where x̂ ′
k denotes the predicted value at the moment k , A is

the state transfer matrix, x̂k−1 denotes the estimated value
at the moment k − 1, B and uk denote the model system
parameters. P′

k denotes the covariance matrix between the
predicted value and the true value, PK−1 denotes the error
covariance matrix between the filtered value and the true
value at moment k − 1, and Q is the state noise covariance
matrix. As can be seen from eq. 9. the predicted value is
linearly related to the estimated value at the previousmoment,
and such an approach is effective when the frame rate is high.
However, when the detector loses the target, the measure-
ments lost during this period update the combined error of
the Kalman filter parameters in a quadratic manner over time.
Moreover, while detecting the movement of the target can be
approximated as a linear model, using high frame rate video
increases the sensitivity of the system to state noise.

The strategy of OC-SORT [35] is to focus the design phi-
losophy of the tracker on an observation-centered approach
rather than relying solely on state estimation to take full
advantage of the object’s kinematic momentum and incorpo-
rate it into the correlation phase. When a trajectory is inter-
rupted due to loss, an observation-centered re-update (ORU)
method eliminates errors accumulated during the untracked
period. In addition, an observation-centered momentum
(OCM) term is introduced into the correlation cost to enhance
the tracker’s performance further.

In the ORU method, a re-update operation is performed
when the object is not tracked for some time and then detected
again by the detector. This means that we need to know the
object’s trajectory during the untracked period and thus read-
just the Kalman Filter (KF) parameters to reflect the actual
motion more accurately. So, we need to observe the object’s
state at the beginning and the end of the untracked period to
generate the object’s virtual trajectory during the untracked
period. Then, the observed data of the virtual trajectory is
compared with the latest actual observation to update the
parameters of the Kalman filter. This approach allows the
updating process to no longer be affected by errors intro-
duced through virtual updating, thus improving the tracking
accuracy.

The assumption of linear motion of a target requires that
the direction of motion of the target remains consistent. How-
ever, in practice, noise and uncertainty make it impossible to
utilize motion direction consistency accurately. To address
these issues, OC-SORT proposes a method to reduce the
noise in the motion computation using observed data rather
than estimated data (OCM). Since the observation data is
unaffected by the time error amplification problem, it can
be used to calculate the motion direction more accurately.
At the same time, the concept of velocity consistency is
introduced to help with target correlation by adding a velocity
consistency (momentum) term to the cost matrix. Velocity
consistency means that the change in velocity is consistent
between different states of an object, even if the time interval
is large. The associated cost formula for OC-SORT is shown
in equation 11:

C(Ĝ,Z ) = CIOU (Ĝ,Z ) + λCv(Ĝ,Z ,V ) (11)

C(Ĝ,Z ) = ηDM (Ĝ,Z ) + (1 − η)DA(Ĝ,Z )

+ λCv(Ĝ,Z ,V ) (12)

where Ĝ is the estimated state matrix of the target, Z is
the state matrix of the detection, and V is the direction
containing the existing trajectory computed from the two
previous time-difference observations. CIOU calculates the
IoU value between the negative pair (Intersection over Union)
detection frame and the prediction frame. Cv computes the
orientation of the trajectory and the difference in orientation
formed by the historical and new detections of the trajectory,

VOLUME 11, 2023 139429



R. Wang et al.: Dark-SORT: Multi-Person Tracking in Underground Coal Mines

FIGURE 11. Comparative tests of image enhancement algorithms.

and λ is the weighting factor. This method uses the detected
values associated with the trajectory for direction calcu-
lation, which avoids error accumulation in the estimation
state. However, when the target is moving fast or the frame
rate is low, the bounding box overlap between successive
frames may be low or even zero, which creates a challenge
for re-recognition, for this reason, we use the Mahalanobis
distance instead of the IoU and add the appearance infor-
mation into the cost matrix; then, the new association cost
formula is shown in Eq. 12. Mahalanobis distance is a dis-
tance metric based on a covariance matrix that takes into
account the shape and size variations of targets and can
more accurately characterize the similarity between targets
when dealing with situations with uncertainty, overlapping
targets, or nonlinear motion. The visual appearance infor-
mation of a target is usually represented by feature vectors,
which include color histograms, texture features, shape fea-
tures, etc. Cosine distance is a method to measure the angle
between two vectors in vector space that is used to determine
whether their directions are similar or not. By calculating
the cosine distance between target appearance information,
the similarity between different targets can be measured, thus
helping to determine the association relationship between tar-
gets. Where DM and DA calculate the Mahalanobis distance
and appearance cosine distances between the detection and
prediction frames, respectively, and is the weight factor; by
adjusting the weighting coefficients, it is possible to change
the weighting of the Mahalanobis distance and appearance
cosine distances in the cost matrix. In Eq. 12, we set η to
0.6 and λ to 0.2. For the convenience of the following discus-
sion, we name the improved algorithm Supplementary-OC
SORT (SOC-SORT). Its structure is shown in Fig. 10.

IV. RESULTS
A. EXPERIMENTS ENVIRONMENT
The test operating environment is Ubuntu18.04.5 system, the
CPU is Intel Core i7-12700K @5.0GHz; the running mem-
ory is 64GB, and the GPU is NVIDIA GeForce RTX3090
24GB. The software environment is Python 3.6.8, based on
the Pytorch 1.10.0 architecture.

B. DATA DESCRIPTION
The video data used in the experimental part of this paper
were provided by a mining group in Huainan, Anhui
Province. Firstly, the video is processed by frame extraction
to get 10,000 pictures containing operating personnel, and
then the blurred and repeated pictures are screened to get
8,000 pictures. Finally, after frame classification of personnel
by annotation software, the data set is divided according to the
ratio of 7:2:1, and 5600 training sets, 1600 validation sets,
and 800 test sets are obtained to get the data set MINE-TD
used in the personnel detection part of this paper. Based on
the above video data, we produced MINE-MOT, a personnel
tracking dataset suitable for underground coal mines. MINE-
MOT labeled the consecutive frame images with bounding
boxes and categories by automatic annotation, and labeled the
target ID by manual annotation. MINE-MOT contains multi-
ple underground coal mine scenes, four training sequences
and four test sequences, totaling about 4500 frame Images.

C. ANALYSIS OF TEST RESULTS
In order to evaluate the effectiveness of the image enhance-
ment algorithm introduced in this research for enhancing
features within coal mine underground images, a rigorous
comparative analysis is necessary. We selected four images
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TABLE 1. Comparative results of testing image enhancement algorithms on a single image.

TABLE 2. Model training hyperparameter settings.

TABLE 3. Combined test results based on the MINE-TD-test dataset.

of different scenes from the dataset MINE-TD and the current
mainstream algorithms for comparison tests respectively, and
the test results are shown in Fig. 11.

In our experimental setup, we subjected the images to
four distinct image processing methods: Gamma correction
[36], MSRCR [37], AHE [38], and the algorithm proposed
in this paper. Fig. 11 visually showcases the results of these
processes. It is worth noting that while Gamma correction
significantly enhances overall image brightness, it falls short
in providing a well-defined contrast improvement strategy;
MSRCR is an image enhancement algorithm based on the
principle of Multi-Scale Retinex (MSR) [39], where the
introduction of the color recovery mechanism for improv-
ing image performance under different lighting conditions.
However, its high computational complexity and parameter
dependency make it difficult to be applied in real-time pro-
cessing tasks. The AHE algorithm is prone to the problem of

local contrast imbalance when dealing with regions with low
brightness and contrast, which may bring more noise.

In this paper, the algorithm combines the limiting contrast
adaptive histogram equalization and adaptive illumination
adjustment strategies to improve the overall brightness and
contrast of the coal mine underground image while providing
adaptive brightness adjustment for over-darkened and over-
exposed regions. The comparison results of the four images
show that the images are well-balanced in brightness and con-
trast and do not introduce too much noise, which boosts the
subsequent target detection and tracking tasks. Concurrently,
we introduced evaluation metrics such as mean value (MV),
average gradient (AG), mean square error (MSE), luminance
order error (LOE) [40], peak signal-to-noise ratio (PSNR),
and structural similarity index metric (SSIM) to compare the
above algorithms for the test. The experimental results are
shown in Table 1.
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FIGURE 12. AP (0.5) plot obtained based on the combined strategy of Table 3. (a) YOLOv7; (b) YOLOv7+IE; (c) YOLOv7+EDCA; (d) YOLOv7+ADSA;
(e) YOLOv7+ADAM; (f) YOLOv7+ADAM+IE.

FIGURE 13. Based on the training loss map under the combined strategy in Table 3. (a) YOLOv7; (b) YOLOv7+IE; (c) YOLOv7+EDCA; (d) YOLOv7+ADSA;
(e) YOLOv7+ADAM; (f) YOLOv7+ADAM+IE.

Time complexity (TC) is used to reflect the processing
speed of the image enhancement algorithm. From Table 1,
it can be seen that Gamma has the best effect for image
brightness enhancement, but the clarity is not good; the

MSRCR algorithm has more balanced indexes in general but
has higher computational complexity due to its multi-scale
Gaussian filtering operation. IE algorithm is an optimization
algorithm based on AHE, which achieves the best of three
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FIGURE 14. Detection effect of different combinations of algorithms in coal mine underground scene.

indexes with a small amount of increase in time complexity.
Combining subjective visual evaluation and objective index
evaluation, the IE algorithm has certain advantages in the coal
mine underground image enhancement processing task.

We conducted a comprehensive comparative evaluation
using the YOLOv7 target detection network on theMINE-TD
dataset to assess the efficacy of the ADAM module intro-
duced in this article. Detailed information about the test
hyperparameters and the outcomes of the ablation experi-
ments can be found in Table 2 and 3. The precision-recall
curves and loss curves under different combination strate-
gies based on Table 3 are shown in Fig. 12 and Fig. 13,
respectively.

To objectively evaluate the performance of the model,
we introduce evaluationmetrics such as the number of param-
eters (Param), Giga Floating Point Operations per Second
(GFLOPs), the Frame rate Per Second (FPS), and the Average
Precision (AP) to reflect the equilibrium relationship between
the time complexity and the space complexity of different
combination strategies. The parametric quantity is the sum of
all parameters in themodel, which is closely related to the size
of the disk space occupied by the model and can be used to
measure the spatial complexity of themodel. GFLOPs refer to

the billions of floating-point calculations that the model can
accomplish per second, which is used to measure the time
complexity of the model; FPS refers to the number of image
frames that the model can process per second.

We introduced IE in the test set validation phase of the
model training stage and accelerated the image preprocess-
ing based on the IE method using the CUDA module and
parallel computing, which improved the AP (0.5) by 5.48%
compared to the original YOLOv7 without increasing the
model parameters, but at the same time, the IE method lim-
ited the maximum FPS of the model. We split the ADAM
module and performed a combination of experiments, but
of course, the location where they were added to the net-
work remained unchanged. The EDCA module enhances the
feature extraction capability of the network while direct-
ing the network’s attention to channels that contain more
information content, dramatically enhancing the model’s AP
value with a small reduction in FPS. The ADSA module
adaptively adjusts the pooling strategy for both the over-dark
and overexposed regions to highlight the target region, again
achieving a 3% improvement in AP value. TheADSAmodule
adaptively adjusts the pooling strategy for over-dark and
overexposed regions to highlight the target regions and also
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TABLE 4. Results of comparative tests of different algorithms on the MINE-TD-test dataset.

TABLE 5. Results of an ablation study of the MINE-MOT-val set.

achieves a 3.1% increase in AP value. The ADAM module
consists of the EDCA module and ADSA module connected
serially to enhance the early expression of target features
in the shallow network. On the coal mine underground
dataset MINE-TD, the combined YOLOv7+ADAM strategy
obtains an 8.6% improvement in the AP value. The combined
YOLOv7+ADAM strategy combined with the IE method
has a significant advantage over the original YOLOv7, even
though the FPS is limited to 41 f/s. but the AP value is
92.41%, which is a significant advantage over the original
YOLOv7.

To visualize the advanced detection effect of different
combination algorithms, we conducted detection tests on
four different scenarios of coal mines underground, and the
detection effect is shown in Fig. 14.
As can be seen from the row of Fig. 14(a), for this

dark scene, the IE algorithm effectively improves the over-
all brightness and contrast of the image, so that the target
is separated from the background and thus recognized by
the detector. Benefitting from the enhanced image quality,
the YOLOv7 network, augmented with the ADAM module,
demonstrates an increased capacity to prioritize significant
channels and regions. Consequently, this augmentation con-
tributes to an overall elevation in target confidence levels.
Observing rows (b), (c), and (d) in Fig. 14, it becomes
evident that the detector’s performance experiences signif-
icant improvements across a range of lighting conditions
and light/dark distribution scenarios. This enhancement

TABLE 6. Results of an ablation study of the MOT17-val set.

underscores its versatility and suitability for a variety of
environmental settings.

To demonstrate the superiority of the proposed algorithms
in targeting the task of target detection in underground
coal mine images, we conduct a comparison test of differ-
ent algorithms on the self-constructed dataset MINE-TD.
We introduced single-stage and two-stage target detection
algorithms, including YOLOX [41], YOLOv5x, YOLOv7-x,
Faster-RCNN [4], etc., as well as the YOLOv7 algorithm
inserted with a CBAMmodule, respectively. The experimen-
tal results are shown in Table 4.

We selected the extra-large parameter versions of the
YOLO-X, YOLOv5x, and YOLOv7-x series of models to
obtain higher accuracy. As can be seen from the comparison
tests in Table 4, the attention mechanism can substantially
improve the accuracy of the model with lower model param-
eters, while achieving the advantage of detection speed.
Among all the test results, the YOLOv7+ADAM+IE com-
bination strategy achieves optimal performance in terms of
accuracy.

Although OC-SORT strives to address the limitations
of the Kalman filter-based tracker SORT, i.e., the loss of
tracking accuracy due to low-accuracy detectors, occlusions,
or fast nonlinear motions, the positional accuracy of the
detectors is still the basis for stable tracking by the tracker.
SOC-SORT inherits the overall process of OC-SORT with
the addition of appearance-matching information. In order
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TABLE 7. Comparative experimental results based on the MINE-MOT-test dataset and the MINE-MOT-test dataset enhanced by the IE algorithm (blue
textured section).

TABLE 8. Comparative experimental results based on the MOT17-test
dataset and the MOT17-test dataset enhanced by the IE algorithm (blue
textured section).

to verify the enhancement effect of different combination
strategies on the OC-SORT algorithm, we conducted ablation

experiments (based on the same detector, YOLOv7) on the
datasets MINE-MOT and MOT17 [42], respectively, and the
results are shown in Table 5 and 6.
Our findings indicate that integrating both Image Enhance-

ment (IE) and the ADAMmodule leads to enhanced tracking
algorithm accuracy, while the inclusion of appearance infor-
mation notably improves identity-matching accuracy. For
the convenience of the following discussion, we name the
combination of IE+ADAM+SOC-SORT as Dark-SORT.
We performed comparative tests between the state-of-the-art
tracking algorithms and Dark-SORT on the MINE-MOT and
MOT17 datasets based on the evaluation metrics of HOTA,
MOTA, IDF1, DetA, AssA, AssRe, and FPS (based on the
same detector YOLOv7), respectively.

In addition, considering the generality of the algorithms
and in order to validate the algorithms on a multi-target
tracking dataset, we performed comparative experiments
on MINE-MOT and MOT17 after image enhancement of
all baseline algorithms. The test results are shown in
Table 7 and 8.

The Higher Order Tracking Accuracy (HOTA) metric
serves as a crucial evaluation measure for assessing the
performance of multi-object tracking algorithms. While tra-
ditional tracking evaluationmetrics focus only on the tracking
of a single object, HOTA is more comprehensive as it
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FIGURE 15. Tracking effect graph of Dark-SORT in a real application.

considers both localization and identity assignment accuracy.
The Multi-Object Tracking Accuracy (MOTA) metric is a
widely adopted measure for assessing the performance of
multi-object tracking algorithms. It measures the accuracy
of the tracking system by considering various factors such
as false positives, false negatives, and identity conversion.
Detection-based tracking Accuracy (DetA) offers a holistic
evaluation of tracking accuracy, taking into account both the
critical elements of detection and tracking. AssA is a mea-
sure of association accuracy. IDF1 combines precision and
recall to provide a more comprehensive performance eval-
uation. Association Recall Error (AssRe) measures whether
the tracker is able to correctly associate the tracked tra-
jectory with the real target. For re-identification purposes,
we employed the SBS50 model available in the fast-reid
[50] library. Dark-SORT combines OC-SORT, appearance
information, and the method designed in this paper to solve
the target tracking problem in a dark-light environment.

By analyzing Table 7 and 8, it can be seen that Dark-SORT
accounts for the optimal scores for all metrics in the MINE-
MOT dataset. On MOT17, several indicators are evaluated

optimally, which shows that Dark-SORT can be generalized
to similar problems. As can be seen from Table 8, the
Dark-SORT algorithm has good accuracy and tracking sta-
bility on multi-class object tracking datasets with wide gen-
eralization. The practical application effect of Dark-SORT is
shown in Fig. 15.

V. DISCUSSION
Computer vision, an advanced technology, finds extensive
industrial applications for automating target detection, recog-
nition, and analysis by examining image and video data.
Computer vision plays a pivotal role in the coal indus-
try, particularly in enhancing safety monitoring, optimizing
personnel management, and facilitating efficient accident
response. However, limited by the low light, high dust, and
point light sources in underground coal mines, detection, and
tracking for underground targets in coal mines is still a severe
challenge.

In this paper, we perform an in-depth analysis of the dis-
tinctive features within underground coal mine images while
also reviewing relevant research in the field. The research
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on tracking-by-detection is carried out in terms of image
enhancement, enhanced network feature extraction capabil-
ity, and an improved motion model, respectively, which
is dedicated to improving the accuracy of target detection
and tracking algorithms in underground coal mines. Firstly,
we improve the picture imaging quality by enhancing con-
trast, brightness, and illumination equalization under the
demand of real-time video processing. Secondly, we ana-
lyze the attributes present in underground coal mine images
through the visualization of the network’s output layer.
Additionally, we scrutinize the constraints and shortcom-
ings of existing algorithms; based on this, we have devised
novel enhancement techniques based on discrete pooling and
introduced weighted attention mechanisms to enhance the
network’s feature extraction capabilities. Finally, we intro-
duce OC-SORT and add appearance feature information on
this basis to improve tracking stability and recognition ability.
We performed individual comparison tests for each method,
using the MINE-TD and MINE-MOT datasets to validate the
viability and efficacy of our proposed methods.

The code and models are available at https://github.
com/RWAUST123/DarkSORT-main123.

VI. CONCLUSION
The conclusions were as follows:

• The proposed video image enhancement method applies
to coal mine underground scenes. While considering the
real-time nature of the algorithm, the imaging quality is
improved by adjusting the image brightness, contrast,
and light equalization, which improves the detector’s
accuracy.

• In the coal mine underground scenario, the detection
accuracy of the detector (YOLOv7+ADAM) network
with the addition of the ADAM module is 88.77%,
while the detection accuracy of the YOLOv7 network
is 80.17%. The ADAM module, designed for coal mine
underground scenarios and shallow network feature
expression, has good performance.

• The introduction of the OC-SORT algorithm and the
addition of appearance information as a supplement to
re-identification improves the stability of person track-
ing. Through experiments on the MINE-MOT dataset,
we verify the feasibility and superiority of the whole
algorithm. Through a series of experiments on the
publicly available dataset MOT17, we verify the appli-
cability of the algorithm.

Looking ahead to the next phase of our research, we will
concentrate on tackling the unique challenges the coal mine
operating environment poses. These challenges include low
visibility and difficulty re-identifying personnel due to their
similar attire.
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