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ABSTRACT Spectre attack exploits the vulnerability in speculative execution, an optimization technique
for modern superscalar processors. Among the attack variants, Spectre-BTB and Spectre-RSB are the
most threatening because they allow adversaries to execute arbitrary code in the transient execution
context. However, there are few mitigation techniques for these Spectre variants due to the high degree
of implementation difficulty. In this paper, we propose MicroCFI, a hardware/software co-design approach
to mitigate Spectre-BTB and Spectre-RSB. The main idea of MicroCFI is to enforce control-flow integrity
(CFI) in microarchitectural level of a program’s execution. Specifically, MicroCFI strictly limits possible
forward and backward indirect branch targets predicted by BTB and RSB by imposing CFI properties on
all potential targets. As indirect branches only have destinations to valid targets that satisfy these properties,
MicroCFI significantly reduces the chance of arbitrary code execution in Spectre attacks. We implemented
a prototype of MicroCFI using an LLVM compiler and performed an evaluation on MARSSx86, a simulator
for x86 microarchitectures. The security evaluation shows that MicroCFI reduces the number of available
Spectre gadgets by more than 90%, significantly increasing the complexity of the attack. The performance
evaluation using the SPEC CPU 2017 benchmarks shows that MicroCFI introduces negligible performance
overhead.

INDEX TERMS Spectre, control-flow integrity, microarchitectural attack.

I. INTRODUCTION
Modern processors employ various optimization techniques
such as out-of-order and speculative execution to maximize
instruction-level parallelism. Unfortunately, these optimiza-
tion techniques are prone to microarchitectural attacks [1],
[2], [3], [4], [5], [6], [7], [8]. Spectre [1] is one of the attacks
that exploit a vulnerability in speculative execution, allowing
attackers to leak secret from a victim across a protection-
domain boundary. The vulnerability arises from the fact that
althoughmisspeculation cause no changes in the architecture,
it can leave a trace in microarchitectural components such as
the cache. An attacker exploits this weakness by intentionally
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inducing misspeculation in a victim’s domain, thus encoding
confidential data to the cache. The attacker then uses a cache
covert channel [9], [10], [11] to decode the data. The Spectre
attack has several variants, including Spectre-PHT, Spectre-
BTB, and Spectre-RSB, which differ in the branch prediction
units they exploit [1], [12], [13], [14], [15], [16], [17].

Spectre-BTB and Spectre-RSB attacks differ from
Spectre-PHT in their use of indirect branches instead of
directional branch instructions. Since indirect branches have
no target restrictions, these attacks can result in speculative
arbitrary code execution, causing a more significant security
risk than Spectre-PHT. Despite this higher threat level, most
studies have mainly concentrated on Spectre-PHT [18],
[19], [20], [21], [22], [23], [24], [25], [26], [27], with less
attention paid to mitigating Spectre-BTB and Spectre-RSB
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attacks. This is primarily due to the high complexity in
implementing mitigation techniques. Spectre-BTB (RSB)
attack uses multiple branch targets, making it more difficult
to block potential gadgets compared to Spectre-PHT attacks,
which only utilize direct conditional branches with two
branch targets.

Several security measures are available to prevent
Spectre-BTB and Spectre-RSB attacks. Retpoline [28] and
microcode patches by CPU vendors [29], [30] essentially
avoid or disable the use of vulnerable branch prediction units.
However, these methods significantly reduces processor
performance due to the disabled speculation. Even worse,
a vulnerability has been recently discovered in Retpoline
[31], which can be exploited by Spectre-BTB-like attacks.
Other security solutions [32], [33] aim to mitigate attacks
by creating or modifying the hardware structure, introducing
a high degree of hardware implementation complexity.
In conclusion, current solutions suffer from significant
performance issues and the prohibitive cost of hardware
modifications.

In this paper, we address the issues of previous solutions
and propose MicroCFI, a novel hardware/software co-design
approach to mitigate Spectre-BTB and Spectre-RSB. Our
method employs a CFI protection mechanism within a
microarchitectural context to prevent control-flow hijacking
during speculative execution. Specifically, MicroCFI pre-
vents attackers from finding available Spectre gadgets by
restricting a program’s control flow in the microarchitectural
execution context.

The concept of MicroCFI is based on the observation
of a normal program’s behavior. In the control flow of a
normal program, the target address of forward indirect control
transfer (e.g., jmp and call) will always be the entry point
of a basic block or function. Likewise, the target of backward
indirect control transfer (e.g., ret) is the next instruction of a
call instruction. We refer to the normal forward/backward
indirect control transfer target as a valid target (VT). Our
observation is that any valid speculative execution at indirect
branches transfers the program’s control to VTs. In other
words, transfer to non-VTs (i.e., targets other than VTs)
is not caused by valid speculation, but only by malicious
speculations.

In this light, MicroCFI constrains a program’s execution by
limiting branch targets that are predicted by BTB and RSB to
only VTs. Specifically, MicroCFI implements the restriction
by making all the VTs to be 2n-bytes aligned in the program’s
memory. Such VT’s property is ensured by applying n-bit
masking to the branch target before branching speculatively,
which requires the slight modification of branch prediction
process in the pipeline.

Since any code chunkswith base addresses that are not VTs
cannot be utilized as valid Spectre gadgets, MicroCFI sig-
nificantly reduces the likelihood of successful Spectre-BTB
and Spectre-RSB attacks. Nevertheless, the constraint on VTs
does not imply the removal of all possible Spectre gadgets.
To ensure that no successful attack can occur, we insert

fence instructions in all the remaining exploitable gadgets,
which comes at the expense of introducing some additional
overhead.

The amount of Spectre gadgets eliminated by MicroCFI is
determined by the alignment size (n), which is a configurable
parameter of MicroCFI. Our evaluation shows that 24-byte
alignment (i.e., n = 4) can reduce the available gadgets by
an order of magnitude, effectively mitigating the attack with
a reasonable performance overhead (discussed in detail in
Section V-B).
In order to implement MicroCFI, the processor’s instruc-

tion pipeline process needs to undergo a minor modification
that involves performing bit-masking operations on predicted
addresses in the instruction-fetching unit. This makes it
relatively easy to integrate MicroCFI with existing processor
architectures, with lower complexity compared to previous
hardware-based solutions [28], [29], [30].

We developed a prototype of MicroCFI usingMARSSx86,
a simulator for x86 microarchitecture, and an LLVM com-
piler. To evaluate the performance ofMicroCFI, wemeasured
its memory and execution overhead on the SPEC CPU
2017 benchmark suite [34]. We conducted experiments using
different alignment sizes, including 23, 24, and 25 bytes,
to analyze the performance according to the alignment size.
The results of these experiments showed that MicroCFI
introduces a reasonable performance overhead.

We assessed the security of our approach by measuring
the reduction in the number of Spectre gadgets in various
applications, including OpenSSL, Nginx, and Apache HTTP
servers. Our experimental results show the reduction of more
than 90% in the number of Spectre gadgets in most of
these applications. We also evaluated the runtime overhead
associated with incorporating the fence instruction to
completely disable the remaining gadgets. Our experiments
demonstrate that the fence instruction introduces only
negligible overhead across all alignment sizes. This outcome
is attributed to MicroCFI’s significant reduction of gadgets,
thereby minimizing the necessity for inserting fence
instructions.

In summary, our main contributions are as follows:

• We propose MicroCFI, a novel Spectre-BTB and
Spectre-RSB mitigation technique. It follows a
CFI-based approach and significantly increases the
attack complexity by reducing the number of available
Spectre gadgets.

• We implement and evaluate a prototype of MicroCFI
using the SPEC CPU benchmark suite. Our results
demonstrate that MicroCFI can be implemented with
only a minor hardware modification and introduces a
reasonable performance overhead.

• Weperform a security analysis bymeasuring the number
of available gadgets with different alignment sizes. Our
results demonstrate that MicroCFI provides the best
tradeoff between security and performance when using
a 25-byte alignment.
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TABLE 1. Summary of defense techniques. For Spectre attack, ○ indicates that the technique mitigates the attack. For Functionality of speculation,
○ indicates that the technique preserves the functionality of speculative execution.

The remainder of this paper is organized as follows.
In Section II, we discuss existing defense techniques
for Spectre-BTB and Spectre-RSB in comparison with
MicroCFI. In Section III, we provide background knowledge
regarding Spectre attacks and the proposed mitigation tech-
nique. Section IV presents the details of the main approaches
to MicroCFI. Section V presents the implementation of
MicroCFI and its evaluation results, in terms of performance
and security. Finally, we conclude the study in Section VI.

II. RELATED WORK
The defense techniques for Spectre-RSB and Spectre-BTB
can be broadly classified into hardware- [32], [33] and
software-based techniques [28], [29], [30], [35]. In this
section, we describe the existing defense techniques based on
this classification. Table 1 provides a summary of the defense
techniques, including their basic methodology, the attacks
they attempt to mitigate, and the requirements for hardware
modification.

A. SOFTWARE-BASED PROTECTION
Google proposed Retpoline [28], a protection technique for
Spectre-BTB. The Retpoline transforms a jmp instruction
into a sequence of instructions that ends with a ret
instruction. In this manner, the Retpoline avoids using BTB
for branch prediction, and the attacker cannot produce
malicious speculative execution with BTB poisoning. Unlike
MicroCFI, Retpoline does not mitigate Spectre-RSB. More-
over, it causes significant performance degradation because it
fundamentally disables speculative execution using the BTB.

CPU vendors extended the x86-instruction set [29], [30]
by adding new instructions that control branch prediction
to prevent Spectre-BTB. The first is an indirect branch
restricted specification (IBRS), which puts the processor in
a special mode called IBRS. It prevents privileged branch
instructions from being affected by less-privileged ones. The
second is single-thread indirect branch prediction (STIBP),
which prohibits the sharing of branch predictors between

different threads on the same core. Finally, the indirect branch
predictor barrier (IBPB) flushes the BTB state so that any
code executed prior to the IBPB cannot affect the branch
predictions after the IBPB. These x86 extensions can be
activated via microcode updates and require support from an
operating system and BIOS. Like Retpolines, they provide
only defense against Spectre-BTB. Because they avoid or
restrict speculative execution, they introduce more than four
times the performance overhead [1].

Zhuojia et al. proposed Venkman [35], a software-based
Spectre-mitigation technique. The goal of Venkman is to
constrain all speculative executions at target addresses to
prevent attackers from poisoning BTB and RSB. To this
end, Venkman aligns the target addresses of all the jmp,
call, and ret instructions to ensure that only the aligned
addresses are stored in the BTB and RSB. Then, Venkman
forces indirect branch instructions to jump only to the start
address of the aligned code chunks, which is achieved by
instrumenting bit-masking operations prior to the branch
instructions.

MicroCFI is similar toVenkman in its basic idea, but differs
in the approach that implements the mitigation. Basically,
Venkman is a software-based approach that prohibits the
execution of unaligned binary to prevent BTB and RSB poi-
soning. That is, there are no micro-architectural restrictions
imposed on the addresses stored in BTB, RSB, or predicted
branch target addresses. Assuming the presence of a skilled
attacker who can bypass the alignment check or compromise
the operating system, they could potentially run a malicious
program that does not comply with the aligned binary format,
thereby corrupting BTB and RSB. Nonetheless, MicroCFI
can thwart such advanced attackers by placing stringent
restrictions on the projected addresses within the hardware.

B. HARDWARE-BASED PROTECTION
SpecCFI [32] attempts to mitigate Spectre-BTB and Spectre-
RSB using a CFI mechanism. SpecCFI applies an ID-based
CFI [36], [37], [38] to prevent Spectre-BTB. This technique
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assigns the same ID to both an indirect branch and its valid
targets in the CFG. This guarantees the integrity of the control
flow by checking whether the indirect branch has the same ID
before execution. SpecCFI requires hardware modification;
it adds additional storage to each BTB entry to maintain the
ID of the target address. Furthermore, it requires additional
support from hardware-assisted protection techniques such
as Intel CET or ARM BTI to embed IDs in indirect branch
instructions. To mitigate Spectre-RSB, SpecCFI also applies
a shadow call stack (SCS) that can detect tampering with the
return address. Therefore, a special register that stores a return
address is required through hardware modification.

ConTExT [33] proposed a new type of memory mapping
called non-transient mapping. Memory regions containing
confidential data were annotated with C/C++ directives by
a program developer. The memory region is then assigned
to a non-transient mapping. ConTExT prevents specula-
tive execution in the memory region with non-transient
mapping because the non-transient memory regions are
not accessible during transient execution. For ConTExT
to be effective, non-transient mapping must be guaranteed
not only for the confidential data itself, but also for any
data propagated from the secret. Therefore, to protect
the secret propagated to the register, ConTExT requires
hardwaremodification; it requires an additional bit to identify
whether all registers should be operated with non-transient
mapping.

These hardware-based protection techniques provide
effective and efficient protection against Spectre-RSB and
Spectre-BTB. However, they require additional internal
storage equipment, such as registers and tags, in the
microarchitectural hardware components. Employing such
internal storage is very expensive and causes huge hardware
complexity in microprocessors. On the other hand, MicroCFI
requires no storage but only a bit-masking unit in the instruc-
tion fetching hardware, which causes negligible complexity
compared to previous solutions.

III. BACKGROUND
A. SPECULATIVE EXECUTION
Modern processors utilize a speculative execution technique
to avoid pipeline stalls. This involves predicting and fetching
a branch target in advance, so that instructions at the target
address can be speculatively executed. Successful prediction
provides a considerable performance benefit. However, if the
prediction fails, the pipeline should be flushed, and all
architectural states affected by the speculative execution must
be reverted.

To improve prediction accuracy, processors typically use a
specialized hardware unit called a branch predictor. This unit
keeps a history of successfully executed branches and, based
on this history, predicts the next instruction address when the
fetch process begins.

Branch predictors can be classified according to the type
of branch instructions, as shown in Figure 1. Pattern-history
table (PHT) is used for conditional direct branch instructions,

FIGURE 1. Detail of fetch process including branch prediction.

which keeps track of the previous prediction outcomes
of directional branch instructions. Forward indirect branch
instructions like call and jmp use a branch target buffer
(BTB) for prediction, which stores the addresses of the
most recently executed branch instructions along with their
corresponding branch target addresses. For backward indirect
branch instructions like ret, a return stack buffer (RSB) is
used, which is a stack structure where the return address is
pushed when a call instruction is executed.

B. SPECTRE ATTACKS
Speculative execution has a fundamental design flaw that
allows for microarchitectural side-channel attacks. This vul-
nerability originates from the fact that although mispredicted
speculative execution reverts the affected architectural states
(e.g., registers and memory), microarchitectural states such
as cache remain unchanged. Hence, any data derived from
speculative execution remain in the cache, even if the
execution has been rolled back.

Spectre [1] is a microarchitectural attack that exploits these
vulnerabilities in speculative execution. This attack exploits
the observation that speculative execution may cause the
processor to execute unnecessary instructions. The control
over such speculatively executed instructions is achieved
through the deliberate manipulation of the branch predictor.
The attack proceeds in three steps. In the first step, the
attacker locates gadgets to use for the attack within the
victim program. The attacker can compose the payload by
chaining several gadgets like ROP attack. In the second step,
the attacker poisons the branch predictor, causing the victim
process to execute attacker-chosen gadgets mis-speculatively.
Finally, when these gadgets are speculatively executed and
load the victim’s confidential data into the cache, the attacker
leaks that data through cache covert-channel techniques such
as Flush+Reload.

As aforementioned, to make the victim execute the
attacker-chosen gadgets speculatively, the attacker must
poison a branch predictor, that is, train the branch predictor
to perform misspeculation.

Spectre has multiple variants and are classified according
to the branch predictors they attempt to poison. Table 2
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TABLE 2. Classification of spectre attacks.

presents the Spectre variants and the corresponding branch
predictors.

Spectre-PHT [1] targets the PHT to cause mispredictions
in conditional branch instructions, while Spectre-BTB [1]
targets the BTB to poison the predicted branch target of
the forward indirect branches. In addition, Spectre-RSB [12]
attempts to poison the target address of the return instruction
in the RSB.

C. CONTROL-FLOW INTEGRITY
In software attacks, attackers attempt to hijack the control
flow of a program by manipulating the memory or register
where the branch target addresses are stored. These attacks
cause abnormal control flow, which does not occur during
normal program execution.

Control-flow integrity (CFI)-based protection technique
[36], [39] was designed to mitigate control-flow hijacking
attacks in software. It establishes a policy for a valid indirect
control flow and forces any control flow transfers caused
by indirect branches to follow the policy. Simple but strong
CFI techniques use a control-flow graph (CFG). In general,
control-flow hijacking attacks cause an invalid control flow
over CFG. Therefore, these CFI techniques [36], [40], [41],
[42], [43], [44], [45], [46] can detect violations by checking
whether an indirect branchmoves to a valid target on the CFG
for every execution.

However, applying CFG-based CFI techniques to software
is not trivial, as it may increase the performance overhead
and complexity of software development owing to CFG
calculations. To overcome these limitations, lightweight
CFI-based [47], [48], [49], [50] techniques have been
proposed. Without the use of the CFG, the lightweight
techniques perform verification based on the characteristics
of normal indirect branches. As the lightweight CFI technique
introduces low overhead, it can be easily applied regardless
of the program complexity and has the advantage of being
able to supplement it by combining it with other protection
techniques.

IV. MicroCFI
A. THREAT MODEL
In this study, we consider attackers as follows. Firstly,
we assume that the attacker is able to locate their process
on the same physical core as the victim. The victim could
be running in a different protection domain than the attacker,

such as a different process or a privileged kernel. Secondly,
the attacker can poison the shared BTB or RSB using their
knowledge of the source code or binary of the victim’s
program. This leads the victim to speculatively execute the
attacker’s chosen gadgets.

We do not consider microarchitectural side-channel attacks
[1], [2], [3], [4] other than Spectre-BTB and Spectre-RSB.
That is, our attack model does not include attackers who
deliver Meltdown-type or Spectre-PHT attacks, as several
countermeasures have already been proposed [18], [19],
[20], [21], [22], [23], [24], [25], [51]. It is noteworthy that
MicroCFI is orthogonal to the existing countermeasures and
can be easily integrated with them.

B. MOTIVATION AND OVERVIEW
1) MOTIVATION
Our approach is mainly motivated by that Spectre attacks
lead to abnormal control flow in the speculative execution
of a victim’s program, which would never occur in normal
program execution. This is similar to software-level control
flow hijacking attacks, which can be effectively mitigated by
CFI technique. However, the existing CFI technique cannot
directly mitigate Spectre due to differences in the level at
which control flow violations occur.

We aim to achieve control-flow integrity not only in
software but also in microarchitecture. In particular, we focus
on lightweight coarse-grained CFI techniques to achieve the
goal. In general, existing coarse-grained CFI techniques [47],
[48], [49] are built with the insight that a normal program
execution has the following immutable properties of indirect
branches:

• Indirect call and jump instructions always branch to an
entry of a basic block or a function. In fact, function
entry can be considered as an entry of basic blocks
because functions are composed of basic blocks.

• Return instructions always jump to the instruction right
after a call instruction.

Based on the properties above, coarse-grained CFI techniques
impose restrictions on control-flow transfer driven by indirect
branches. In order to mitigate Spectre-BTB and Spectre-
RSB, these immutable properties must also be satisfied with
speculative executed indirect branches.

2) OVERVIEW
The basic idea of MicroCFI is to ensure the aforementioned
immutable properties for microarchitectural control-flow
transfers predicted using the BTB or RSB. In this paper,
we refer these branch targets that meet the immutable
properties to as valid targets (VT). MicroCFI employs two
methods to implement its control flow integrity mechanism:
(1) code alignment and (2) bit masking. The first method,
code alignment, re-arranges all VTs in the program so that
they are equipped with address-side characteristics, i.e., the
VTs have 2n-byte-aligned addresses in the memory. By doing
so, any speculative control flows must be directed to aligned
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FIGURE 2. Example of 24-byte code alignment.

VTs. The second method, bit masking, involves adding a
bit masking unit to a fetching hardware in the instruction
pipeline. This unit efficiently restricts any speculative indirect
branches to only target the aligned VT by performing n-bit
masking operations on the predicted branch target address.

The combination of these two techniques creates a robust
control flow integrity mechanism at the microarchitecture
level. Specifically, an attacker is restricted to choose valid
gadgets, i.e., gadgets of which the base addresses are aligned
VTs, which are a small fraction of all possible gadgets found
in the program. As a result, it becomes more challenging for
attackers to find available valid gadgets and greatly increases
attack complexity, effectively mitigating Spectre-BTB and
Spectre-RSB.

C. CODE ALIGNMENT
MicroCFI transforms a program into one in which all VTs
in the program code are aligned by 2n bytes. Figure 2 shows
an example of a program transformation with 24-byte code
alignment. Figure 2(a) shows a program to be transformed;
it has four VTs at addresses 0 × 03, 0 × 18, 0 × 31, and
0 × 3d. Figure 2(b) shows the code of the transformed
program consisting of four code chunks at addresses 0 × 10,
0 × 30, 0 × 50, and 0 × 60, all of which are aligned with
24 bytes in the memory.

The code alignment inevitably creates empty spaces
between code chunks in the transformed program. In most
cases, we fill these gaps by just inserting NOP instructions
right after the last instruction of the code chunk. However,
in the case of the code chunk that ends with a call
instruction, we have to take further consideration. That is,
inserting NOPs right after call will result in persistent
misspeculations in the RSB, negatively impacting the perfor-
mance.

This is because the RSB behaves like a software stack.
Suppose that NOPs are appended immediately after the call
instruction, as shown in Figure 3(a). The execution of callq
will push the return address, i.e., the address of the next

instruction (0 × 59 in Figure 3(a)) to both the stack and
RSB. When the subsequent return instruction is fetched, the
processor will consult the RSB to predict the return address.
However, as MicroCFI applies bit-masking to the predicted
address (the detail is described in the next section), the RSB
will consequently present the aligned address (i.e., 0 × 50),
resulting in inconsistency with the return address stored in the
stack. This will lead to misspeculation. Therefore, we have to
address the code chunk ending with a call instruction in a
different manner.

To prevent misspeculation caused by the inconsistency
between the stack and RSB, we insert NOPs prior to the call
instead of padding right after the instruction, as shown in
Figure 3(b). Thismethodmovescallq to a location adjacent
to the desired next instruction located at the aligned address.
In this case, callq pushes the (aligned) return address to
both the stack and the RSB. Therefore, a return address in
the RSB will remain consistent with the stack even after bit
masking is applied, and misspeculation will never occur in
this case.

MicroCFI ensures that all VTs in the transformed program
are aligned with 2n bytes in memory. However, it should
be noted that the alignment of memory addresses to 2n

bytes does not guarantee that all 2n-byte-aligned addresses
are VTs. In fact, there may exist code chunks whose base
addresses are aligned but are not VTs, which creates a
potential avenue for attackers to construct valid gadgets using
these chunks. Even more concerning, there is a risk that
valid gadgets can be constructed using code chunks whose
base addresses are VTs. Therefore, the number of valid
gadgets that can be constructed in a transformed program
is a crucial factor in assessing the security of MicroCFI.
Our experiments with practical applications demonstrate that
MicroCFI significantly reduces the number of valid gadgets
through code alignment, and the specific details of this
analysis are presented in Section V-C.

D. BIT-MASKING ON PREDICTED ADDRESS
Code alignment is achieved by software-based program
transformation. However, relying solely on this approach
is inadequate for enforcing CFI and mitigating Spectre
attacks, as these attacks occur during speculative execution.
To restrict the branch targets of speculative execution to only
aligned VTs, the microarchitecture must include specialized
hardware functionality to guarantee that the BTB and RSB
provide aligned predicted branch target addresses.

To enforce MicroCFI, a simple hardware mechanism is
introduced at the instruction fetch stage. That is, we add a
bit-masking unit that performs n-bit masking on the predicted
branch target addresses provided by the BTB and RSB.
Figure 4 shows the modified fetch stage. When n-bit masking
is applied, only addresses aligned to 2n-byte boundaries are
fetched and utilized for speculative execution.

The bit-masking unit is an effective means of limiting
the attacker’s abilities without any negative impact on the
execution of a program. When a program is transformed
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FIGURE 3. Examples of two alignment schemes for call-preceded instructions.

with code-alignment, only aligned addresses are kept in
the BTB and RSB, as all indirect branch targets in the
program are aligned in memory. Consequently, bit masking
on the predicted address does not affect the branch prediction
performance in the transformed program. In contrast, bit
masking impedes the attacker’s abilities. To carry out
Spectre-BTB (or Spectre-RSB), the attacker must corrupt the
BTB (RSB) with their chosen target addresses. If the attacker
selects a non-aligned address as a target, the bit masking
will result in an aligned but incorrectly predicted address.
Therefore, the attack will fail, and the victim will potentially
execute arbitrary code instead of the desired gadget selected
by the attacker. Additionally, the executed code is treated
as a misprediction and is rolled back, so it has no effect on
program execution.

V. IMPLEMENTATION AND EVALUATION
We implement a prototype of MicroCFI to evaluate its
effectiveness in terms of the performance and security. In this
section, we present our implementation of MicroCFI in detail
and the evaluation results.

A. IMPLEMENTATION
MicroCFI has two requirements of modification in both
software and hardware. First, all VTs in a program must
be aligned to 2n bytes in memory. The code alignment can
be implemented with the aid of the LLVM compiler [52],
a reusable and modular compilation framework. In particular,
we extend the compiler to transform a program such
that all the VTs in the program are aligned. For this
purpose, we use alignment directives for assembly files
generated in a compilation process. The extended LLVM
compiler automatically inserts NOP bytes in the empty spaces
introduced by the code alignment. For the specific case
of a call instruction, as described in Section IV-C, the
compiler inserts NOPs in front of the call instruction to
avoid persistent misspeculation.

FIGURE 4. A pipeline that performs bit-masking on the predicted branch
target address.

The second requirement of MicroCFI is that branch target
addresses predicted via BTB or RSB has to be bit-masked
prior to speculative execution. Therefore, bit-masking must
be included in the branch prediction process, which occurs
in the fetch stage of an instruction pipeline. Unfortunately,
CPU vendors neither allow access to the internals of CPU
microarchitectures nor disclose any implementation details.
Therefore, we decide to implement MicroCFI based on
a processor simulator, instead of using real microproces-
sors. In particular, we use the MARSSx86 simulator [53],
which supports cycle-accurate full-system simulation of
an x86-64 architecture. MARSSx86 provides a simulation
environment with detailed pipeline models including branch
prediction based on PTLsim [54]. We implement MicroCFI
by modifying the branch prediction process implemented
in MARSSx86. The modified MARSSx86 performs a
bit-masking operation on the predicted target address by
referring to BTB and RSB.

There is a limitation to the current implementation of
our MicroCFI prototype. Because MicroCFI modifies CPU
internals to perform bit-masking on predicted addresses, all
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TABLE 3. CPU configuration for the MARSSx86 simulator.

programs running in the MicroCFI-protected system must
have their VTs aligned with 2n bytes to avoid misspecula-
tions. The programs include an operating system, such as
a Linux kernel, and C/C++ standard libraries (e.g., glibc
and libstdc++), which have built environments dedicated to
GCC toolchains [55]. As we use an LLVM compiler, the
current implementation of MicroCFI does not support the
transformation of these types of programs. We would like
to emphasize that this limitation is not due to the inherent
properties of MicroCFI, but due to implementation issues.

B. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the
MicroCFI through experiments. The experiments are con-
ducted using the MARSSx86 simulator [53] running on
Ubuntu 18.04 Linux. For the evaluation, MARSSx86 is
configured to simulate an Intel Skylake processor [56].
Details of the configuration are presented in Table 3.

We run the SPEC CPU 2017 benchmark on the simulator
to measure the performance overhead of MicroCFI. In partic-
ular, we choose 14 benchmark programs among them, which
are written in C/C++ language, and measure the runtime
and memory overhead while running these benchmarks.
To evaluate the performance of MicroCFI with respect to
the alignment size, experiments are conducted by varying the
alignment from 24 to 26 bytes.

1) RUNTIME OVERHEAD
We perform an experiment to evaluate the runtime overhead.
The overall runtime overhead, ROT , is represented by the
following equation:

ROT = ROM + ROA + α. (1)

ROM represents the runtime overhead directly caused by
a bit-masking operation, which is the essential operation of
MicroCFI to enforce indirect branches to jump to aligned
VTs. To evaluate theROM , wemeasure the average number of
executed instructions per clock cycle for each benchmark fol-
lowing a common approach to simulation-based performance
evaluation [32], [57]. MARSSx86 provides an instruction per
cycle (IPC) metric for this purpose.

FIGURE 5. Normalized IPC of SPEC benchmarks.

ROA in Equation (1) indicates the runtime overhead
directly induced by the code alignment. As the code align-
ment introduces dummy NOP instructions between aligned
code chunks, additional execution overhead is inevitable,
which may affect IPC because of more misses in an L1-I
cache and increased instruction stream. Hence, to evaluate
ROA, we use a metric that measures the increase in execution
time of the benchmark. We perform this experiment in a real
host environment due to the extremely low execution speed
of the simulator.

In addition, there may be unknown but negligible factors
that also affect the runtime overhead (α), which we did not
consider in our evaluation. Therefore, we focus on ROA and
ROM to estimate the overall runtime overhead of MicroCFI.

a: OVERHEAD DUE TO BIT-MASKING
First, we measure the runtime overhead ROM induced by the
bit-masking operation. For accurate measurements, we use
the IPC metric offered by the MARSSx86 simulator while
running the SPEC benchmarks.

The experimental results are presented in Figure 5,
which shows the measured IPC values for all benchmarks.
These IPCs are obtained from the execution of the first
billion user-mode instructions after launching the benchmark
program. The IPC in the graph is normalized; it is the ratio
of the measured IPC of the MicroCFI-enabled program to
that of the same program without MicroCFI. Hence, a value
greater than 1 implies better execution performance when
MicroCFI is applied; otherwise, it indicates a lower execution
performance. We observe that the normalized IPCs values are
close to one for all MicroCFI-enabled benchmark programs.
The results indicate that the bit-masking operation results in
a negligible overhead during program execution.

For more precise analysis, we count the number of
bit-masking operations performed during the execution of
each benchmark. Table 4 presents the average number
of executed masking operations for 10,000 user mode
instructions for each benchmark. Although the number varies
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FIGURE 6. Runtime overhead with code alignment.

TABLE 4. The number of maskings per 10,000 instructions in SPEC CPU
2017 benchmarks.

significantly ranging from 0.2 to 362.4 in all benchmark
programs, we observe that there is no correlation between the
number of bit-masking operations and the normalized IPC.
From these results, we conclude that the runtime overhead
caused by the bit-masking operation is negligible.

b: OVERHEAD DUE TO CODE ALIGNMENT
To obtain an accurate measurement of the overhead ROA,
we conduct an experiment where only code alignment is
employed in MicroCFI, and bit-masking operations are
excluded. As these operations aim to restrict malicious tran-
sient control flows, running experiments without bit-masking
has no impact on the execution behavior of benign SPEC
benchmark programs.

To evaluate the runtime overhead, we calculate the
geometric mean of the execution times from 150 runs for each
benchmark. The experimental results are depicted in Figure 6,
where the overhead ROA is presented as the percentage ratio
of the execution time of a benchmark with MicroCFI to
that of the same benchmark without MicroCFI. For 23-byte
alignment, the average overhead is 0.37%, while it is 0.20%
for 24 bytes and 0.76% for 25 bytes.

The results reveal that for 23-byte alignment, the best case
is recorded at -0.34% for the 511.povray benchmark, while
the worst case is 1.48% for 526.blender. For 24 bytes, the
best case is -0.66% for 525.x264, while the worst case is
1.35% for 523.xalancebmk. For 25 bytes, the best case is
-0.47% for the 557.lbm, while the worst case is 2.78% for
the 531.deepsjeng, which is the same as for 24 bytes.

Most of the benchmarks show negligible overhead for
all alignment sizes, but interestingly, the overhead does
not always increase proportionally with the alignment size.
In some benchmarks, such as 508.namd, 511.povray,
519.lbm, 525.x264, 538.imagick, 541.leela, and 557.xz,
the overhead is negative, indicating that these benchmarks
perform better when MicroCFI is applied. We postulate that
code alignment leads to unexpected performance improve-
ment. The arrangement of code inherently influences cache
andmemory locality. Thus, alterations in code layout induced
by code alignment can increase the cache hit rate for
instructions, which we estimate is the underlying reason for
performance enhancements observed in some benchmark.

Typically, when the NOP instruction is executed, it takes a
certain amount of time. As the alignment size grows, more
NOP instructions are added, resulting in greater overhead.
Surprisingly, our findings contradict this pattern. We believe
that this is due to the influence of code alignment on the cache
state during program execution. The aligned code in the cache
may affect the cache hit/miss rate, eventually affecting the
program’s performance.

2) MEMORY OVERHEAD
We measure the memory overhead of MicroCFI using the
SPEC benchmarks. The overhead is obviously caused by the
code alignment, as it actually increases the program size.
Figure 7 shows an increase in the text sections of the SPEC
benchmark programs. From the experiment, we observe that
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FIGURE 7. Memory overhead with code alignment.

TABLE 5. Number of alignments in SPEC CPU 2017 benchmarks.

the program size increases on average by 5.4%, 9.7%, and
27.3% for 23, 24, and 25-byte alignments, respectively. The
memory overhead increases as the alignment size increases.
This is because the larger the alignment size, the more NOP
the instructions inserted into the program.

Table 5 presents the average number of alignments
per 1 KB of the text section of each benchmark program. The
table shows that the number of alignments is proportional to
the memory overhead, as presented in Figure 7. For example,
the 519.lbm benchmark, which has the smallest alignments,
has the lowest memory overhead for all alignment sizes.
Similarly, the 538.imagick benchmark that recorded the
highest memory overhead for all alignment sizes also had the
highest average number of alignments.

The correlation between the number of alignments and
memory overhead is evident as the number of inserted NOP
instructions increases according to the number of alignments
in the program. Consequently, it can be observed that the
memory overhead ofMicroCFI depends on the alignment size
and number of alignments.

Choosing smaller byte alignment can decrease this over-
head, but it might simultaneously increase the pool of
available gadgets. Alternatively, memory overhead can be

reduced by selecting forward or backward-edge to protect,
like most CFIs are classified into two categories: forward-
edge CFI and backward-edge CFI. Protecting only one edge
reduces the amount of code that requires alignment, which
alleviates memory overhead. Nevertheless, this selective
protection exposes a potential vulnerability at the unprotected
edge, compromising overall security. Thus, MicroCFI has a
trade-off between memory overhead and security.

The proposed technique imposes memory cost to enhance
program security. However, the cost of memory has been
declining for a long time, and this memory cost is becoming
more tolerable than the runtime cost. Hence, MicroCFI has
an acceptable memory overhead in practical applications.

C. SECURITY EVALUATION
The security goal of MicroCFI is to make it extremely
challenging for attackers to deliver Spectre attacks by
reducing the number of available Spectre gadgets. Therefore,
the security of MicroCFI can be evaluated by the number of
reduced Spectre gadgets as a result of applyingMicroCFI to a
target program. From this perspective, we measure the extent
to which the number of available Spectre gadgets is reduced
by MicroCFI.

To count the number of Spectre gadgets, we utilize
SpecFication [58], a tool designed to identify Spectre gadgets
in a program’s binary. In MicroCFI-protected programs, only
valid gadgets whose base addresses are aligned to 2n bytes
in memory can be used to construct Spectre gadgets. The
number of valid gadgets in the programs varies according
to the alignment size n. Hence, we measure the number of
valid gadgets for the program with 23, 24, and 25-byte code
alignments.

Spectre attacks can utilize ROP techniques that chain
multiple gadgets together to create an end-to-end exploit.
SpecFication supports identifying small-sized gadgets that
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TABLE 6. Number of valid gadgets.

can be chained together. The tool classifies gadgets based on
their functions as either Shifting, Loading from, or Loading
to. By chaining gadgets from different categories, a functional
payload for the Spectre attack can be constructed.

To evaluate security of MicroCFI, we slightly modify
the tool so that it looks only for valid gadgets. For our
experiment, we use some popular open-source software, such
as OpenSSL(v1.1.1d) library, Nginx(v1.22), and Apache
HTTP server(v2.4.53), as target programs. In particular,
we use two shared libraries, libcrypto1.1.so and
libssl.so in OpenSSL, and two modules, mod_ssl,
and mod_proxy in the Apache HTTP server to measure
the number of valid gadgets. We perform the experiment
on Ubuntu 18.04 Linux, which is the same as the previous
experiment, and the target program is compiled with the
LLVM 3.4 compiler modified for MicroCFI.

Table 6 shows the number of valid gadgets found in
the MicroCFI-protected binaries and the corresponding
percentage of gadgets in the original program. Based on our
analysis, we find that the count of valid gadgets decreases

by more than 80% in all programs with 23-byte alignment
and by over 90% in most programs with 24-byte alignment.
Additionally, the findings suggest that the reduction in
the number of gadgets increases with the increase in the
alignment size.

In the case of mod_ssl, the smallest decrease in the
number of valid gadgets occurs with 23- and 24-byte
alignments. However, we would like to emphasize that there
are no longer shifting gadgets in the transformed mod_ssl
binary. As the shifting gadget is essential for constructing
Spectre gadgets [58], it is extremely challenging or infeasible
for an attacker to deliver a successful Spectre attack without
using the shifting gadget.

Although MicroCFI can significantly decrease the amount
of valid gadgets in a program, it does not completely
eliminate the possibility of the existence of valid gadgets.
To evaluate the risk of potential vulnerabilities, we manually
inspect the remaining valid gadgets, specifically focusing
on shifting gadgets that are crucial for an attack. Our
analysis reveals that, on average, 42% of the remaining
shifting gadgets are false positives, meaning that they are not
genuinely valid gadgets. In particular, when using 25-byte
alignment, all programs except Nginx have no valid gadgets
remaining, while Nginx only has one confirmed valid gadget.
With 24-byte alignment, Nginx and libcrypto1.1.so
has 2 and 10 valid gadgets, respectively. Finally, on the
23-byte alignment condition, we have confirmed 7 valid
gadgets in Nginx, 10 in libcrypto1.1.so, and 1 in
libssl.so. Consequently, the number of valid gadgets
available to attackers is lower than what is displayed in
Table 6. It’s worth mentioning that the figures presented in
Table 6 represent the total number of valid gadgets across all
registers. Thus, if attackers have limited access to registers,
the number of valid gadgets they can use is further restricted,
making it more challenging to construct a Spectre gadget
chain.

In the unlikely scenario that attackers can still create an
attack using the remaining valid gadgets, we can thwart
such attacks by incorporating the fence instruction into the
remaining gadgets. It is unnecessary to insert the fence
instruction into every gadget; inserting it into even one gadget
category, such as shifting, can substantially hinder the con-
struction of a gadget chain. This method may introduce some
overhead, but it provides more comprehensive protection.
Furthermore, unlike other existing techniques [28], [29],
[30], this approach incurs minimal overhead since it restricts
speculative execution solely for the remaining valid gadgets.
We performed experiments with Nginx and its benchmarking
tool [59] to evaluate the impact of the fence instruction. The
results of the experiments revealed that the fence command
had a negligible effect across all alignment configurations.

VI. CONCLUSION
In this paper, we proposed MicroCFI, a novel hard-
ware/software co-design solution to counter Spectre-BTB
and Spectre-RSB attacks. The proposed technique enforces
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strict control on the speculative control flow by implementing
a CFI mechanism within the microarchitectural context. This
is achieved by utilizing a code alignment and bit-masking
technique, where forward/backward indirect branch targets
are transformed into VT that are aligned to memory addresses
of 2n bytes. In an instruction fetch stage, a bit-masking unit
applies bit-masking operations to predicted target addresses
from BTB and RSB, ensuring they are always aligned to
VTs. This restriction significantly reduces the number of
available Spectre gadgets for attackers, making successful
attacks much more difficult.

The security evaluation conducted on real-world appli-
cations like OpenSSL, Nginx, and Apache HTTP server
revealed that MicroCFI with 24-byte alignment reduces the
number of available gadgets by over 90%, making it a
highly effective solution to mitigate Spectre attacks. The
experiments with SPEC CPU 2017 benchmarks showed that
MicroCFI provides reasonable performance overhead with
minimal hardware modification while offering protection
against Spectre-BTB and Spectre-RSB attacks.

In future work, we will improve MicroCFI compatibility.
MicroCFI forces all indirect branches to speculatively
execute aligned addresses at the hardware level, requiring the
rebuilding of all programs run on the processor—an aspect
that may be perceived as a limitation. This constraint is also
intrinsic to the CFI mechanism. Consequently, our focus will
involve studying ways to improve MicroCFI compatibility to
address these limitations.
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