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ABSTRACT There Are Continued Efforts to Build on the Performance of Deep Learning (DL) Models in
Various Fields of Application. Developing New DL Models Continues to Open Unprecedented Opportunities
in Diverse Application Areas Despite the Enormous Resources Required. Generally, the Learning Mecha-
nism of DL Models Depends on the Term ““Cost Function” (CF) or “Loss Function” (LF), and DL Models
Require Varied Hyperparameter Settings and, Precisely, Parameters That Can Help the Model to Continually
Minimize the Cost Function Until Faster Convergence, With Better Generalization Over the Data in the Loss
Landscape, Is Assumed. The Learning Rate (LR) Update Seeks to Find the Optimal Solution for DL Models
Through Relative Cost Function Minimization. Therefore, Selecting the Appropriate LR Is Essential to the
Performance of DL Models. Despite Its Demonstration for Fast Model Convergence, the Existing Cosine
Annealing LR Lacks Complete Loss Landscape Exploration of the Flat Minima, Hence Limiting Its Ability to
Model Better Generalization. To Address This, the Paper Proposes a Period-Shift Cosine Annealing Learning
Rate With Warm-up Epochs (Ps-CALR) to Perturb the LR Update. Six Publicly Available Datasets Were
Used to Benchmark the Proposed LR Method by Experimenting With Custom DL (multilayer Perceptron
and Convolutional Neural networks) and Pre-Trained DL Models. The Proposed Ps-CARL Enhances Model
Generalization and Convergence, Pushing the Solution to Notably Better Performance Than Fixed LR and
the Existing Cosine Annealing Method.

INDEX TERMS Cosine annealing, convergence, flat minima, learning rate, loss function, optimizers.

I. INTRODUCTION

VER a Decade, Deep Learning (DL) Models Have

Continued to Spur Research Interest Due to Diverse
Cutting-Edge Breakthroughs in Artificial Intelligence (AI)
Applications Successfully Developed and Deployed. Aside
From the Foundational Application Areas Such as Image
Classification, Pattern Recognition, and Regression Prob-
lem [1], DL Has Gained a Momentum Effect in Modern-Day
Applications, Including Advanced Image Segmentation [2],
Traffic Pattern Analysis [3], Computer Vision [4], Motion
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Recognition [5], Voice Recognition [6], Natural Language
Processing (NLP) [7], [8], Drug Discovery, Genomics and
Protein Sequencing [9] and Many Other Domains [1].
Compared With Conventional Machine Learning (ML)
Models, DL Is Computationally Expensive [10], [11].
However, Technological Advancements, Such as High-
Performance Computing (HPC) and Numerical Computation,
Have Graciously Helped to Push Behind the Narratives
[12], [13]. Meanwhile, DL Is Not a One-in-All ML Algorithm
Without Its Intricacies. A DL Model Consists of Different
Hyperparameters Requiring Tuning in One Way or Another,
Which Inform the Model’s Performance Under Training [14].
Two Vital of These Hyperparameters Are the Learning

© 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

VOLUME 11, 2023

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

139171


https://orcid.org/0000-0001-5539-1959
https://orcid.org/0000-0003-2646-6477
https://orcid.org/0000-0003-2096-5865

IEEE Access

0. V. Johnson et al.: ps-CALR: Periodic-Shift Cosine Annealing Learning Rate for Deep Neural Networks

Rate (LR) and Batch Size [15], [16]. Others Include but Are
Not Limited to Filters, Kernel Size, Number of Neurons in the
Hidden Layers, L1/2 Regularizers, and Optimizers [17], [18].
Moreover, There Are Well-Known Hyperparameter Search
Algorithms Proposed in Research Studies, Including Ran-
dom, Grid, Bayesian, Genetic, and Hyperband [17], [19],
[20] for Parameter Tuning Solutions. However, This Applies
Only to the Searching Space of the Hyperparameters and Not
Specifically to Perturb the LR Dynamically. Research Studies
Also Rely on Ablation Studies of Batch Size and Epochs to
Showcase the Effect of Hyperparameter Tuning [18].

The Learning Mechanism of ML/DL Models Generally
Depends on the Term Called the Cost Function (CF) or Loss
Function (LF), Which Culminates in the Model Performance
Over the Learning Period. The Idea Is to Continually Mini-
mize This CF Until the Model Achieves Better Generalization
Over the Data. The Iterative Update of the Model’s Parameter
to Find the Optimal Solution Set Is Called Learning, While
the Small Term That Allows the CF Minimization Is the
LR [21]. LR Is Very Critical to DL Performance, and Finding
a Suitable LR Value to Achieve This Objective Has Been
Intensified in Research Studies. Moreover, the Complexity
of the DL Models as a Non-Deterministic Polynomial (NP)
Problem Requires Some Design Mechanism Leading to the
Capability of the Training Process, Adjusting the Weights and
Biases of the Model to Minimize the CF Using the Optimizer.

As a Result, Various Optimizers Are Studied in the Litera-
ture, Starting With Stochastic Gradient Descent (SGD), Root
Mean Square Propagation (RMSprop), Adaptive Moment
Estimation (Adam), and Many Others [22], [23]. Achieving
the Optimization Goal of DL by Considering the Peculiar-
ities of the Optimizers Implemented for Stepwise Weights
Update, Therefore, Requires LR Schedules. Fixed LR Such as
0.01 and 0.001 Are Also Explored in Research Studies With
Good Performance Recorded for Some DL Model Tasks [21].
On the Other Hand, Other LR Schedules, Including Polyno-
mial Decay, Step Decay, Time-Based Decay, ReduceL.Ron-
Plateau, and Cyclical LR [21], [24], Have Remained Popular
Due to Their Capacity to Scale up the Learning Process in
Non-Protuberant and Rough Loss Situations With Several
Local Minima as Well as Potential Saddle-Points. Recent
Studies Have Also Focused on Using Polyak’s Method for
Generalizing the Step Size of Step Decay LR With SGD [25],
[26], [27]. In Modern-Day Networks, Many LR Schedules
Are Adaptive or Elastic to the Optimizers to Strike a Balance
Between Fast Initial Progress and Stable Convergence During
Training.

A High LR Aids DL Models in Achieving Strong Gener-
alization. In Contrast, a Lower LR Aids the Model (occa-
sionally Failing to Converge Because of Being Trapped at
the Local minimum) for a Global Minimum Search [22].
Hence, a Good LR Should Help the Model Converge Faster
and Escape Local Minima to a Global Minimum, as Shown in
Fig. 1. A Flat Minima of the Global Minimum for Good Gen-
eralization Is Strongly Argued for in the Literature [28], [29],
[30], [31], and [32]; However, Some Studies Proved That
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FIGURE 1. Gradient descent process with different minima points
adapted from [55].
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FIGURE 2. An illustration of flat and sharp minima [24].

Sharp Minima Also Provide Good Generalization [28], [33].
Fig. 2 Illustrates These Global and Local Minima for DL
Model Generalization. In Any Case, an LR Schedule That
Provides Faster Convergence Is Desirable.

Addressing, Therefore, the Perennial Challenge of Get-
ting Stuck in a Sharp Minima, Loshchilov and Hutter [10]
Introduced a Cosine Annealing LR That Uses the Cosine
Function as a Basis to Allow LR Oscillation During Training,
Typically Starting From a High LR to a Smaller Value to
Achieve Faster Convergence. Liu [34] Proposed a Linearly
Warm-up on the Cosine Annealing LR (CALR). The Method
Initiates the Model With a Very Small LR to a Large Value
and Then Uses a Cosine Function to Anneal the High LR
to a Relatively Small Value [35]. The Result of the Study
Indicates That Improved Model Convergence Was Achieved.
However, the Two Approaches Are Subject to the Same Point
Decay (point, 7) Before a Warm Restart to the Initial High
LR as a Starting Point in the Next Cycle and, Hence, Have a
Shortened Lifespan in the Loss Landscape.

Consequently, the Approaches Are Limited to Provide Bet-
ter Model Generalization. This Paper, Therefore, Proposes
a Periodic Shift-Based Approach to the Cosine Annealing
LR With Warm-up Epochs (Ps-CALR) for the LR Schedule
Implementation. The Proposed Policy Seeks to Thoroughly
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Explore the Region Where Loss Is Minimal (flat minima) to
Achieve Better Model Generalization and Maintain Stability
Along Faster Convergence, Even With Fewer Epochs. The
Contributions of the Paper Are as Follows:

i. Firstly, We Introduce a Periodic Shift, Which Allows
Models to Better Explore the Loss Landscape Dur-
ing Training While Maintaining a Warm-up Epoch for
Aggressive LRs on the Model’s Early Training Phases
to Mitigate Adverse Effects in the Model.

ii. Secondly, We Used an Offset Value in the Cosine
Function to Avoid Potential Numerical Precision
Bottlenecks.

iii. Lastly, Several Experiments Were Conducted With the
Proposed Method on Image Datasets as Obtainable in
Past Studies and Non-Image Datasets. The Non-Image
Datasets Used Demonstrate the Support Crusading
and Recent Efforts Towards Using DL Classifiers for
Non-Image Datasets [36], [39].

The Rest of the Paper Is as Follows. Section II Discusses
the Literature. Section III Focuses on the Concept of Cosine
Function and the Proposed Method. The Experiment and
Empirical Results With the Discussion Are Presented in
Section IV, and the Conclusion Is Discussed in Section V.

II. LITERATURE REVIEW

As DL keeps advancing, studies on LR schedules have
received more attention, primarily due to the need to con-
stantly develop a fast converging and good generalizing
model [40]. Several works suggest a heuristic method of LR
schedule to accomplish such a purpose.

Mishra and Sarawadekar [41] developed a warm restart
technique on a polynomial LR policy. The proposed method
was based on a cyclical LR and SGD with a single warm-
restart [10]. The suggested LR strategy has a greater clas-
sification accuracy and accelerates the DNN’s convergence.
However, the polynomial LR with such a single warm-restart
may limit DL models’ ability to explore the landscape better.
In Wang et al. [42], a traditional LR decay method was
identified to adopt manual mannerism during training; hence
the small LR produced causes slow convergence in train-
ing the DL models. An automatic LR decay approach was
proposed using SGD and momentum to alleviate this chal-
lenge. However, momentum with SGD optimizer suffers from
accumulating velocity and overshooting the minimum in flat
regions of loss landscape. Hence, our approach is pivotal to
this loss landscape exploration. In another paper, there was
an effort to solve the symmetric optimization or initialize
the parameters symmetrically while searching for the best
solution. This concept inspired the authors in the study to sug-
gest a changeable LR instead of the monotonically lowering
approach by providing a CF technique to identify the ideal
parameters that modify the LR adaptively [43].

Li et al. [44] studied the Gaussian Process Regres-
sion (GPR) on LR optimization to increase classification
accuracy. In particular, the link between LR and correspond-
ing accuracy and the GPR model was examined. The GRP
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is responsible for predicting the next potential LR. This
approach may be challenging due to the GRP’s overhead
cost. Also, Nakamura et al. [45] presented an LR schedule
using the annealing approach that combines warm-up and the
sigmoid function. Not only did the method shown increase
DL model performance, but it was competitive with both
existing adaptive methods and the other LR schedules in
accuracy.

Moreover, the approaches in [44] and [45] have their
peculiarities demonstrating improved model convergence but
are not primarily cosine annealing based. Aside from the
LR schedules mentioned above, Sadr et al. [7] studied deep
networks for sentiment analysis using varying fixed LR of
0.025 and 0.01 with ADADELTA, respectively. Coupled
with other model parameters for hyperparameter tuning, they
demonstrated that carefully chosen LR can improve model
performance. The adaptive LR crusade, where LR schedules
are implemented using adaptive optimizers such as the SGD,
ADAM, Adaptive mean square gradient (AMSGrad), and
many others, is rigorously pursued in literature [46], [47],
[48], [49], [50], [51], [52], and [53].

The closest work to the proposed approach in this paper
was inspired by Loshchilov and Hutter [10]. The authors
developed a cosine annealing to help oscillate the LR from
a high value to the minimum within the defined number of
iterations before oscillating back to the initial high LR at the
next cycle. Huang et al. [54] further used the LR technique
to develop snapshot ensemble DL models, where a singular
DL model was trained as a multiple-like DL model. The
cosine annealing was iteratively used (since it can run for i-th
cycles) within the DL model to form multiple networks. The
prediction outputs in each cycle are then combined as a final
prediction. In application, Nie et al. [55] used cosine anneal-
ing LR in the DL model to classify skin cancer. The authors
used the annealing method to demonstrate their proposed
deep model and compared the result with a fixed LR schedule.
They further experimented the cosine annealing using well-
known pre-trained models. Results show that the LR schedule
helps facilitate faster and better convergence than the Fixed
LR. Also, Howard and Ruder [56] used cosine annealing
for fine-tuning a universal language model for text classi-
fiers. The method was applied to aggressively perturb LR to
achieve good performance as obtainable in computer vision.
Furthermore, cosine annealing was used for a time-series-
based DL model comprising dual attention Recurrent Neural
Networks (RNN). The model was designed to solve the elec-
tric load forecasting task. The cosine annealing improved
the model prediction with faster convergence compared with
conventional forecasting techniques [57].

Meanwhile, Liu [34] proposed a warm-up technique to
modify the cosine annealing to achieve improved conver-
gence compared with the existing method. The proposed
approach first uses linearly/non-linearly warm-up to initi-
ate the DL model with a very small LR to a high value.
Then, it uses the cosine annealing to oscillate the high
LR to a relatively small value for faster convergence.
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FIGURE 3. Conceptual concept of cosine function for modeling learning rate schedule.

While demonstrating the proposed approach as an improve-
ment on the existing cosine annealing, it is subject to limited
good generalization of the loss landscape. The focus of this
paper, therefore, is to enhance the existing cosine anneal-
ing method to explore the entire loss region of the global
minimum to improve model generalization and, at the same,
maintain its faster convergence.

lll. METHODS

This section discusses the underlying concept of cosine
annealing from the basic principle of cosine function as foun-
dational building blocks upon which the cosine annealing was
built and the proposed improvement. In addition, we discuss
optimizers, datasets, and DL models used along the experi-
mental setup to benchmark the proposed method.

A. PROPOSED METHOD

The proposed method in this paper follows the suggestion
of Loshchilov and Hutter [10] and, in addition, provides
modifications to solve the challenge of “good model general-
ization.” The fundamental building block of cosine annealing
is based on the concept of cosine function. The examined
cosine function and its properties to support LR annealing
can be expressed as:

y=Acos (Cx (x + Py)) + Vs, (H

where A is the amplitude, P represents the phase shift,
Vi represents the vertical shift and the period is defined as:
_ 2n !

p==
Cy

@

I There are 27 radians in a full rotation
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In the case of cosine annealing, as illustrated by the cosine
function in Fig. 3, the following deductions are satisfied as
follows:

i. The vertical shift allows bounding the LR update on
the positive y-axis while seeking the minimum value
indicated with the dotted orange curve.

ii. The amplitude A represents the initial high LR.

iii. The warm restart takes place at point 7

Following the concept of cosine annealing, we introduce three
ideas in the proposed method:

1. First, a periodic shift is indicated at point B in Fig. 3,
allowing the model to better explore the loss landscape
region during training. The loss region established by
the periodic shift is further illustrated in Fig. 4 (Just as
the descent from a mountaintop to the valley reveals
a greener landscape enriched with minerals, skillful
navigation through the hurdles to the valley ampli-
fies the magnitude of achievements). The red arrow
indicates the loss landscape exploration-exploitation
in Fig. 4.

ii. The second is using warm-up epochs to enhance the
stability of the DL. model during training. The warm-up
epoch is used at the initial training phase to gradually
increase the LR from a very small value to the initial
LR value. The process helps the DL model stabilize
and settle into a reasonable region of the loss land-
scape before oscillating the high LR with the cosine
annealing. The warn-up epochs further aid the model
to converge on lesser iterations than total iterations
and use the acceleration gained to explore the loss
landscape, as shown in Fig. 5. This process is called
an aggressive learning technique for cosine annealing.
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FIGURE 5. The proposed method annealing process during model
training.

iii. Lastly, an offset value in the cosine function is intro-
duced to avoid the potential numerical precision of
dividing by zero.

Based on the existing cosine annealing in (3) and (4) [10], the
proposed method is expressed in (5), (6), and (7) as follows.

a(t) = f (mod (t, [T/MT1)) 3)

_ap amod (t — 1, [T/M7)
at) = > (cos( M ) + 1) )
p= " 5
s — T ( )

For a better exploration of the loss landscape, we replace
point = with P in (5) to (4). We also injected the warm-up
epoch in the existing iterations to complete the enhancement
of (4). The offset value, a relatively small insignificant value

VOLUME 11, 2023

used to avoid the potential numerical precision of dividing by
zero, is finally subtracted from the enhancement as expressed
in (6). The proposed method runs conditionally in two parts
when used in model training. Under the given iterations, the
warm-up epoch execution condition is satisfied in the first
part before the oscillation of cosine annealing takes effect,
as in (7).

Cq
P d(t—1, [T/M]) —E
— co ( s(mod ( [ / D W)—oﬁ‘set> (6)
[T/M — Ey]
() CALRps £
t+1
o - ; , E,, < t, set initial E,,

w Ev @)
7 (Ca + 1) ’ szt

where t is the iteration number, 7 is the total number of
training iterations, M is the number of cycles as in the original
function, f is a monotonically decreasing function, E,, rep-
resents the number of warm-up epochs, an offset represents
the offset value, and o defines the initial LR. Notably, the
periodic shift Ps and offset are constants, which may not nec-
essarily impede the model’s hyperparameter tuning, whereas
the warm-up epoch initialization must be carefully chosen.
We discuss further in the result section the choice of warm-up
epoch used in the experiment.

B. ADAPTIVE OPTIMIZERS
As mentioned earlier, DL. models as an optimization problem
require both an optimizer and an LR schedule for faster
convergence solutions. A simple gradient descent (slope)
technique for minimizing the cost function of the optimiza-
tion DL problem is expressed as:

aC

Wit1 = wi —a— (wi), (®)

ow
where w is the weights parameter of the network, C is the cost
function of the model, and o represents the LR. When the
gradient is large, gradient-based approaches are challenged
for lack of parameter optimization. Hence, in the parameter
update rule, the gradient is multiplied by a little constant
known as the LR to resolve this issue. Increasing learning
efficiency, even in a non-convex case, requires constant LR
and methods for modifying the value at each step update,
which LR schedules with optimizers are meant to do.

1) SGD
The SGD update employs (8) for every w; at each time T step
expressed as follows:

wryti =wri—a-Gr; 9

2) RMSprop
RMSProp, one of the adaptive optimizers, modifies the LR
in each step using the square-root of the gradient’s squared
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TABLE 1. Characteristics of datasets used in the paper.

Dataset Feature Class Dimension Channel #Instances
MNIST Handwritten 0...9 10 28x28 gray 70,000
CIFARI10 Natural pictures 10 32x32 color 70,000
CIFAR100 Natural pictures 100 32x32 color 70,000
TinyImageNet Natural images 200 64x64 color 120,000
Iranian Telecom Numeric/categorical 2 16 - 3,150
German Credit Numeric/categorical 2 21 - 1,000

Exponential Moving Mean (EMM). The RMSprop update
rule is expressed as:

Witl = Wi + o (10)

EMM,

EMM; = B - EMM;_ + (1 — B) G? (11)

where G; represents the ith step in the gradient, and 8 repre-
sents the coefficient of EMM .

3) ADAM

RMSProp strategy was combined with another well-known
optimizer called adaptive gradient (adagrad) to form Adam,
thereby exploring the inherent capabilities of the two and,
consequently, overcoming their weakness. Adam’s update
rule is expressed as:

A

m;

Wit] = Wi — 00— , (12)
VVi+ €
where
aC(w;)
mi = yimi-1 + (1 = y)— ' (13)
w
ICw)\*
vi=ywi1+(1 - J/z)( ' ) (14)
ow

Hence, 1ii; = m;/(1 — y{), and ¥; = v;/(1 — y4). In order to
update the LR based on the ratios of the gradients, the Adam
approach computes the EMM for each gradient and its square.

C. DATASETS

Five different datasets: three image datasets (MNIST,
CIFAR10, and CIFAR100) and two unbalanced non-image
datasets (Iranian Telecom and German Credit) were first used
in the paper. At the same time, an additional experiment was
performed using TinyImageNet to further benchmark model
performance. Contrary to past studies, we used the non-image
datasets in the viewpoint of this paper to embrace recent
research support and the possibility of using DL classifiers to
analyze such datasets. In the case of the former, MNIST con-
sists of 70,000 28 x 28 grayscale handwriting digits labeled
0 to 9, with 7000 images per digit. CIFAR10 and CIFAR-100
are also image datasets considered in this paper. There are
60000 images for both datasets with 10 and 100 class labels,
respectively. Each image in the dataset is 32 x 32 with RGB
channels. The summary of the datasets is presented in Table 1.
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The Iranian Telecom and German credit datasets were ini-
tially passed through data pre-processing. These included
converting the categorical features using dummy encoding,
normalizing the numeric feature using a standard scaler, and
reshaping the dataset to fit the DL classifiers.

D. EXPERIMENTAL SETUP

Two basic DL classifiers were employed in the first part of
the experiment to evaluate the performance of the proposed
method in comparison with the existing cosine annealing
method and the fixed LR. In the second part of the exper-
iment, we further benchmarked the proposed method on
selected pre-trained models. The DL classifiers are Multi-
Layer Perceptron (MLP) and Convolutional Neural Network
(CNN). Each classifier is a simple model met to experiment
with the paper’s objective and is not necessarily a state-of-the-
art model. In the case of the CNN classifier, 2-dimensional
(2D-CNN) was used for the image, whereas 1-dimensional
(1D-CNN) was used for the non-image datasets. This conven-
tion allows the non-image to be passed into the convolution
layer as sequence-like data. The summary of the models’
hyperparameter tuning with respect to each dataset used is
presented in Table 2.

Most experiments used a split ratio of 80:20 for train and
test. The splitting process ensures that models are trained
to the unseen data [45]. One crucial point with the two
non-image datasets is that they are unbalanced. Hence,
model training may be biased towards the majority class as
against the minority class if the imbalance problem is not
resolved. A GSMOTE [58] data resampling technique was
then employed in the experiment to solve this challenge.

This paper focuses on experimenting with the proposed LR
schedule, ps-CALR, using the Adam optimizer. Meanwhile,
further experiments were carried out to include the use of
SGD and RMSprop optimizers as well as fixed LR of 0.01 and
0.001 to benchmark model performance. We used an initial
LR of 0.01, warm-up epochs of 2, and set the offset constant to
0.0002. The choice of warm-up epochs depends on the initial
LR. If the initial LR is high, a choice of small warm-up epochs
is desirable, whereas a low initial LR requires a high value of
warm-up epochs. Since we used a high LR throughout the
experiments, a small value of warm-up epochs was chosen
to prevent the model from learning too quickly and diverging
from the optimal solution [59].
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TABLE 2. Hyperparameter tuning of MLP and CNN models used.

ode! ataset nput odel Hyperparameters ayers utput
Model D I Model H L O
Layers
Bs?zceh Epoch Kernel Filter AF Dropout BN Con?, #Neurons #Classes AF
fc®
MNIST (784,) 128 30 relu 0.2 v fc:3 128,64,32 10 Softmax
CIFARI0  (32*%32*3,) v 4 v v 4 51?’22856’ v v
MLP CIFAR100 v v v v v v v v 100 v
> ,32, 1gmoi
TI;T:;Z‘I‘H 23 32 v v v v v 64,32,16 2 Sigmoid
German
v v v v v v v v v
Credit 48,)
MNIST (28,28,1) 128 v 3 3 v 1,2 326’464 10 Softmax
CIFARI10 (32,32,3) v v v v v v v v v
CN]:I CIFAR100 v v 100 v v v v v 2,2 32, 128 100 v
%gd ’ 1024, 512
Iranian 64,128,256 . .
v v v > >
Telecom (23,1) 32 30 6 6 32 32.16 2 Sigmoid
German
v v v v v v v v v v v
Credit (48.1)

3Con: represents convolutional layer, fc: represents fully connected layer, 2D CNN represents 2-dimensional CNN for image classification,

91D CNN represents 1-dimensional CNN for non-image classification

TABLE 3. Comparative results of the proposed method with fixed LR and optimizers using MLP (part a).

Datasets/LR 0.01 0.001 Adam Sgd Rmsprop A(::l[:l + 1;;1_1:;:
MNIST 0.9782 0.9797 0.9786 0.9782 0.9807 0.9804 0.9837
CIFAR10 0.4884 0.4838 0.5120 0.4894 0.4742 0.5278 0.5306
CIFAR100 0.2284 0.2435 0.2442 0.2164 0.2369 0.2683 0.2664
Iranian Telco 0.9286 0.9349 0.9397 0.8523 0.9365 0.9413 0.9429
German Credit 0.6933 0.7133 0.7133 0.6000 0.7000 0.7133 0.7200
TABLE 4. Comparative results of the proposed method and optimizers using MLP (part b).
btk et S et SR e A
MNIST 0.9804 0.9790 0.9807 0.9778 0.9816 0.9837
CIFAR10 0.5278 0.5246 0.5232 0.5157 0.5249 0.5306
CIFAR100 0.2683 0.2118 0.2620 0.2011 0.2533 0.2664
Iranian Telco 0.9413 0.6841 0.9238 0.6222 0.9349 0.9429
German Credit 0.7133 0.6067 0.6933 0.6267 0.7133 0.7200

Subsequent to the two classifiers used in the first part of
the experiment, the following pre-trained models, including
VGG16 [60], VGG19 [60], RestNet50 [61], and Incep-
tionV3 [62], were experimented with the proposed method.
The pre-trained classifiers’ accuracies were compared in all
experiments.

IV. EMPIRICAL RESULTS AND DISCUSSION

A. MLP CLASSIFIER

The MLP classifiers used in the experiment generally consist
of the input layer (I/L), hidden layers (H/L), and the output
layer (O\L) with Softmax or sigmoid activation function,
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depending on the classification task. Dropout and batch
normalization layers were added to reduce overfitting and
enhance model generalization in some model training. The
MLP experimental results are presented in Tables 3 and 4.
Table 3 compares fixed LR schedules and adaptive opti-
mizers without incorporating specific LR annealing with
Adam+-Cosine Annealing Learning Rate (CALR) and the
proposed method. Additionally, the existing CALR and
the proposed method were compared by incorporating the
optimizers as presented in Table 4. The proposed method
shows competitive performance in all the experiments over
the other methods for all datasets except the cifar100.
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FIGURE 6. MLP classifier’s plots for cosine annealing and the proposed method (a) training and validation accuracy, (b) training and validation loss.

Specifically, the proposed approach offers an improvement
over the existing CALR for Adam optimizer. The proposed
method yielded, as against the existing CALR, an accuracy of
98.37% against 98.04% for MNIST, 53.06% against 52.78%
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for cifar10, 94.29% against 94.13% for Iranian Telecom, and
finally 72.00% against 71.33% for German credit. The MLP
model accuracy and loss result for both Adam+CALR and
Adam+-ps-CALR for each dataset is shown in Fig. 6.
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TABLE 5. Comparative results of the proposed method with fixed LR and optimizers using CNN (part a).

Datasets/LR 0.01 0.001 Adam Sgd Rmsprop Adam+ Adam+
calr ps-calr
MNIST 0.9858 0.9916 0.9896 0.9860 0.9914 0.9919 0.9929
CIFARI0 0.4283 0.7035 0.6675 0.6334 0.6966 0.7084 0.7178
CIFAR100 0.5425 0.5807 0.5820 0.5807 0.5789 0.5794 0.5849
Tranian Telco 0.9524 0.9556 0.9556 0.9635 0.9556 0.9651 0.9667
German Credit 0.7267 0.7533 0.7600 0.7600 0.7533 0.7667 0.7733
TABLE 6. Comparative results of the proposed method and optimizers using CNN (part a).
Datasets/LR Adam+ Sgd+ Rmsprop+ Sgd+ Rmsprop+ Adam+
calr calr calr ps-calr ps-calr ps-calr
MNIST 0.9919 0.9816 0.9914 0.9802 0.9926 0.9929
CIFARI10 0.7084 03867 0.7098 03787 0.6946 0.7178
CIFAR100 0.5794 0.2683 0.5691 0.2060 0.5656 0.5849
Tranian Telco 0.9651 0.9635 0.9619 0.9587 0.9635 0.9667
German Credit 0.7667 0.7333 0.7667 0.7333 0.7267 0.7733
TABLE 7. Comparative results of the proposed method with fixed Ir and existing cosine using pre-trained models.
Pre-trained Models Datasets/LR 0.01 0.001 adam-+calr adam+ps-calr
0.9726 09743 0.9785 0.9812
MNIST (0.1123)¢ (0.0814) (0.0814) (0.0734)
0.6215 0.6260 0.6411 0.6424
VGGl6 CIFARIO (1.1479) (1.2695) (1.1668) (1.0938)
0.3602 0.3745 0.3894 0.3908
CIFARI00 (3.3527) (3.6430) (3.8711) (3.6492)
09716 09751 0.9810 0.9813
MNIST (0.1103) (0.1011) (0.0743) (0.0678)
0.6068 0.6126 0.6328 0.6350
VGGI9 CIFARIO (1.1919) (1.2243) (1.1478) (1.0990)
0.3375 0.3548 0.3652 0.3657
CIFAR100 (3.2659) (3.4557) (3.6644) (3.4538)
0.9879 0.9923 0.9919 0.9942
MNIST (0.0411) (0.0310) (0.0284) (0.0228)
0.7158 0.7377 0.6893 0.7383
ResNet50 CIFARI0 (1.0449) (1.3989) (0.8963) (0.8083)
0.6957 0.7466 0.7785 0.7799
CIFAR100 (1.1654) (0.8594) (0.7763) (0.7549)
0.9685 0.9855 0.9867 0.9926
MNIST (0.0831) (0.0505) (0.0527) (0.0282)
. 0.84356 0.8541 0.8904 0.8925
InceptionV3 CIFARI0 (0.4312) (0.4272) (0.3305) (0.3166)
0.7299 0.7402 0.7806 0.7834
CIFAR100 (0.9397) (0.8830) (0.7579) (0.7420)

“Validation loss of the models for each dataset is indicated in the bracket

We observed that the MLP classifier performs significantly
for MNIST and, surprisingly, also for Iranian Telecom and
German credit datasets. Despite the fact that the MLP perfor-
mance was not quite impressive with both cifar10 and 100,
we observed that the proposed method aids model improve-
ment compared with fixed LR. The indications in summary
are: -

i. The MNIST is a grayscale image set, and with proper
reshaping, as done in this paper, the MLP classifier
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trains very well on the data with welcoming perfor-
mance.

ii. MLP also trained well on non-image data, indicating a
comparable performance with conventional ML mod-
els if used in the same experiment.

B. CNN CLASSIFIER
A CNN model works for image and pattern classification
tasks. It leverages convolution and pooling techniques to
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FIGURE 7. CNN classifier’s plots for cosine annealing and the proposed method (a) training and validation accuracy, (b) training and validation loss.

in the experiment, including conventional 2D-CNN for
analyzing the image data and 1D-CNN for analyzing the non-
image datasets. The CNN classifier experimental results are

provide automatic feature extraction from the data input and
reliably predict categories to which the label classes belong.
Two variant types of the CNN model were implemented

139180 VOLUME 11, 2023



0. V. Johnson et al.: ps-CALR: Periodic-Shift Cosine Annealing Learning Rate for Deep Neural Networks

IEEE Access

MNIST MNIST CIFAR10 CIFAR10
Model - Accuracy Model - Accuracy Model - Accuracy Model - Accuracy
100 100 a6
o098 098 o oro
o gose §oes goe
H ¢ { i
s — Taining 092 — Taining. —— Training — Taining
— asesen e | ese = aan s = Wehdation
3 I BB w B3 » 3 3 % s % £ G 3 B = 3 3 B BT » = »
vggl6+adam+calr vggl6+adam+ps-calr vggl6-+adam-+calr vggl6+adam+ps-calr
CIFAR100 CIFAR100 MNIST MNIST
Model - Accuracy - Model - Accuracy Model - Accuracy Model < Accurscy
. a5 099 099
goo A % oo Fase
%5 *os X 095 2 oo0s
o ea 094 094
- — e | =) > =) - v
- ° 20 © 60 80 100 ° 20 “0 " 6o 80 100 o s 10 Mx(sh 20 2 ° s 10 &:‘5. 20 23 »
vgg16+:zam+calr vggl6+adam+ps-calr vggl19+adam+calr vggl9+adam+ps-calr
CIFAR10 CIFAR10 CIFAR100 CIFAR100
Model - Accuracy Model - Accuracy Model - Accuracy Model - Accuracy
070 e o7 o7
oes b’ - 06
7 > z g
o fow §os §o
o3 o3
o = e | 0 =i S = o
° By 10 15 20 25 ) 3 3 % [y 20 2 » o 3 20 % P ™Y o ° 20 o 6 ) 100
ouch epoch Epoch Fpoch
vggl9+adam+calr vggl9+adam-+ps-calr (@ vggl9+adam-+calr vggl9+adam+ps-calr
MNIST MNIST CIFARI0 CIFARI10
Mode! - Accuracy Model - Accuracy Model - Accuracy Model - Accuracy
10 10
s o8 - o7
o6 goo g - Fos
i § i
02 — Training e —— Training o1 — Training - — Training
—— walidation — Velidation —— wvahdation o1 — ‘akdation
3 3 ) 5 £ £ % 3 3 W s %~ = » 3 3 o = £ = 3 3 i 5 % = »
epacn cpocn tocn epocn
ResNet50+adam+calr ResNet50+adam+ps-calr ResNet50+adam+calr ResNet50+adam+ps-calr
CIFAR100 CIFAR100 MNIST MNIST
Model - Accuracy Model - Accuracy Model - Accuracy Model - Accuracy
os os n )
bl os
oe o6 .
g z Fo Zos
§oo Gos Zos H
02 02 1
— Training — Waining * — Training - [ U
0o — Validation 0o —— Validation o3 —— Validation —Waetiow
3 3 3 : . 3 3 3 3 . 3 3 o s EIE] ° 3 - B3 »
Epoch Epoch A Epoch .
ResNet50+adam+calr ResNet50+adam+ps-calr InceptionV3+adam-+calr InceptionV3+adam+ps-calr
CIFARI10 CIFAR10 CIFAR100 CIFAR100
Model - Accuracy Model - Accuracy Model - Accuracy Model - Accuracy
o9 Ld
o /\/—/‘/—AM—’* = ors
¥ o g y = o
5 ¥ goes 5 065
o6 * 060 060
— Training o — Training am — Training ose — Trainng
s — adeton = Weidaton T Veidaton — vaidation
o s 10 15 20 25 30 ° s 0 15 20 25 0 el ° 2 - ° e o 2 . . s
Epoch Epoch : Epoch . Epoch
InceptionV3+adam+calr InceptionV3+adam+ps_calr (a) cont’d InceptionV3+adam-+calr InceptionV3+adam+ps_calr
MNIST MNIST CIFAR10 CIFAR10
Model- Loss Model- Loss Model- Loss. Model- Loss
— Traning — Taining — Taining =
. — vesdation | o5 — wiamon | L, — widaton [ 4,
1
020 020 5 .
go gos £, i
e10 010 10
os o9
oos oos o8
oe o7
9%0. ° s 10 . “h 20 25 0 o s 10 lpo‘:h 20 el 0 o s 0 Fpo’:h 20 s o s 10 Epo‘(,h 20 25 0
vggl6+adam+calr vggl6+adam+ps-calr vggl6+adam+calr vggl6+adam+ps-calr
CIFAR100 CIFAR100 MNIST MNIST
FIGURE 8. Pre-trained models’ plots for cosine annealing and the proposed method (a) training and validation accuracy.
VOLUME 11, 2023 139181



IEEE Access

0. V. Johnson et al.:

ps-CALR: Periodic-Shift Cosine Annealing Learning Rate for Deep Neural Networks

Model- Loss

Model- Loss. Model- Loss Model- Loss
4% — Weip — Toinng 023 — vy —— waink
- widation | 33 " vaidation = widadon | °%®  Wadation
20 0201
30
25
25
a3 ]
§20 §20 §
15 15 010
10 10
o0
os N
o 20 Py 0 ) 100 o 20 Py 0 80 100 4 3 o = 20 Py 4 ° s L= 20 F) )
Epoch Epoch Epoch
vggl6+adam+calr vggl6+adam+ps-calr vggl9+adam+calr vggl9-+adam+ps-calr
CIFARI10 CIFAR10 CIFAR100 CIFAR100
Model- Loss plocertoes Model- Loss Model- Loss
= W [ s =] T —
14 14 30
20
13
23
12 5 s
8 1. I8 I
10
10 15 15
09
o8 0 10
os
. - . - - o - . . - - v . o os
-3 ps = = > = - 3 3 o - F3 > » 3 P P % P 3 £ P P w ey
Epoch Epoch Epoch Epoch
vggl9+adam+calr vggl9+adam+ps-calr ®) vggl9+adam+calr vggl9+adam+ps-calr
MNIST MNIST CIFAR10 CIFARI10
Model- Loss Model- Loss Model- Loss Model- Loss
— wonm 3600 — venm — Trainiog —
— osdation —— aidation —— vaidation —— weidation
300000 1400 B
1200
s N
1000
& 300000 . "
g § w0 1Y
200000 600
- 2
100000
200
y
° ° 1
1) 3 Py P % s » o 3 o 15 ) ) » ] 3 1o Y ) P » ] 3 o 15 0 P »
tpocn epoch epoch epocn
ResNet50+adam+calr ResNet50+adam-+ps-calr ResNet50+adam+calr ResNet50+adam-+ps-calr
CIFAR100 CIFAR100 MNIST MNIST
Model- Loss Model- Loss Model- Loss Model- Loss
7 — Training — Training 12 — Taining = — Taining
— \aidation —— \aidation —— aidation — widation
5 10 20
s L]
1
§° §e §
> 0
N
2
2
2
° °
] : a7 1 : ] 3 3 1 [ 3 3 10 1 ) ) » ° 3 10 s ) ) »
epoch epoch . tpoch on VI
ResNet50+adam+calr ResNet50+adam+ps-calr InceptionV3+adam+calr InceptionV3+adam+ps-calr
CIFARI10 CIFAR10 CIFAR100 CIFAR100
Model- Loss Model- Loss Model- Loss Model- Loss
— Training 16 — Training 18 —— Taining 18
1e —— widation — widation  idation
16 16
12
14 14
10
g §12 g1z
as
10 10
0s
o8 o8
as
o6 e
5 3 10 i 20 F) % 13 3 10 1 20 ) %0 13 H : Pt s [ 3 3 Pt s
" Epoen i epoch o . epocn
InceptionV3+adam+calr InceptionV3+adam+ps_calr (b) cont'd InceptionV3+adam+calr InceptionV3+adam+ps_calr

FIGURE 8. (Continued.) Pre-trained models’ plots for cosine annealing and the proposed method (a) training and validation accuracy, (b) training and

validation loss.

presented in Tables 5 and 6. The same comparative approach
implemented for the MLP classifier earlier discussed is used
for the CNN classifier for the selected optimizers and LR
schedules.

In all the experiments, we observed that the proposed
method shows a consistent and better performance over the
rest of the methods in all the datasets used. The Adam
optimizer with the proposed method offers a better improve-
ment compared with the existing CALR and fixed LR
using SGD and RMSprop optimizers. The proposed method
yielded, as against the existing CALR, an accuracy of 99.29%
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against 99.19% for MNIST, 71.78% against 70.84% for
cifar10, 58.13% against 57.94% for cifar100, 96.67% against
96.51% for Iranian Telecom, and finally 77.33% against
76.67% for German credit. Fig. 7 shows each dataset’s
CNN model accuracy and loss results for Adam+CALR and
Adam+-ps-CALR.

Notably, results indicated that the CNN model performs
better than its counterpart MLP model across all the datasets
used. Unlike the MLP classifier, the CNN with the pro-
posed method in the case cifar100 shows consistency and
improved performance. We observed that both cifarl0 and

VOLUME 11, 2023



0. V. Johnson et al.: ps-CALR: Periodic-Shift Cosine Annealing Learning Rate for Deep Neural Networks

IEEE Access

0.70 1
0.65 1
0.60 1
0.55 4

Accuracy

0.50 1
0.45 1
0.40
0.35

Epochs
VGG16

038 1
07 4 Nr

0.6 1

0.5 1

04 1

Accuracy

0.3 1

0.2 1

0.1 4

-

Epochs
ResNet50

Accuracy

Accuracy

0.75 1

0.70 1

0.65

0.60 1

0.55 A

0.50 1

0.45 4

0.40

20 30

Epochs
VGGI19

0.8 1

0.7 1

0.6 1

05 1
0.4 1

0.3 1 |

0.2 1

0.1 1

T T T T

20 30
Epochs

InceptionV3

FIGURE 9. Pre-trained models’ performance on the TinylmageNet using the proposed LR Method, existing cosine annealing, and the fixed LR.

100 performed better than the previous MLP model. The
indications are:

i. CNN uses its inherent automatic feature extraction that
helps to learn complex non-linear interactions to yield
better classification.

ii. 1D CNN is adept at providing automatic feature extrac-
tion for DL models employed for non-image datasets
rather than handcrafting or over-dependence on feature
selection techniques in conventional ML models.

C. PRE-TRAINED MODELS

In the second part of the experiment, pre-trained models,
including VGG16, VGGI19, ResNet50, and InceptionV3,
were trained on the three image datasets used in the pre-
vious experiments. The LR schedule policy considers fixed
LR, existing CALR, and the proposed approach. The Adam
optimizer for the LR schedules was only considered based
on initial experiments and the fact that the paper focuses on
cosine annealing with Adam. The experimental result of the
pre-trained models is presented in Table 7.
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In all the experiments, we observed that the proposed
method demonstrates consistent and better performance over
the rest of the LR schedules in all the datasets used. The Adam
optimizer with the proposed method competes favorably with
Adam+-CALR, with a notable improvement recorded. For
VGG16, the proposed method (Adam+ps-CALR) obtains
an average test accuracy of 98.12% for MNIST, 64.24%
for cifarl0, and 39.08% for cifar100. For VGG19, the pro-
posed method obtains an average test accuracy of 98.13%
for MNIST, 63.50% for cifar10, and 36.57% for cifar100.
In the case of ResNet50, the average test accuracy for MNIST
is 99.42%, cifarl0 is 73.83%, and cifar100 is 77.99% for
cifar100. Whereas, in the case of InceptionV3, the proposed
method obtains an average test accuracy of 99.26% for
MNIST, 89.25% for cifar10, and 78.34% for cifar100. The
pre-trained models’ accuracies and losses for each dataset are
shown in Fig. 8.

In addition to the previous comparison experiments, the
TinyImageNet is used further to justify the performance of the
proposed LR method. The TinyImageNet dataset is a subset
of the ImageNet dataset with 200 classes. The dataset consists
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of 100,000 images in a training set and 10,000 images each
for validation and testing. The image size is 64 x 64 pixels.

To train the TinylmageNet on the previous pre-trained
models, we resized the image to 96 x 96 and used a batch size
64 for 50 epochs. In addition, we used a custom data augmen-
tation technique to avoid overfitting in order to achieve better
accuracy. Our experimental findings, as illustrated in Fig. 9,
show that not only did image classification training improve
with using TinyImageNet, but also the proposed LR method
consistently outperforms the existing CALR and fixed
LR used.

V. CONCLUSION

LR schedule, as one of the key factors affecting the DL
optimization problem, has been discussed in this paper. It is
identified as the small term to help adjust the weights and
biases of the model to minimize the CF along with an opti-
mizer to obtain an optimal solution. We further mentioned
that a high LR aids DL models in achieving strong general-
ization. In contrast, a lower LR aids in the model’s minimum
search, occasionally failing to converge because it is trapped
at the local minimum. Consequently, a good LR helps the
model converge faster and escape local minima to a global
minimum in all cases.

We also discussed that a CALR was introduced to solve
the trapping to the local minimum problem but did not pro-
vide a holistic exploration of the loss landscape for good
model generalization. Hence, we proposed a ps-CALR to
improve the existing CALR schedule. We demonstrated the
proposed method with different classifiers and compared it
with CALR and fixed LR. Findings show that the proposed
method notably improved the performance of the MLP and
CNN models, including the pre-trained models. In addi-
tion, we used TinyImageNet to further experiment with the
proposed method, and the finding shows that the proposed
method’s performance was consistent. We observed that the
proposed method is less adaptable to SGD compared with
Adam and RMSprop optimizers. However, as earlier stated,
recent studies provide a significant improvement to accelerate
the performance of SGD with momentum using an effective
step size method called Polyak [25], [26], [27]. Moreover, this
paper focuses on existing CALR and improving it to model
generalization; hence, it did not compare with SGD+-Polyak
or other LR schedules (such as time-based, polynomial, expo-
nential). We suggest a comparative approach to benchmark
the performance of the proposed method with other LR
schedules.

We also noted that the warm-up epoch may change depend-
ing on the complexity of applications or designs, especially
for models requiring initial lower LR. In this instance,
additional fine-tuning of the warm-up epoch to a higher
value may be performed. Availability of required computing
resources also limited experimenting with ImageNet or spe-
cific applications in state-of-the-art NLP tasks, segmentation
and complex object detections. We suggest future work to
experiment the proposed ps-CALR with NLP task.
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