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ABSTRACT Keyword extraction is an effective way to quickly identify key elements in text. It can accelerate
the identification of key factors that play a role in accidents when applied to incident report analysis. Our
research presents an innovative process for extracting keywords from incident reports with the pre-trained
natural language processing models. We utilized fine-tuning techniques to integrate a BiLSTM-CRF with
a fully-connected layer and pre-trained natural language models. The process of extracting keyphrases is
approached as a task of labeling sequences. To analyze incident reports from Korea, we employ pre-trained
models customized for the Korean context, such as KoBERT and KoELECTRA. Our approach is assessed
using a range of metrics, including accuracy, area under the curve (AUC), F1-score, slot error rate (SER),
and simple matching coefficient (SMC). In contrast to traditional approaches which mainly concentrate on
document summarization, our research provides a distinct method tailored to identifying falling objects as the
main cause of accidents. Our findings demonstrate that the ELECTRA-based model with a BiLSTM-CRF
outperforms other models, achieving an accuracy of 0.943, an AUC of 0.991, and a low SER of 0.075.
The F1-score and SMC closely resemble the BERT-based model with a BiLSTM-CRF, with no significant
differences observed within the 95% confidence interval. These results underscore the potential of fine-
tuning pre-trained models for post-hoc traffic accident analysis. This method offers a swift preliminary step
to identify the key factors before human analysis, presenting a multifaceted strategy to enhance road safety
and prevent accidents.

INDEX TERMS BiLSTM-CRF, ELECTRA, keyphrase extraction, safety incident analysis, sequence
labeling, fine-tuning.

I. INTRODUCTION
The frequency of traffic accidents caused by road debris
has been steadily increasing, presenting a pressing societal
issue. Extensive research conducted by the AAA Foundation
for Traffic Safety demonstrated that road debris played a
prominent role in over 200,000 crashes, leading to more
than 39,000 injuries and 500 fatalities in the United States
between 2011 and 2014 [1]. Accidents involving debris were
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found to be approximately four times more likely to occur
on interstate highways compared to accidents not involving
debris [1]. Moreover, the AAA reported that a significant
portion of the $11.5 billion spent on litter disposal nationwide
in the US was allocated to the removal of unsecured debris
from loads, accounting for up to 40% of the total expenditure
[2]. Consequently, road debris imposes a substantial social
cost on society. According to the National Highway Traffic
Safety Administration, incidents caused by unsecured loads
resulted in 90,226 cases, claiming 683 lives and causing
19,663 injuries in 2016 alone [2]. In this study, we define
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fallen objects as encompassing a range of items, including
road debris resulting from human error such as unsecured
loads and vehicle parts, as well as natural objects like tree
branches. Recognizing the significance of mitigating road
hazards and minimizing associated societal costs, it is crucial
to comprehend the patterns and trends of accidents related
to road debris. This knowledge can serve as a foundation for
developing effective policies and systems aimed at enhancing
road safety.

This paper describes a comprehensive analysis of road
safety incident reports using deep learning based methods.
The analysis was conducted on a dataset consisting of 3,971
accident reports provided by the Ministry of Transportation
of the Korea Expressway Corporation (KEC), covering the
period from 2015 to 2019. Each accident was individually
documented and included both direct impacts from fallen
objects and accidents resulting from evasive actions to avoid
fallen objects. The reports contained detailed textual descrip-
tions of accidents written in Korean, along with 108 variables
related to the accidents. These variables encompassed various
aspects, including the extent of damage (e.g., damage rating,
vehicle damage, and casualties), environmental conditions
(e.g., weather, day/night, lighting conditions, road pavement
conditions), operational factors (e.g., pre-accident speed,
number and type of vehicles involved, vehicle size), primary
causes of accidents, and information regarding the fallen
objects. Additionally, the number of injuries and fatalities
associated with each accident was also recorded. This
study highlights the importance of leveraging deep learning
analysis to gain valuable insights from road safety incident
reports, contributing to the field of road safety research.
Complex natural language processing models based on deep
learning have made remarkable progress in processing large
amounts of textual data. However, the usefulness of deep
learning-based models is not limited to large-scale data.
In this study, we used deep learning-based complex modeling
to analyze a limited number of documents for the following
reasons. First, natural language models pre-trained on large
corpora can be used to gain semantic understanding of
complex language in documents. Second, complex modeling
is necessary to understand the context of an incident report
and the relationships between words to ensure that the
interpretation is accurate and relevant to the context. Third,
by fine-tuning a pre-trained model for a target task, we can
leverage the knowledge gained from the large corpus on
which the model was pre-trained. Even when specific data
for a target task is limited, transferring knowledge from
a pre-trained complex model can help to understand the
language of a particular domain. Finally, simple modeling
methods, including traditional machine learning approaches,
often require extensive feature engineering to achieve good
results. Complex deep learning models reduce manual effort
by automatically finding relevant features in text data. To
enhance road safety and prevent accidents, it is important

to identify the main causes of accidents by analyzing road
incident reports. In this study, we propose a deep-learning-
based approach for keyphrase extraction from accident
reports to gain insight into past accidents and prevent future
incidents. This research concentrates on identifying the root
cause of the accident rather than the outcome. By automating
the process of keyphrase extraction from text data, we aim
to identify accident trends and take appropriate measures
to prevent accidents. This method has the potential to
significantly reduce the occurrence of accidents on roads by
identifying and addressing key factors in a timely manner.

A. ANALYSIS OF SAFETY INCIDENT REPORTSS
This section introduces the analysis of safety incident
reports. The analysis of incident reports involves a series of
structured processes to identify accidents based on previous
accident reports to reduce the risk of reoccurrence and
prevent accidents in advance. There are several approaches
for analyzing accident reports in various domains. In the
domain of highway accidents, computational analysis has
been used to identify key information from accident reports
[3] and similar techniques have been applied to health records
[4]. A semi-automated classification approach has been
suggested for railway hazard reports that focus on identifying
specific text that may lead to accidents [5]. Natural Language
Processing (NLP) techniques have also been applied to safety
incident reports in the aviation industry to extract relevant
information and classify reports [6].

Text retrieval and link analysis have been combined
to study aviation accident reports from the U.S. National
Transportation Safety Board (NTSB) [7]. This approach
focused on detecting connections between topics across
multiple documents. Traffic analysis [8] has also adopted
machine learning and rule-based approaches to perform
sentiment analysis in the area of traffic. Text mining-based
fault diagnosis methods have been applied to maintenance
data from high-speed rail systems, using Bayesian networks
and probabilistic latent semantic analysis to extract consistent
topics within the documents [9]. Text mining has also been
used to identify the main causes of road crashes by analyzing
contextual relationships and identifying common factors
reported in accident reports [10].

B. KEYPHRASE EXTRACTION
This section presents an overview of keyphrase extraction
methods, which are used to automatically identify and extract
significant phrases or words from a given text document
[11]. The primary objective of keyphrase extraction is to
identify the most relevant and representative phrases related
to the subject matter of the document, which can facilitate
efficient document indexing, retrieval, and summarization
[12]. Keyphrase extraction generally adopts one of two
types of approaches. Heuristic approaches are based on the
statistical information of words such as word frequency
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frequency [13], n-gram [14],tf-idf scores [15], word co-
occurrence measures [16]. The second approach involves
binary classification, where keyphrases are classified as
either relevant or non-relevant using supervised or unsuper-
vised methods. The keyphrase extraction process typically
involves two steps: generating a set of phrases as candidate
key phrases, and then determining which of these phrases
is the keyphrase. We focus on the process of determining
which candidate phrases are indeed keyphrases. In supervised
approaches, the keyphrase classification is based on selecting
features of the documents, such as Part-of-Speech (POS)
tags with n-gram [17] and positional information [18].
Machine learning methods are then employed to identify
which of the candidate phrases represent the main content
of the document. Annotated documents are commonly used
in supervised approaches to train the model for keyphrase
extraction. In the field of keyphrase extraction, early super-
vised methods approached keyphrase extraction as a binary
classification problem [19]. In this approach, documents are
annotated with keyphrases to serve as labeled data for training
a classifier that distinguishes between candidate phrases
that are keyphrases and those that are not. Keyphrases are
treated as positive examples and other phrases as negative
examples. Once a set of candidate phrases is generated, the
next step involves identifying which candidate phrases are
keyphrases [11]. In contrast to supervised approaches that
rely on labeled data to learn specific tasks, unsupervised
approaches do not require labeled data and can be applied
across multiple domains. Although supervised approaches
can be more time-consuming and costly to train, they
often achieve higher accuracy within a specific domain.
As labeled data was used in this study, we exclusively
concentrated on the supervised approach. Supervised
keyphrase extraction can incorporate both domain-specific
properties and external resources, such as WordNet and
Wikipedia [17]. However, in cases where syntactic properties
are combined with other types of features, they may not be
useful for keyphrase extraction [20]. External resources such
as citation information from citation networks [21], hyperlink
information [22], and search query information [23] have
been shown to be effective in determining the importance
of candidate keyphrases. Semantic relatedness can also be
used as a property, and statistical association among key
phrases can be used tomeasure coherence and check semantic
relatedness between candidate phrases [24]. Hulth [17]
combined statistical properties with syntactic features and
obtained better results. Various machine learning techniques,
including decision trees [25], boosting [26], bagging [17],
and support vector machine(SVM) [27], [28], have been used
to classify keyphrases in the binary classification problem.
A Multi-Layer Perceptron [29] with SVM has also been used
for classification.

Although supervised keyphrase extraction as a binary
classification problem has been used effectively, it has
some limitations. One of the limitations is that comparing

candidate phrases with each other is impossible since each
candidate phrase is annotated independently. To overcome
this limitation, sequence labeling was proposed as an
alternative approach. Sequence labeling is a classification
process for sequential data and can handle varying lengths
of keyphrases without a step of generating candidate phrases.
It has been successfully used in part-of-speech (POS) tagging
tasks, which identifies the format of part-of-speech in
the input sentence. Conditional random fields(CRF) [30]
is a widely used algorithm in sequential labeling tasks
before the emergence of deep neural networks with word
embeddings. CRF is a softmax regression probabilistic model
that takes a sequence format of length n as input and
outputs a sequence labeling of length n using a potential
function. This potential function converts various types of
sequence data into high-dimensional boolean sparse vectors
to help logistic regression as sequence input data. CRF
considers the surrounding context by using preceding and
following words and their part-of-speech directly to perform
POS tagging effectively. With the CRF method, sequence
labeling approaches can implement the semantic features of
documents effectively without the need for a generation step
to extract candidate phrases.

Unlike binary classification, sequence labeling considers
the entire document to assign the keyphrase label, making
it possible to capture long-term semantic dependencies
within the document. Since the first CRF-based keyword
extraction model was proposed in 2008, [31], CRF has been
used to overcome the limitations of keyphrase extraction,
incorporating multiple textual features such as tf-idf term,
orthographic information, and parse-tree information [32].
The BiLSTM-CRF model is one of the earliest neural
network models proposed for keyphrase extraction using
a sequence labeling approach, incorporating fixed word
embeddings from scholarly documents. This model can cap-
ture long-distance semantic information and dependencies
from both the input and label sequences [33].

C. FINE-TUNING METHODS
Fine-tuning refers to the process of training a pre-trained
model on a specific downstream task using task-specific
data. Fine-tuning allows pre-trained models to be adapted
to a specific task, resulting in improved performance and
efficiency. We adapt two pre-trained models, BERT and
ELECTRA, to a specific task by training additional layers
tailored to that task. In this method, the model is first trained
on a large amount of unlabeled data, and then fine-tuned with
labeled data for the target task to adjust all of the model’s
parameters.

The primary purpose of fine-tuning is to adapt a pre-trained
language model, which has learned general language under-
standing from a large corpus of text, to a specific NLP
task. This adaptation involves adjusting the parameters of
the model to make it proficient at the task at hand. Fine-
tuning involves updating the weights (parameters) using a
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smaller dataset that is specific to the target task. During this
process, the model learns task-specific patterns for the NLP
task at hand. Fine-tuning is used to transfer the knowledge
and skills gained by the pre-trained model to the specific task,
leveraging the model’s pre-existing language understanding.

Fine-tuning can have a significant impact on experimental
results. It often leads to improved performance on the
target task compared to using the pre-trained model without
fine-tuning. Benefits include improved accuracy, faster
convergence, and the ability to handle task-specific nuances.
The extent of the improvement depends on factors such as
the quality and size of the fine-tuning data set, and the
similarity of the task to the pre-training data. Without fine-
tuning, the pre-trained model is used as a feature extractor
or representation generator. However, it may not fully exploit
the capabilities of the pre-trained model, especially for tasks
requiring complex language understanding or handling rare
and specialized vocabulary.

Deep learning models that use pre-trained representations
have achieved promising results in various natural language
processing (NLP) tasks, as shown in studies such as Peters
et al. [34], Radford et al. [35], and Devlin et al. [36].
ULMFiT, proposed by Howard and Ruder, demonstrated that
pre-trained models can improve the performance of NLP
models, especially when training data is limited. ULMFiT
[37] also introduced an effective fine-tuning technique that
can be applied to any NLP task. Contextual word embedding
models such as ELMo, OpenAI GPT, and BERT consider the
context in sentences during the embedding process, unlike
previously fixed word embedding representations. These
contextualized word embedding models utilized pre-trained
models that were in an unsupervised way with a large amount
of unlabeled corpus. When using pre-trained representations
for new tasks, there are two main strategies: feature-
based and fine-tuning methods. The feature-based approach
involves using the pre-trained representations as an extra
feature when performing the specific task. On the other
hand, the fine-tuning approach involves adding minimal
task-specific parameters and incrementally adjusting the
pre-trained parameters during the target task.

ELMo [34] and OpenAI GPT [35] are two pre-trained
contextualized word embedding models that have been
widely used in NLP tasks. ELMo utilizes a feature-based
method, where pre-trained representations are used as
additional features on top of the task-specificmodel structure.
In contrast, OpenAI GPT adopts a fine-tuning method,
where minimum task-specific parameters are added to the
pre-trained parameters, and both types of parameters are
fine-tuned adaptively for the target task. However, ELMo
and OpenAI GPT suffer from the disadvantage of being
based on unidirectional models, where the current token can
only consider previously appeared tokens. ELMo tried to
overcome this by using two unidirectional models, but it only
shallowly concatenates their hidden states, which limits its
effectiveness in capturing bidirectional dependencies.

Bidirectional Encoder Representations from Transform-
ers(BERT) [36] is a pre-trained model that uses bidirectional
context representations and learns through amasked language
modeling (MLM) task, in which about 15% of input sentence
tokens are masked and matched. However, effectiveness of
BERT is limited by its use of a small subset of the data
(only 15% of tokens are masked), and the model requires a
large amount of training data to be effective due to the small
number of predictions per sentence.

Efficiently learning an encoder that classifies token
replacement accurately(ELECTRA) [38] introduced a new
pre-training task called Replaced Token Detection (RTD).
Unlike BERT, which onlymasks about 15% of input tokens to
make predictions, ELECTRA applies RTD to all input tokens,
making it more efficient and achieving better performance on
downstream tasks. ELECTRA processes binary classification
in which a generator replaces some tokens in real input
sentences with plausible fake tokens, and the discriminator
guesses whether each token is an original or replaced token
generated by the generator. ELECTRA can learn much faster
than BERT and perform better on downstream tasks. In this
paper, we used pre-trained BERT and ELECTRA models on
a Korean corpus.

II. METHOD
A. PROPOSED MODEL
We approach the task of extracting keyphrases from accident
reports as a sequence labeling task. The semantic under-
standing of the nlp models is crucial for the quality of the
extracted keyphrases. We use the pre-trained nlp models,
BERT and ELECTRA, with a fully-connected(FC) layer
and BiLSTM-CRF layer. Pre-trained models go through a
process of fine-tuning to be optimized for specific tasks. Fine-
tuning involves adding the target task-specific layers last. The
layer weights are then retrained to optimize for the target
task. BERT and ELECTRA are transfer learning models that
learn language representations by performing contextualized
word embeddings through pre-training with a large unlabeled
corpus. They are used for various natural language processing
tasks. Contextualized word embedding models such as BERT
and ELECTRA are trained to capture complex linguistic
and semantic relationships within sentences and paragraphs.
The pre-trained model embeds the words in the sequence
into a fixed dimension with a numerical representation. The
sequence labeling process can be explained with a set of
x = {x1, x2, . . . , xn} as tokenized input sequence where
xt represents t-th token, a set of w = {w1,w2, . . . ,wn}
embedding vector corresponding to each input text x, and
a set of label y = {y1, y2, . . . , yn} as output label sequence
where yt represents corresponding label of t-th token. The
pre-trained models map each tokenized word xt in the input
sequence to a numerical vector wt . The shape of the output
label y is determined by the keyphrase extraction method.
With a FC layer, each token in a sequence is assigned a label,
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which has three elements, where sstart and send indicate the
start and end indices of a keyphrase in tokenized sentences,
and the last element spresent indicates the presence or absence
of a fallen object in the sentence. With a BiLSTM-CRF
layer, each token is assigned two binary values of 1 and 0.
This binary array marks keyphrase tokens in the sequence
as ‘1’ and all other tokens as ‘0’. We add a FC layer or a
BiLSTM-CRF layer to each NLP model to fine-tune it for the
keyphrase extraction task. The BiLSTM-CRF layer accounts
for label dependencies across the sequence by encoding
coherent relationships within a sequence.

B. PRE-TRAINED LANGUAGE MODEL
In this section, we introduce our proposed model, which
utilizes a combination of a language model and keyphrase
extraction method, and provide detailed descriptions of their
implementations. Language models are designed to assign
probabilities to tokens in a sequence, and our goal is to
generate a sequence of words that fits the target task for a
given sentence. We utilized two types of pretrained language
models, BERT and ELECTRA, and adapted them to the target
task by adding either a FC layer or a BiLSTM-CRF layer.
We used KoBERT [39] and KoELECTRA [40], which were
specifically trained on the Korean corpus, as our target data
was in Korean.

1) BERT
BERT is a transformer-based model that utilizes only
encoders and self-attention to grasp the context of the
entire sentence with a bidirectional model. The input of the
BERT model is comprised of token, segment, and position
embeddings generated throughWordPiece embedding. Token
embeddings begin with a Special Classification token (CLS)
and distinguish between sentences using a Special Separator
token (SEP). Segment embeddings are used to differentiate
between sentences via the SEP tokens. Position embeddings
capture positional information through learning. BERT
performs pre-training using two unsupervised prediction
tasks, Masked Language Model (MLM) and Next Sentence
Prediction (NSP). MLM randomly masks part of the input
sentence token and learns to predict the original word
of the masked token, while NSP predicts the relationship
between two sentences in the corpus. NSP, or Next Sentence
Prediction, is a technique that considers the relationship
between two sentences and determines whether they are
related through fine-tuning tasks such as natural language
inference and question answering. This is achieved by
concatenating two sentences from a corpus and performing
binary NSP to determine whether the second sentence
immediately follows the first sentence in the original corpus.
This allows the model to identify context and learn the
relationships between the sentences. In order to adapt the
pretrained BERT model to the target task, we added either a
FC layer or an BiLSTM-CRF layer. Our approach involves
training these two models and performing a fine-tuning

FIGURE 1. An overall structure of BERT.

process using new data for the keyphrase extraction task(see
Fig.1).)

2) ELECTRA
The pre-training methods of MLM, such as BERT, have
limitations. During the training process, BERT only uses
15% of the masked tokens among all input tokens. MLM
learns by masking a small portion (15% in the case of
BERT) of the original input tokens and reconstructing the
masked tokens. As a result, data efficiency is reduced. MLM
methods require significant computational power and corpora
to effectively acquire knowledge. ELECTRA, on the other
hand, learns using the entire dataset and has been proven
to be more computationally efficient with its replaced token
detection (RTD) method. RTD performs binary classification
by replacing a few tokens with other tokens and determining
whether they are original or replaced. In terms of initial
learning speed and performance, RTD outperforms the
MLM of BERT. ELECTRA has two neural networks,
a generator and a discriminator, where the generator replaces
masked tokens with generated samples and the discriminator
determines whether a token is original or a generated
sample. The generator learns to maximize the likelihood
of masked tokens, and its optimal size is between 1/4 to
1/2 of the discriminator’s size. The ELECTRA-Base model
outperformed the BERT-Large and BERT-Base models.
We fine-tuned the pre-trained ELECTRA-Base model for the
keyphrase extraction task using a method similar to that of
BERT.

Fig.2 illustrates the tokenization process of text data
and labels for input to the language model. The tokenizer
defined by each model is used to tokenize text data, and the
tokenized text data vary depending on the corpus size and the
tokenization scheme used during the model training.

C. KEYPHRASE EXTRACTION
In this section, we describe two approaches to keyphrase
extraction: the FC layer and the BiLSTM-CRF layer.
We approach keyphrase extraction as a sequence labeling
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FIGURE 2. The process of text tokenization.

FIGURE 3. An overview of the main architecture of ELECTRA.

task. Sequence labeling refers to the classification of sequen-
tial data. It takes as input categorical sequence data x of length
n and finds the best label sequence y of the same length. Let
x = {x1, x2, . . . , xn} be the input or observation sequence
and y = {y1, y2, . . . , yn} be the output or label sequence.
Sequence labeling is a type of logistic regression where
the input is a sequence rather than a single vector. In this
paper, we use discriminant models for sequence labeling.
Discriminant models are one of the statistical models used
in machine learning for classification and prediction tasks.

Maximum-entropy Markov model(MEMM) [41] is a
discriminative model that calculates the conditional prob-
ability of a label. MEMM performs n classifications on a
sequence of length n sequentially. MEMM produces locally
biased predictions because the current prediction depends
on current observations and previous labels. CRF avoids
label bias by normalizing over the entire sequence when
performing sequence labeling. CRF considers bidirectional
context in their output labels. CRF ensures that label
predictions are made within the context of the entire

sequence. CRF secures that for all possible label sequences
for a given input sequence, the sum of the probabilities
assigned to each possible label sequence is at most 1. This
is called global normalization, and global normalization
considers the probability distribution of all possible sequence
labels.

Keyphrase label representation depends on approah to
extract the keyphrases. To represent the keyphrase, both
methods tokenize and embed the sequence. when performing
keyphrase extraction, the input sequence is tokenized to a
maximum length of 64. Each token in the sequence then
becomes an embedding vector of fixed size with a numerical
value. The sequences were tokenized, which also adjusted
the length of the sequences to 64. For sequences shorter than
that, padding was used to make them fit. The sequence is then
embedded by assigning a vocabulay index so that each token
with a categorical value has a numerical value, where the
vocabulary index is determined by the embedding dimension.

With a FC layer, the model receives each token in the
sentence as a vector, and the output layer of themodel predicts
whether that token is a keyphrase through an activation
function. The output layer typically consists of one neuron
per label or class in a sequence labeling task. Each neuron
produces a score or probability distribution for the label of
a given token in the input sequence. For sequences up to
64 in length, the model checks the model output to see if
each token is an actual token in the keyphrase. In this case,
instead of extracting the vocabulary index of each token
classified as a keyphrase, we represent it as an index of
its position in the 64-length array of tokenized sentences.
The label of using a FC layer is represented as an array of
length 3, s = {sstart , send , spresent }, the shape of this array is
(hiddensizemaxlength, 3). Element sstart in label s indicates
the position of the token in the sequence where the keyphrase
begins, Element send indicates the position of the token in
the sequence where the keyphrase ends and the last element
spresent shows the presence or absence of a keyphrase in the
sequence. If a sentence mentions a fallen object explicitly, the
final element in the array is set to ‘‘1’’. However, if a sentence
does not mention or is unclear about a fallen object, the final
element in the array is set to ‘‘0’’.
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With a BiLSTM-CRF layer, the model can take into
account dependencies between predicted keyphrases. The
BiLSTM layer reflects the bidirectional context of the input
words and the CRF layer reflects the bidirectional context
of the output labels. Models with a fc layer, the label
is determined after the softmax activation function, but
in models with a CRF layer, the result of the activation
function is passed to the input of the CRF layer. The
features that pass through the BiLSTM cell become the
input to the CRF Layer. Sequence labeling is then performed
by considering all possible sequences of output labels as
they pass through the CRF, the entire label is considered
when determining the label of a token through the CRF
layer to learn the constraints. The LSTM-CRF layer pre-
dicts the highest-scoring sequence over the possible label
sequences and outputs the final label by marking tokens
that correspond to that keyphrase as 1 and those that do not
as 0.

The label of using a BiLSTM-CRF layer is represented by
a binary array that sets tokens that are part of the keyphrase
to ‘‘1’’ and the rest to ‘‘0’’. If the phrase makes no mention
of the keyphrase, falling object, or is unclear, all elements in
the array are set to ‘‘0’’.

CRF is a sequential labeling model designed to address
label bias, which can convert data in any format into a
high-dimensional Boolean vector using potential functions.
The potential function is responsible for converting the
values input as a sequence into a vector, including cate-
gorical values. CRF and MEMM perform similarly, but the
main difference lies in the normalization of scores for a
given input.

CRF can capture both local and global label dependencies,
while MEMM only computes local dependencies based on
previous labels. MEMM normalizes locally for each token
in a sequence. This leads to the problem of label bias for
locally normalized values, since the labeling of the words in
the sequence is only optimized at one point in time, rather
than being optimal given the words in the sequence. MEMM
only considers competition between outgoing path values
from one state and not from all other transitions in the model,
which is why normalization is locally adapted. MEMM’s
prediction is overly influenced by the most likely prior labels,
and the label bias problem is a consequence of MEMM
not considering the probability of the entire sequence when
labeling it. In summary, MEMM only considers the previous
word and its label to determine the label of the current word.
CRF, on the other hand, performs a global normalization,
considering all possible transitions and scores for a given
input, which helps to overcome the labeling bias. CRF
ensures that the sum of the probabilities for all possible label
sequences is 1, so that the label probabilities are consistent
thanks to the consideration of the entire context, and therefore
less prone to label bias. This means that CRF is better at
modeling complex, long-range relationships between labels
in a sequence. The sequence labeling process P(y1:n|x1:n)

using CRF is defined as follows:

P(y|x) =
exp(

∑m
j=1

∑n
i=1 λjfj(x, i, yi, yi−1))∑

y exp(
∑m

j=1
∑n

i=1 λjfj(x, i, yi, yi−1))
(1)

The framework for keyphrase extraction involves using
two types of NLP models and two methods, with a focus on
CRF. CRF performs a single classification operation on each
sequence using a coefficient vector λ and potential function
f . To output results of the same length as the input sequence,
a BiLSTM-CRF layer is added to pretrained NLP models.
The two methods take the same tokenized text data as inputs,
but differ in how they are labeled, resulting in different output
dimensions. Finally, the output layer uses an input token and
vocabulary index to express an output keyphrase.

D. DATA
In this section, we present a quantitative analysis based
on 3,971 reports of domestic highway crash accidents
collected by the Ministry of Transportation of the Korea
Expressway Corporation (KEC) from 2015 to 2019. The
Ministry of Transportation has been constructing a database
of fallen objects since May of 2019, and the results of fallen
objects collected through this database were also included
in the 2019 research data. The accident description include
the falling object that caused the accident, the location
of the accident, and the degree of vehicle damage, and
the falling object that caused the accident was manually
identified by label. The maximum length of the accident
sequence used in the experiment is 64, and the minimum
length is 15. The pre-trained BERT used in this study
uses sequence data with a maximum length of 512 as
input. Considering this, all sequences were preprocessed into
sequences with a maximum length of 64, considering the
available learning resources and efficiency. If the maximum
length of a sequence was less than 64, the length was adjusted
to 64 using padding.

To address the performance limitations of NLP models
when processing Korean data, we employed NLP models
that were trained on Korean corpora, namely KoBERT and
KoELECTRA. These models were chosen for their ability to
capture the irregular characteristics of the Korean language.
KoBERT was trained on a large corpus of approximately
five million Korean sentences collected from Wikipedia and
news articles, while KoELECTRA was trained on a corpus
of written Korean texts, including Wikipedia articles, news
articles, and book plots. Both models have a vocabulary
size of 35,000 words.To adapt the NLP models for the
task at hand, we fine-tuned them using accident reports
from Korean highways between 2015 and 2019. The reports
contained 108 variables related to accidents, including textual
descriptions, car types, speeds, and time zones. We focused
on the text descriptions and categorized them based on
whether the fallen object was identified directly or vaguely.
Manual labeling was performed, and the corresponding
words or phrases were recorded as labels for identified fallen
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FIGURE 4. An overview of the keyphrase extraction process. Labels vary by keyprhase extraction method. Keyphrase extraction with LSTM-CRF produces
output labels as a binary array of the same length as a tokenized sentence of length 64. The binary array is marked as ‘1’ for the presence of tokens of the
falling object, otherwise as ‘0’. The label of keyphrase extraction with the FC layers is simpler. The label is represented as an array of length 3. Each of the
first and the second element of an array is a start and end index of a falling object that appears in the tokenized sentence array of length 64. The last
element of an array provides information about the presence of a falling object in the sentence. The last element of the array provides information about
the presence of falling objects in the sentence. The last part is denoted with a ‘1’ indicating the presence of a falling object and a ‘0’ otherwise.

FIGURE 5. Chart of the frequency of object causing crashing accidents.

objects, while ‘‘unidentified’’ was used for the remaining
cases. In total, 3,971 accidents caused by fallen objects on
Korean highwayswere recorded, with 921, 905, 809, 883, and
453 cases in 2015, 2016, 2017, 2018, and 2019 (until June),
respectively. In Fig. 5, the frequencies of fallen objects that
appeared on highways more than 10 times are presented. The
data shows that there were 492 cases of accidents caused by
unidentified falling objects, and 407 cases caused by tires.
Additionally, stone, lumber, and steel were recorded in more
than 300 cases. The majority of identified fallen objects were
heavy vehicle parts or loads dropped from other vehicles
during movement, with gravel scattered on the road also
being a common cause of accidents. However, in general,
the identity of a fallen object often goes unconfirmed due
to destruction during the collision or difficulty identifying it
at night. Table 1 lists the frequencies of accidents based on
vehicle type, with mid-sized cars having the highest number

TABLE 1. Frequency of accidents by vehicle type.

of accidents (1,423), followed by full-sized cars (750) and
compact cars (625). Car accidents are more common in
passenger cars than in freight vehicles. Fig. 6 presents the
speed at which accidents occurred for each vehicle type.
The data shows that most vehicles fell within the range
of 80 to 110 km/h, which is the maximum speed limit of
Korean highways. The average speed by vehicle type is at
least 93 km/h for most vehicle types, including mid-sized and
compact vehicles. Finally, zero speed refers to the occurrence
of an accident when a vehicle is stationary.

E. EXPERIMENTS
In order to fine-tune the pre-trained nlp for the keyphrase
extraction task, experiments were conducted on a dataset of
3,971 text samples, divided into 2,779 for the training set
and 1,192 for the test set. This partitioning was randomised,
with 70% of the total dataset allocated to training and
30% to validation. In addition, we used cross-validation
to robustly assess model performance and protect against
overfitting. Our approach utilized a combination of two
NLP models, namely BERT-Base and ELECTRA-Base,
along with two keyphrase extraction methods, namely a FC
layer and a BiLSTM-CRF layer. The tokenization results
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FIGURE 6. Boxplot of vehicle speeds at the time of accidents.

obtained from the BERT and ELECTRA models differed
due to the different sizes of the corpora used to train
them. We set the maximum tokenized sequence length to
64 for both models during the experiments. The experiments
were carried out by modifying the keyphrase-extraction
method for both BERT and ELECTRA models. The first
experiment involved adding a FC layer as a keyphrase-
extraction method, with the final layer dimensions set at
768 for the pre-trained models and a maximum tokenized
sentence length of 64. The labels used in the FC layer for
keyphrase extraction had a dimension of three, resulting in
a final FC layer with dimensions of (768 × 64, 3). The
output of the model was in the form of a three-dimensional
array with the shape s = (sstart , send , spresent ). The first
element of the output array represented the starting index of
the keyphrase in the tokenized sequence, while the second
position represented the ending index of the keyphrase
tokens. The third position indicated whether a fallen object
was present in the keyphrase. If a fallen object was identified
in the keyphrase, the existing label was set to 1, and if
a fallen object was not identified or missing, the existing
label was set to 0. In cases where the keyphrase did not
contain information about a fallen object, the output label
was (0, 0, 0). In this study, we only focused on extracting
more self-explanatory keyphrases. If the cause of an incident
could not be determined from the input data, it was treated
as ‘‘cause unknown’’ and no keyphrases were extracted. The
label representation for ‘‘cause unknown’’ is (0,0,0) or a
64-length array containing only 0.

In the second experiment, the output labels were generated
using a BiLSTM-CRF layer added to the pre-trained models.
The output label is a binary array with a length of 64, which is
the same as the tokenized sequence. The binary array contains
elements of 1 and 0, where an element of the keyphrase in a

sequence is marked as 1 and all other elements are marked as
0. It is worth noting that the same tokenized data was used for
both experiments.

To summarize, training was performed on a server
equipped with an NVIDIA GeForce RTX 2080ti with 11GB
of video memory. The batch size was 16 sequences and
AdamW optimizer with a learning rate of 5e−5 was used
for experiments. We experimented with several epochs
for learning efficiency, with the final number of epochs
set to 50 and 20 for the fc layer and BiLSTM-CRF
layer, respectively. Transfer learning was applied, and the
preloading weights were based on the training results on the
SKT-learn dataset. The first experiment used MSELoss as
the loss function and an FC layer for keyphrase extraction,
while the second experiment used negative log-likelihood as
the loss function and a BiLSTM-CRF layer for keyphrase
extraction. Both experiments also applied a dropout rate
of 0.5. Cross-validation was performed to evaluate model
performance on different subsets of the data and check for
robustness. We also used various metrics to evaluate the
performance of the proposed model, and provided the results
for each metric with confidence intervals.

III. RESULT
The objective of this study was to accurately extract
keyphrases from accident reports, where a keyphrase was
defined as a fallen object that caused an accident. We eval-
uated the proposed approach with various metrics, such
as accuracy, area under the receiver operator characteristic
curve(AUC), F1-score, simple matching coefficient(SMC)
[42] and slot error rate(SER) [43]. Among these metrics,
AUC, f-score, SMC and SER are the ones that consider false
positives and false negatives. We only considered an output
vector as correct when it matched the true label exactly.

Accuracy measures the degree to which the extracted
keyphrase matches the actual relevant keyphrase. AUC is a
single number measure that evaluates the predictive ability of
a model, in this case for keyphrase extraction. It quantifies
overall performance, with higher values indicating better dis-
crimination between relevant and non-relevant keyphrases.
The AUC of 1.0 indicates perfect discrimination, while
0.5 represents random chance. F1-score is a metric that
combines precision and recall into a single measure. F1-
score is particularly useful for unbalanced data sets and
provide an overall measure of model performance, with
higher values indicating better performance. The F-score
ranges from 0 to 1, with values closer to 1 indicating
better performance. F1-score is the harmonic mean of
precision and recall. Precision measures the proportion
of correctly identified keyphrases out of all predicted
keyphrases, while recall measures the proportion of correctly
identified keyphrases out of all actual keyphrases. Precision
and recall are calculated based on the number of true positives
(TP), false negatives (FN), and false positives (FP), as defined
in Eq.2. TP indicates the number of cases where the extracted
keyphrase matches the label, while FN occurs when the
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extracted keyphrase does not match the label. FP corresponds
to the cases where the model incorrectly identifies that the
extracted keyphrase does not match the label. F1-score takes
into account false positives and false negatives when both
types of error have different costs.

SER can be derived from the F1-score, where 1 - F1
represents the error rate (E), indicating the proportion of cases
in which the model fails to accurately identify the keyphrase.
When the F1-score is expressed as the weighted harmonic
mean of recall and precision, the most popular α value is 0.5
[44]. When alpha is between 0 and 1, the weights of FN and
FP are reduced in the value of the F1-score, which reduces
the total error rate of the model. The F1-score is defined in
Eq.3.

Precision(P) =
TP

TP + FP

Recall(R) =
TP

TP + FN
(2)

F1-score =
α

P
+

1 − α

R

=
PR

(1 − α)P+ αR
, 0 ≤ α ≤ 1.

F1-score = 2 ×
P× R
P+ R

, α = 0.5. (3)

SMC is a statistical measure for quantifying the similarity
between binary data samples. This metric measures the
correlated similarity between the extracted keyphrase and
the actual relevant keyphrase. It is calculated by considering
both common elements (true positives) and differences
(false positives and false negatives) between the extracted
keyphrase and the correct response phrase. It is defined
as the ratio of the number of matching keyphrase to the
total number of keyphrase present. SMC measures the
similarity and diversity between the output and label, without
requiring the definition of true negatives(TN). SER is good
for slot-filling tasks such as keyphrase extraction. It evaluates
the overall slot-filling error rate by considering false positives
(incorrect keyphrases), false negatives (missing keyphrases)
and true positives (correct keyphrases). SER introduces new
parameters to measure errors and addresses the problem of
de-weighting. It quantifies the cost of errors generated by the
system and considers the word error rate, commonly used in
speech recognition. Notably, under certain conditions, SER
can be greater than 1. We defined SMC and SER in Equation
Eq.4.

SMC =
TP

TP + FN + FP

SER =
S + D + I

N
(4)

In this study, we used various metrics to evaluate
the performance of the keyphrase extraction model. The
evaluation metrics included N, S, D, and I, where N
represented the number of slots in the label, S represented
the number of substitutions, D represented the number of

incorrectly scored keyphrase extractions, and I represented
the number of correctly scored keyphrase extractions. In our
experiment, both the predictions of the model and actual
relevant keyphrase labels had 64 slots, which matched the
maximum length of the text dataset. While I and D can be
interpreted as FP and FN, respectively, these substitutions
were not directly relevant to our study. The CRFmethodology
we used only considered binary classification of 0s and 1s
for each token in a text description, and term substitutes were
undefined. However, SER can be represented by the F1-score.
We found that the error 1− F was approximately 30% lower
than the SER metric, indicating that SER is approximately
1.5 times the error rate [43].

1 − F ∼= 0.7 × SER

SER ∼= 1.5 × 1 − F (5)

All of the experiments in this study were cross-validated,
and we used bootstrapping to compute confidence intervals
for all of the metrics in this paper. Bootstrapping generates
multiple resampled datasets by randomly drawing data
points from the original data set with replacement to make
inferences about the population from which the original
sample. We used bootstrapping to compute confidence
intervals by randomly drawing 500 samples from test
dataset. The confidence interval for each value in the
metric is shown in parentheses. The results are presented
in Table 2.

We observed that ELECTRA with a BiLSTM-CRF layer
achieved the highest accuracy, AUC, F1-score, SMC, and
SER values of 0.943, 0.991, 0.963, 0.929 and 0.075 respec-
tively. We found that the model with the BiLSTM-CRF layer
outperformed the model with the simple FC layer when
we compared the best model with other models. Overall,
our proposed approach using ELECTRA with BiLSTM-CRF
demonstrated superior performance in terms of accuracy,
AUC, F1-score, SMC and SER, indicating an improvement
in the validity of keyphrase extraction. The key to BiLSTM-
CRF’s keyphrase extraction is to assign a label to each token
in the input sequence, indicating whether it belongs to a
keyphrase. The BiLSTM-CRF layer takes into account all
relationships between words in the sequence.

In this study, we utilized pre-trained BERT and ELECTRA
models to analyze Korean accident report data for keyphrase
extraction, with the aid of BiLSTM-CRF. It was observed
that BiLSTM-CRF played a crucial role in capturing word
relationshipswithin text sequences for this task. However, it is
important to note that there were variations in the amount of
textual data used for pre-training these two models, as well
as their vocabulary sizes. Specifically, ELECTRA had a
vocabulary size of 35,000 while BERT had a vocabulary size
of 8,002, owing to its larger pretraining corpus. As a result,
the overall metrics were better for ELECTRA regardless of
the keyphrase extraction method, highlighting the importance
of proper training data and model architecture for optimal
performance.
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TABLE 2. Experimental result with Confidence Intervals [95% CI].

IV. DISCUSSION
In this study, we present a method for analyzing textual
accident reports to determine the cause of accidents caused
by falling objects. Our approach utilizes NLP models
to automatically extract keyphrases from accident reports,
aiding in the recognition and elimination of different causes
of accidents. The main contributions of our study are
twofold. First, we apply NLP-based models combined with
keyphrase-extraction methods to accident reports. Second,
we utilizemultiple fine-tuningmodels to analyze and uncover
the main contributors to accidents in accident reports,
providing valuable insights for managing and preventing
such accidents. Moreover, we demonstrate that combining
BiLSTM-CRF methodologies with fine-tuned models leads
to enhanced performance in keyphrase extraction. Although
this study used a relatively small dataset, cross-validation was
used to confirm the generalis ability of the model and transfer
learning was used to check the scalability of the results using
a pre-trained NLP model.

The quality of the extracted keyphrases is affected by
the quality of the pre-trained model, as it depends on the
ability to capture complex semantic relationships to gain
contextual information within sentences and paragraphs of
the incident report. This means that a pre-trained model may
produce biased keyphrases or miss important aspects of a
thought, depending on the data it is pre-trained on. Therefore,
it is important to consider the model quality and model bias
to improve the accuracy and reliability of the keyphrase
extraction process. The performance of the proposed method
can be improved by using pre-trainedNLPmodels in domains
specific to incident reports, or by using NLP models with
more efficient pre-training methods.

Although, the proposed approach has the following
limitations. Since this study focused on accidents caused by
falling objects, the extracted keyphrases were mainly nouns.
However, we found that even less frequent falling objects can
be extracted well through experiments. Therefore, it can be
said that this approach can effectively adapt to newwords that
did not appear at all in the learning process by identifying
the relationship between certain parts of speech and certain
words. Similarly, we expect it to be effective for extracting
keyphrases containing different parts of speech that did not
appear in the learning process.

Also, If the size of the pre-trained NLP model is small,
there may be difficulties in extracting words or other parts
of speech that are not learned in the pre-training. This can
be solved by training an NLP model on a larger corpus
and learning different types of sentences. In addition, the

study was limited to accident reports written in Korean, and
therefore the models used were limited to those trained on
Korean corpora.

V. CONCLUSION
In conclusion, we present an novel approach for keyphrase
extraction from incident reports, emphasizing its practical
relavance for accident analysis. Unlike traditional methods
that mainly focus on document summarization, our study
provides a unique approach that customizes keyphrase
extraction specifically for identifying falling objects as the
primary cause of accidents.

We evaluated the performance of two prominent models,
BERT and ELECTRA, integrating FC and BiLSTM-CRF
layers for keyphrase extraction. Notably, our study demon-
strates the superiority of the ELECTRA-based model using
BiLSTM-CRF over alternative models. It achieves accuracy
of 0.943, an AUC of 0.991, and a low SER of 0.075.
The F1-score and SMC closely mirrored the BERT-based
model using BiLSTM-CRF, with no statistically significant
differences within the 95% confidence interval.

Our findings underscore the potential of fine-tuning pre-
trained natural language processingmodels for post-hoc anal-
ysis of traffic accidents, facilitating the swift identification
of key factors. While automated keyphrase extraction serves
as an efficient means to quickly identify crucial elements
within incident reports, it’s essential to recognize its inherent
limitations. This approach has innate constraints, potentially
overlooking certain contextual nuances and fail to provide
a comprehensive incident description. To address these
limitations, human expertise remains irreplaceable. Human
experts can scrutinize reports, consider broader contexts,
and offer a more comprehensive understanding of incidents.
Therefore, we advocate a balanced approach that integrates
keyword extraction as an initial step in incident analysis,
enabling the swift identification of crucial elements, followed
by thorough review by human analysts.

The primary practical application of this study is centered
on accident prevention. By extracting keywords from the
textual descriptions in accident reports can reveal valuable
insights into the factors that contribute to accidents. Our
fine-tuning approach shows great potential for various appli-
cations in the fields of road safety and accident prevention.
This information can be leveraged to devise strategies for
simplifying compensation procedures, accelerating the iden-
tification of accident causes, proactively improving safety
measures in high-risk areas, and implementing preemptive
measures in locations with persistent traffic congestion to
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avert accidents and enhance traffic flow. To exemplify
the practical benefits, consider a scenario where keywords
extracted from incident reports consistently indicate issues
such as ‘stones’ in a particular area. This data can facilitate
road safety improvements and accident prevention by giving
priority to inspections to repair road damage in that section.

In summary, our study proposes a flexible strategy with the
potential to enhance road safety and prevent accidents. The
combination of automated keyword extraction and human
expertise offers a holistic approach to incident analysis,
contributing to enhanced road safety and accident prevention.
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