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ABSTRACT Closed-circuit television (CCTV) systems have become pivotal tools in modern urban
surveillance and traffic management, contributing significantly to road safety and security. This paper
introduces an effective solution that capitalizes on CCTV video analytics and an event-driven framework
to provide real-time updates on road traffic events, enhancing road safety. Furthermore, this system
minimizes the storage requirements for visual data while retaining crucial details related to road traffic
events. To achieve this, a two-step approach is employed: (1) training a Deep Convolutional Neural
Network (DCNN) model using synthetic data for the classification of road traffic (accident) events and
(2) generating video summaries for the classified events. Privacy lawsmake it challenging to obtain extensive
real-world traffic data from open-source datasets, and this challenge is addressed by creating a customised
synthetic visual dataset for training. The evaluation of the synthetically trained DCNN model is conducted
on ten real-time videos under varying environmental conditions, yielding an average accuracy of 82.3% for
accident classification (ranging from 56.7% to 100%). The test video related to the night scene had the lowest
accuracy at 56.7% because there was a lack of synthetic data for night scenes. Furthermore, five experimental
videos were summarized through the proposed system, resulting in a notable 23.1% reduction in the duration
of the original full-length videos. Overall, this proposed system holds significant promise for event-based
training of intelligent vehicles in Intelligent Transport Systems (ITS), facilitating rapid responses to road
traffic incidents and the development of advanced context-aware systems.

INDEX TERMS DCNN, event classification, intelligent transport systems, synthetic data, video
summarization.

I. INTRODUCTION
Traffic management authorities are facing significant issues
because of the growing urban population, which is sig-
nificantly increasing traffic congestion and road accidents
in urban areas. Road accident responses are delayed when
there is no real-time monitoring system in place, which
increases the rate of deaths. According to the World Bank,
around 56% (approximately 4.4 billion people) of the world’s
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population resides in the cities and is expected to be doubled
by 2050 [1]. This population growth in cities is raising
the demand for Intelligent Systems (IS) with reduced or
no manual input/output in minimal time. IS use advanced
technologies to manage and improve traditional systems. One
of the emerging applications of IS is Intelligent Transport
Systems (ITS) which can be used for traffic management,
vehicle/traveler safety, parking management, and accident
detection. The purpose of ITS is to reduce traffic congestion
and provide rational incident management to enhance the safe
mobility of people and vehicles on the roads in smart cities.
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The surveillance systems installed in smart vehicles and city
infrastructure are the foundation of ITS that can provide
brisk services to the residents in case of any calamity.
However, considering surveillance systems also brings into
focus the privacy of individuals and associated objects,
particularly due to the European General Data Protection
Regulation (EU-GDPR) [2], [3]. EU-GDPR highlights two
concerns: using individuals’ personal/associated data without
consent and collecting minimal data for providing services.
Therefore, it is illegal to utilize real-time data of an individual
and their belongings (e.g. vehicles in our case) without
prior consent. Here comes artificial intelligence (AI), which
plays a noteworthy part in automatic decision-making and
self-learning by the system. An event-driven video system
utilizing AI could be made compliant with EU-GDPR by
training it with synthetic data and storing minimal required
data to avoid any privacy concerns.

Moreover, it is hard to get a large number of training data
for real-time incidents. The less availability of training data
for any application makes it a challenging task to achieve
the desired results. Therefore, synthetic data can facilitate the
researchers’ work in an environment where the simulation of
real-world scenarios can provide promising results, even if
trained on synthetic data and tested on real-time data. The
concept of synthetic data is broadly used in the training of
autonomous vehicles [4] and robots [5]. Google’s Waymo
is an autonomous vehicle project that trains its autonomous
vehicles using synthetic data [6].
The storage cost and processing time are important

considerations of surveillance systems. The continuous
storage resulted in the necessity for additional storage space
and also increased the processing time when retrieving
video footage. In modern cameras, motion-based recording
reduces storage costs and processing time by storing only
a fraction of captured frames instead of storing all the
frames [7]. Apart from the storage and processing time issues,
video footage retrieval by human camera operators is also
onerous, as it threatens the identity of the individual/objects.
However, these human camera operators can be replaced
by automated interpretation, where the system can store
and retrieve the video footage as per the requirements. The
automated interpretation draws the attention of researchers
toward video summarization and context-aware systems [8]
that can reduce the storage cost along with the processing
time when video footage is retrieved. The machine learning
models are extensively used in object detection [9], emotion
recognition [10], disease detection [11], and many more to
mention. However, this proposed research is about training
a machine on a synthetic dataset for image/video scene
classification problems. Therefore, a supervised machine
learning model called Deep Convolutional Neural Net-
work (DCNN) was used as per the description of the model
in Section III-C.
This paper considered a critical application for ITS

i.e., road traffic accident detection which is one of the leading
causes of casualties globally. According to the World Health

Organization (WHO), approximately 1.3 million people
expire every year as a result of road accidents [12]. The
number of fatalities can be reduced if timely emergency assis-
tance is provided to injured people. The usage of surveillance
systems installed in smart vehicles [13], [14], [15] and the
city’s infrastructure for the quick detection of accidents can
save many lives. Upon detection of an accident, an alert could
be sent to the relevant services (hospital, police, etc.) to take
immediate action. This can also let vehicles change their lane
in traffic congestion.

In the light of aforementioned issues regarding EU-GDPR,
large-scale CCTV (closed-circuit television) footage storage
optimization, and video analytics for accident detection, the
following research questions were identified for pursuing this
research work:

RQ1: Is it adequate to train a Deep Convolutional Neural
Network (DCNN) model on video frames to identify events
in a video, as opposed to training it on objects?

RQ2:How can the extensive storage challenges associated
with recorded CCTV data be addressed in the EU-GDPR era?

RQ3: How could the event-driven CCTV-captured videos
be helpful in the foundation of a context-aware ITS?

By considering the aforesaid questions, the contributions
of this research article are as follows:

C1: Created new annotated training datasets (synthetic
visual data) containing accident and non-accident video
frames, which are now publicly available on the Kaggle
repository [16] for aspiring researchers. (Section III-B)
C2: An in-house sequential DCNN model was built and

trained on the synthetic visual datasets to achieve optimal
results when evaluated on real-time videos. (Section III-C)

C3: An Event-driven video system is proposed to resolve
the storage and processing time issues of large-scale visual
data. (Section III-D)
The remainder of this paper is organized as Section II sheds

light on the literature and related work. The methodology
of the proposed system is elaborated in Section III and
the implementation details are given in Section IV. The
performance analysis is presented in Section V and the
limitations are discussed in Section VI. The future directions
are discussed in Section VII and in the last, Section VIII
concludes this research.

II. LITERATURE AND RELATED WORK
This section highlights several techniques that made use of
smart vehicles and smart cities for road accident detection and
video summarization for efficient storage space utilization
in ITS.

A. ROAD ACCIDENT DETECTION TECHNIQUES
Over the past few decades, various systems for traffic accident
detection have developed to enhance the safety of people in
ITS. An accident detection system was proposed by [17] to
provide timely services to the drivers of head-on and single
vehicles. The author used sensors for collision detection
and a dashcam to record the footage to send a timely
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emergency notification to the rescue team. An unsupervised
model utilized dashboard-mounted cameras for accident
detection [18]. The novelty of the proposed technique was
to detect anomalies by predicting the next position of the
road participants. A technique based on DCNN was used
by [19] to classify four classes i.e., accident, dense traffic,
fire, and sparse traffic. The model architecture included
4 convolutional layers and 3 fully connected layers. It was
trained on a total of 4400 images (1100 from each class)
for 100 epochs of batch size 32. Overall training accuracy
achieved by the model was 94.4%, whereas, testing accuracy
was 91.64%.

Another accident detection system based on deep learning
was proposed by [20], which focused on accidents in India.
The author collected 5000 images from Google representing
two classes: accident and non-accident with 2500 images
each. An overall 85% accuracy was achieved through
a Convolutional Neural Network (CNN) and the model
was created using sequential API. A novel technique for
classifying and detecting accidents based on trajectory data
from multiple vehicles was presented by [21] that detected
six types of accidents including four rear-end collisions (DN,
NA, SN, and LR) and two side collisions (CP and SL).
Another technique achieved promising results that worked on
coarse and fine detection for temporal and spatial encoding,
respectively in the vehicular ad hoc networks (VANET)
environment [22]. The technique used trajectory information
along with the position from Global Navigation Satellite
System (GNSS) to detect and classify an accident. The
research presented by [23] identified the damaged vehicle and
12 types of damages were targeted in the proposed research.

The small sample sizes and imbalanced data through
generative adversarial network (GAN) [24] were handled
through the technique proposed by [25]. The extraction of
temporal and spatial correlations of traffic flow and the
detection of incidents were performed using a temporal
and spatially stacked auto-encoder (TSSAE). A graph
convolutional adversarial network for anomaly detection
like traffic accidents through spatio-temporal characteristics
was proposed by [26]. Following adversarial training, the
generator and discriminator could be used individually as
detectors. The generator was used for modeling normal
traffic dynamics patterns, whereas, the detection criteria
were provided by the discriminator. The strength of both
detectors was combined to develop an anomaly score. Then,
considering how unpredictable traffic dynamics can trick
the discriminator, a novel anomaly score was developed by
combining the strengths of two detectors to differentiate
between normal and abnormal data.

Automatic detection of accidents through surveillance
cameras was proposed by [27]. The CNN model was used to
detect accidents or anomalies from the videos captured by the
video traffic surveillance system. Further, a rolling prediction
algorithm was applied to achieve high accuracy. The results
showed 82% accuracy in detecting accidents successfully.

In another technique, road accident detection in ITS was
proposed by training the model using synthetic data captured
from multiple perspectives named Multi-Perspective Road
Accident Dataset (MP-RAD) [28]. The training dataset
consists of 400 accidents in a total of 2000 videos. The
similarity of features was estimated and based on the rank
of those features, videos were divided into similar sample
groups. The spatio-temporal features were extracted from
each group using two-branch DCNNs, which were fused
using a rank-based weighted average pooling technique, and
then classification was performed. The authors performed
two types of cross-validation to show the relevance between
real and synthetic datasets. The model was trained with the
MP-RAD dataset and tested on real-time videos and vice-
versa. The model outperformed when trained on synthetic
data and tested on real-time videos.

The synthetic dataset was used to train You Only Look
Once (YOLO) followed by testing on real-time videos
by [29]. The synthetic dataset was annotated as per the
requirement of YOLO. The results showed that the use of
YOLO is not only for object detection but alternately, it can
be trained on a customised dataset for event detection as well.
The results were made useful by providing privacy-preserved
summarized videos of road accidents in ITS, which can only
be accessible to authorized stakeholders. Table 1 shows the
comparison of the proposed system with existing accident
detection techniques.

B. VIDEO SUMMARIZATION TECHNIQUES
Video summarization has a significant role in space and time
utilization. The research conducted in this area is mostly on
moving object-based video summarization. A real-time traf-
fic accident approach based on vision was presented by [30].
The vehicles were extracted using the Gaussian Mixture
Model (GMM) and then tracked from the videos through the
mean shift algorithm. The research focused on the position,
direction, and speed of the moving vehicles to decide whether
the accident occurred or not. One of the moving/non-moving
object-based research was conducted by [31], in which non-
moving objects were discarded first, and then a group of
moving objects in inter and intra-frames was created to
summarize the video. A perceptual video summarization
technique also detects an accident through the features of
moving objects [32].

Another technique proposed by [33] was based on the
estimation of optical flow and heuristic calculation for adap-
tive threshold. The experiments proved the effectiveness and
applicability of the proposed algorithm. Situations such as
tunnels and collisions at the intersections were not observed.
The video summarization technique using Faster Regions
with Convolutional Neural Networks (R-CNN) summarized
the videos to detect traffic rules violators [34]. A superframe
segmentation-based technique for retrieving an event from
long videos was proposed by [35]. The motion amplitude was
used to remove redundant frames from long videos and the
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TABLE 1. Comparison of the proposed system with existing accident detection techniques.

text questions were matched with the answers generated from
the trained semantic model. Similarly, a hybrid model based
on machine learning for the summarization of cricket videos
was proposed by [36].

A frame-based video summarization for accident detection
using ResNet (deep learning) was proposed by [37]. The
model used the ImageNet dataset for training on three classes
known as pre-accidents, accidents, and post-accidents.
An Object-of-Interest (OoI) based video summarization was
proposed by [38] which summarized the video by taking
two inputs: video and OoI. Deep learning was used to detect
OoI from the video and then the video was summarized if
the relevant object was detected in the video. Z-numbers-
based spatio-temporal rough fuzzy granulation (Z-STRFG)
is a video summarization technique that resolved the issue
of identifying uncertainty between collision and near-miss
in accidents [39]. The approximate anomaly-prone regions
in terms of granules were obtained using Z-STRFG by
computing various spatio-temporal properties over the video
frames. These regions may have uncertainty among the
crash, near-miss, and regular traffic scenarios. To distinguish
between the aforementioned three cases, two types of
rough fuzzy granules (RFGs) were computed along with
their roughness scores. Another technique proposed video
summarization by training YOLO using synthetic data [40].
Existing literature focuses mostly on accident detection,

while event-based video summarization is hardly considered.
By considering identified research gaps, this paper proposes
an optimized solution for event classification (accident
detection) and then video summarization for large-scale
visual data storage issues. Through the literature survey, it is
evident that several proposed techniques used VANETs [41]
for predicting and detecting accidents. One of the limitations
of these techniques is the installation of specific devices in the

vehicles to detect accidents. This paper proposes a framework
for event (road accidents) detection and video summarization
throughCCTV recordings utilizing the infrastructure of smart
cities i.e., ITS. Furthermore, enhancing traditional network
video recorders (NVR) to incorporate event-driven video
storage would contribute to increased efficiency.

III. METHODOLOGY OF PROPOSED SYSTEM
This section provides a detailed explanation of the core
functionalities of the basic building blocks in the proposed
system. It also delves into the data collection and annotation
along with the DCNN model architecture and outlines the
stages involved in the event-driven video system.

A. FUNCTIONALITY OF THE BUILDING BLOCKS
The proposed event-driven road traffic monitoring system
has the following five fundamental building blocks, which
were considered for the foundation and functionality of the
proposed system, shown in Fig. 1. The importance of each
building block is described below:

1) Security and Privacy are the main concerns of all
kinds of data management system that deals with
individuals and objects. Tomake the system EU-GDPR
compliant, the privacy of individuals and objects
was considered in the proposed system by utilizing
synthetic data for training the DCNN model.

2) Model Integration is vital to perform a specific task
or to solve a given problem by the machine, like
road traffic event classification in our case. A DCNN
model was trained on customised synthetic data in the
proposed system.

3) Sensor Integration is another important aspect to
address. Several types of sensors and data sources are
used to collect and analyze different types of data like
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FIGURE 1. Building blocks and functionality of the proposed event-driven road traffic
monitoring system.

Global Positioning Systems (GPS), accelerometers,
microphones, and CCTV. The CCTV cameras installed
in the smart cities were used for collecting visual data in
the proposed system followed by the analysis of visual
data and extraction of the contextual information from
the CCTV for further use.

4) Real-time Processing is the building block that
evaluates the system on real-time data. For example,
the proposed system was evaluated on real-time
CCTV-captured videos.

5) Event-driven Storage is another requisite function-
ality of our system. It stored the segment of the
CCTV-captured video in which the relevant event was
detected along with the contextual information like
camera ID, location, video ID, time, and date. It also
ensured EU-GDPR compliance by storing minimal
required event-classified data for future operations.

B. DATA COLLECTION AND ANNOTATION
The proposed system used the synthetic dataset for training
purposes and then evaluation was performed on real-time
videos for event detection. Consequently, the synthetic data
videos were downloaded in higher resolution from BeamNG
Drive [42] YouTube channel after getting permission from the
authorized stakeholder. The frames from these downloaded
synthetic videos were extracted, manually annotated into
the accident and non-accident categories, and made publicly
available for future researchers at [16]. After careful annota-
tion of the frames, a total of 13,228 (6,614 from each class)
frames were selected for training the model as mentioned
in Table 2. The sample synthetic dataset frames of both
classes (accident and non-accident) are shown in Fig. 2.

TABLE 2. Test data details.

C. DEEP CNN MODEL ARCHITECTURE
Certainly, compared to a pre-trained DCNNmodel to classify
test data, this is generally seen as a more spectacular
accomplishment. The design of a sequential (API) DCNN

FIGURE 2. Sample annotated training dataset (synthetic data).

model is easy to understand in which the layers are stacked
one on top of the other in order, but it is only compatible
with stacks of layers that have a single input and output
tensor. The number of layers varies and could be added to the
model as per the requirement because several convolutional
and pooling layers make up a DCNN. Keras is a high-level
deep learning API for the implementation of neural networks,
therefore, the proposed custom sequential DCNN model is
implemented in Keras. The features representing accidents
and non-accidents in the training data were extracted through
the Conv2D layer and then the frame was down-sampled
using Max_Pooling2D.

The architecture of the custom sequential DCNN model is
shown in Fig. 3 and is trained from scratch with a customised
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FIGURE 3. CNN architecture for the proposed system.

synthetic training dataset. There are a total of 11 layers in
the model including four Conv2D layers, four Max_Pooling,
1 flattened layer, and 2 dense layers. However, the model
architecture has 6 distinct layers (excluding pooling and
flattening). The model is divided into two main parts known
as feature learning and classification. The details of both parts
are as follows:

1) FEATURE LEARNING (HIDDEN LAYERS)
Firstly, feature learning is performed by using convolutional
and pooling layers. As previously mentioned, our model
is trained on 4 convolutional and 4 pooling layers. The
purpose of the convolutional layer is to divide the image into
features and then see if these images are available in the test
image. It matches the features rather than pixel locations.
Afterwards, filters are created and in a convolutional layer,
an image becomes a stack of filtered images. The number of
filtered images varies according to the number of filters. The
output of each layer is calculated by:

n+ 2(p)− k
s

+ 1×
n+ 2(p)− k

s
+ 1× filters (1)

where n represents the dimension of the image, p is padding,
k is kernel size, and s is stride.

The images are input one by one to the model for training.
In our proposed system the image size is 256 × 256 × 3.
The value p = 0 and s = 1 in the convolutional layers
and s = 2 in the pooling layers. All the layers have a fixed
k = 3. The number of filters used is the same in the first two
convolutional and pooling layers which is 32, however, in the
third and fourth layers it is 64 and 128, respectively.

The Relu function shown in (2) was used as an activation
function in all the layers except the last layer. It returns
0 if the value is negative otherwise it returns the value
itself.

Relu(a) =

{
0 a < 0
a a ≥ 0

(2)

2) CLASSIFICATION (FLATTENED AND DENSE LAYERS)
After the feature learning extracted the relevant features from
the input image, the flattened layer transformed the 3D tensor
(14 × 14 × 128) into a 1D vector of length 25088. Each
element in the 1D vector represents a feature or a combination
of features learned by the previous layer. Therefore, this
vector is then presented as input to the next layer i.e.,
the dense layer or fully connected layer. In mathematical
notation, input to a dense layer with M units (neurons) is
represented as a vector having N ×1 dimensions, if there is a
flattened vector (x) with length N . Subsequently, the weights
of the dense layer are applied to each element of the vector to
produce another output vector (y) of length M. The following
equation is used to calculate the y:

y = W · x + b (3)

where W is the weight matrix, and b is the bias vector
(provides an additional degree of freedom for the model to
learn). The last two layers were dense layers in the proposed
system and the purpose of dense layers was to select features
that belong to the accident or non-accident class. The first
dense layer had W = 256, x = 25088, and b = 256,
therefore, y = 6422784. However, in the second dense layer
W = 1, x = 256, and b = 1, therefore, y = 257. The
model used Sigmoid probability to classify the frame into
the accident or non-accident class. The following equation
of the Sigmoid activation function was used to classify the
frame:

Sigmoid(a) =
1

1+ e−a
(4)

D. PROPOSED EVENT-DRIVEN VIDEO SYSTEM
Fig. 4 and Algorithm 1 show the phases of the adopted video
summarization methodology with pseudo-code, respectively.
The proposed methodology is comprised of three phases such
as 1) buffering, 2) classification, and 3) storage, which are
narrated below:

1) Buffering: All the temporally dependent frames cap-
tured within one second through the CCTV camera
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FIGURE 4. Phases of the proposed event-driven road traffic monitoring system.

were sent sequentially to the buffer for provisional
storage. A batch of frames that were captured during
one second was stored in the buffer. Thenceforth,
the charge was handed over to the next phase,
i.e., classification. For instance, if the frame rate
of a CCTV camera is 30, the buffer would hold a
total of 30 frames which would be classified in the
next phase.

2) Classification: The model architecture explained in
Section III-C, trained on customised synthetic data
was used in this phase. The already trained model is
loaded in this phase which sequentially reads all the
frames from the buffer. Then uses spatial dependencies
in the frames to classify them as accidents or non-
accidents. When a frame was read from the buffer,
it had to be prepared for classification. Steps 14 to 17 in
Algorithm 1 show the preparation of the frame which
includes resizing, conversion to a NumPy array, nor-
malization, and reshaping. Step 18 predicted the class
for that prepared frame by loading the saved model and
weights. A variable named accident_count was used to
count the number of frames (captured in one second)
classified as accidents. If a frame was classified as an
accident, the variable accident_count was incremented
by 1 as shown in (5), otherwise, the next framewas read
without increment in accident_count .

accident_count ← accident_count + 1 (5)

This process resumed until all the frames in the buffer
were classified. Afterward, the control was bequeathed
to the storage phase. For example, if a video had
30 fps, 10 frames were identified as accident frames
in the first second then the accident_count value
was 10.

3) Storage: In this phase, a decision was taken whether
the frames classified by the previous stage were to
be the part of motion-picture or not. It was done by
comparing two variables accident_count and decision
as accident_count > decision. The decision was
calculated by dividing the fps by 4 (one-quarter of
the frames captured in one second) as shown in (6),

therefore, in the case of 30 fps, decision was 7.

decision =
fps
4

(6)

The example mentioned in the previous phase had
accident_count = 10, which means decision
was greater than accident_count . According to the
Algorithm 1 proposed for this framework, all the
frames in that one second were saved as motion-picture
for scene formation (video summarization). The stor-
age of all the frames captured in one second to make
motion-picture through a sequence of images, where
x, f , and n represent frame number, frame, and fps-1,
respectively, is denoted by a set builder notation as:

S fps = {f ∈ V | accident_count

> decision and 0 ≤ x ≤ n} (7)

The summary of the frames captured in one sec-
ond (S fps) contains all the frames that are extracted from
the original video (V ) footage. For a f to be a part of
S fps, accident_count > decision and 0 ≤ x ≤ n,
both should be true. Thus, this logic will give context
to the detected event in the full summarized video (S)
by storing a few frames before or after the event. The
logical relationship between S and V is represented by
the Venn diagram in Fig. 5. If video footage is very
small in length (just a few seconds), it is possible that
all the frames are part of S and in that case, S would be
the subset of V i.e., S ⊆ V . If we take the union of S
and V , it would be equal to V :

S ∪ V = V (8)

Contrarily, for a longer video (minutes or hours) the
possibility of detecting an event in V is non-viable,
therefore, S would be a shorter part of V . In the
latter scenario, S would be the proper subset of V
i.e., (S ⊂ V ), and all the frames of the video
would not be part of the original video. In this case,
if we take the intersection of S and V , it would be
equal to S:

S ∩ V = S (9)
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FIGURE 5. (a) Original video footage (V) is small, and most frames are
detected as accidents, therefore, summary (S) is the subset of V, and
(b) V is a large CCTV footage and accident is detected in a segment of the
video, therefore, S is the proper subset of V.

TABLE 3. System specifications used for conducting experiments.

IV. IMPLEMENTATION
A. EXPERIMENTAL SETUP
The test-bed for the proposed event-driven video system was
developed in Python language on the system specifications
given in Table 3.

B. DEEP LEARNING MODEL TRAINING
1) Training Dataset Preparation: The pre-processing

of images is the prime and essential step that ought
to be performed when visual data is employed. The
proposed model extended the training data through AI
using image augmentation which includes: rescale =
1./255, shear_range = 0.2, zoom_range = 0.2, and
horizontal_flip = True. These training data images are
now used to train the images.

2) Model Training: The training data images prepared in
the last step are used for model training. The model
was trained on a batch size of 32 for 25 epochs. The
most common Adam optimizer was used to compile
the model along with the binary_crossentropy loss
function, and the accuracy metric was used to monitor
the training of themodel. Therewas a total of 6,525,537
parameters that were all trainable and none of the
parameters were non-trainable. The values of trainable
parameters were those that were updated or adjusted
according to their gradient during training. Due to the
synthetic nature of the data, the increase in training
accuracy and decrease in training loss was abrupt as
shown in Fig. 6. Once the model was trained, the
model architecture and weights were stored for testing
on real-time data. The model architecture and the
trained weights took 8KB and 24.9 MB of space on
the disk, which is very less. The model was trained in
approximately 3.25 hours.

Algorithm 1 Pseudo-Code of the Proposed Event-Driven
Road Traffic Monitoring System
/* Load architecture and weights of the

trained model along with video to be
summarized */

1 Load and Compile: saved model along with weights;
2 Input: video;
3 Read: height, weight, fps;
4 Calculate: decision = fps/4, where 4 represents one-quarter
frames;

5 while (Read video) do
/* read video frame */

6 read frame from video;
7 if frame_count <= fps then
8 write frame in buffer;
9 increment frame_count by 1;
10 end
11 if frame_count == fps then
12 for all the frames stored in buffer do

/* read and prepare frame for
classification */

13 frame← read frame from the buffer;
14 F1← resize frame to 256× 256;
15 F2← create Numpy array of F1;
16 F2← divide F2 by 255 to normalize;
17 F2← reshape F2;

/* predict class of the frame */

18 P← predict class of the frame F2;
19 if accident is True then
20 increment accident_count by 1;
21 end
22 end
23 end

/* Decision about summary writing */

24 if accident_count > decision then
25 reset accident_count to 0;

/* read frames from the buffer and
write them in video format */

26 for all the frames stored in buffer do
27 read frames from buffer ;
28 write summary;
29 end
30 end
31 end
32 video.release();
33 summary.release();

/* Summary of the video */

34 Output: Event-driven video

V. PERFORMANCE ANALYSIS
This section describes the detailed performance analysis of
the proposed system.

A. COMPUTATIONAL COMPLEXITY
To show the effectiveness of the proposed system, the
computational complexity of the implemented Algorithm 1
is calculated as:
• Steps 2-4 have a constant time complexity of O(1).
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FIGURE 6. Accuracy and loss graph for training on the synthetic dataset.

• The while loop starting at line 5 iterates over all the
frames in the video. The time complexity of the loop
depends on the number of frames in the video. Let’s
assume there are N frames in the video, then the time
complexity is O(N ).

• Steps 6-10 and 11-22 are executed N/fps times.
Therefore, their time complexity can be expressed as
O(N/fps).

• Step 24 has a constant time complexity of O(1).
• The for loop starting at Step 26 is executed only
when the accident count exceeds the decision threshold.
The maximum number of frames in the buffer is fps.
Therefore, the time complexity of this loop can be
expressed as O(fps).

Overall, the time complexity of the algorithm can be
expressed asO(N/fps×fps) = O(N ). Therefore, the proposed
algorithm has a linear time complexity which is O(N ), where
N is the number of frames in the video.

B. EVALUATION ON REAL-TIME VIDEOS
The proposed system was evaluated on real-time publicly
available CCTV videos onYouTube [43] comprising accident
and non-accident classes. The model architecture and trained
weights were loaded to perform classification. The test
frames were taken from ten different real-time videos
that were unseen for the trained model. The details of
videos like video number, number of frames, frames per
second (fps), and resolution along with test results like a
true accident, false accident, true non-accident, false non-
accident, and accuracy are presented in Table 4. The results
achieved from the classification show that on average 82.3%
frames were correctly classified. Fig. 7 presents sample
classification on frames from the test videos for accident
and non-accident video frames along with the classification
accuracy.

If the total number of frames in one second is 30, the model
will consume approximately 0.45 seconds to classify all the
frames captured in one second, which is defined as:

Time =
n∑

f=1

(tf , tf+1, tf+2, . . . , tn) (10)

FIGURE 7. Test results along with detection accuracy on each real-time
video footage, where non-accident and accident frames are labelled in
blue and red colors, respectively.

where f is representing frames and n is the last frame number.
The average time Time taken by the model to classify one
frame is approximately 0.015 seconds, where Time is the total
time:

Time =
Time
fps

(11)

The time taken by the model to classify all the frames of
each video is shown in the graph Fig. 8. The time is directly
proportional to the length of the video.

FIGURE 8. Time taken by each video footage for classification.

C. PERFORMANCE METRIC FOR REAL-TIME VIDEOS
There is a total of 7,510 frames from ten different real-time
videos that are used for evaluation purposes. The average
time consumed for the classification of one frame is
0.015 seconds. The performance of the DCNN model
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TABLE 4. Real-time test-data specifications along with the event detection accuracy.

used in the proposed system was statistically measured
by accuracy, sensitivity, specificity, precision, recall, and
F1_score is shown in Table 5. As this research has focused
on two classes; accident and non-accident, the mentioned
performance metrics are explained below by keeping in view
the application used in this research. TA and TN represent
the total number of images that were correctly classified as
accidents and non-accidents, respectively. Whereas FA and
FN represent the total number of images that were incorrectly
classified as accidents and non-accidents, respectively.

Accuracy is the number of frames that were correctly
identified as accidents and non-accidents from the total
number of frames provided to the model for testing.
According to (12), the overall accuracy of the model was
82.3% on all of the test images.

Accuracy =
TA + TN

TA + FA + TN + FN
(12)

Sensitivity is the ability of the trained model to predict
how many frames were correctly classified as accidents. The
sensitivity value obtained using (13), was 85.6%.

Sensitivity =
TA

TA + FN
(13)

Specificity is the ability of the trained model to predict
how many frames were correctly classified as non-accident.
The specificity value achieved using (14), was 53.7%.

Specificity =
TN

TN + FA
(14)

Precision quantifies the number of accident class pre-
dictions that actually belonged to the accident class. The
precision value calculated using (15), was 88.8%.

Precision =
TA

TA + FA
(15)

Recall is calculated as the ratio between the number of
accidents class correctly predicted as accidents and the total
number of frames in the accident class. The recall value is
directly proportional to the correct prediction of the accident
class. The recall value calculated using (16), was 85.6%.

Recall =
TA

TA + FN
(16)

F1_score is the harmonic mean of precision and recall
which is calculated using (17). The F1_score for the proposed
model was 87.1%.

F1_score = 2 ·
Precision · Recall
Precision+ Recall

(17)

D. EXPERIMENTAL RESULTS
The reduction in length of five videos captured in different
environmental conditions is shown in Table 6. The original
video and summary duration are given in seconds along
with a reduction of video duration in percentage. The
analysis shows that the total duration of the five videos was
56.3 seconds which was reduced to 43.3 seconds (23.1%)
after summarization through the proposed system. Fig. 9
shows the timelines for test results on these real-time videos
representing which part of the videos were considered to
be kept/discarded in summary after accident detection. The
discarded frames, incorrect detection in numerous frames
and few frames, and the final summary of each video are
highlighted in the figure.

1) EXPERIMENT 1
A camera recording of a no-vehicle entry was shown in
this video. A biker attempted to enter an area where some
kids were playing and caused an accident. This video was
approximately 19 seconds, 541 frames, 30 fps, and 1280 ×
720 resolution. The classification results achieved for this
video were as follows:
• The first 5 seconds were not considered the part of
summarization, as most frames were true non-accident.

• Then the next 13 seconds had the majority of true
accident frames in each second, so all the frames were
saved in the summarized video as per the ground
truth.

Finally, the original length of this videowas 18 secondswhich
was reduced to 13 seconds (27.7%).

2) EXPERIMENT 2
This was a video of an area where a barrier was used as a
safety measure before allowing the vehicles to pass that area.
The video shows that the driver attempted to cross the barrier
without waiting to open it after the security check and broke
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TABLE 5. Performance metric for real-time videos.

TABLE 6. Reduction in the length of real-time videos.

the barrier. This incident was recorded as an unwanted road
event known as an accident. The video had 284 frames, 30 fps,
1280 × 720 resolution, and 9.4 seconds duration. According
to the results:
• In the first 3 seconds, all the frames were non-accident.
• In the fourth second, 18 frames were classified as
false accidents, and 12 frames were classified as true
accidents which were correct according to the ground
truth.

• According to the classification in the fifth second,
17 frameswere classified as true accidents and 13 frames
were classified as false non-accident.

• The results in the remaining 5 seconds showed all the
frames correctly classified as a true accident as per the
ground truth.

The proposed system reduced the length of video 2 from
9.4 to 6.4 seconds i.e., a 31.9% reduction.

3) EXPERIMENT 3
This video was footage of a location where an accident
occurred in rainy weather. The specifications of the video
were 239 frames, 30 fps, 1280 × 720 resolution, and
7.9 seconds duration. The result shows that all the frames
in the video were correctly classified as accident and
non-accident frames. The original video was reduced to
5.9 seconds i.e., a 25.3% reduction. The results of this video
showed that the proposed system gave promising results
under rainy weather as well.

4) EXPERIMENT 4
An accident in daylight was recorded in this video. The
length of this video is 7 seconds with 30 fps and 1280 ×
720 resolution. The result showed:
• In the first two seconds 30 frames and 24 frames were
classified as false accidents, respectively.

• The remaining frames in the videowere classified as true
accidents.

This video was not reduced as the video was reduced based
on the number of accidents detected. This video classified all

the frames as accidents either true or false. Therefore, when
the video was summarized, the lengths of the original and
summarized videos were the same.

5) EXPERIMENT 5
This footage was a recording of a crowded main road
where an accident occurred. The video specifications include
420 frames, 30 fps, 1280 × 720 resolution, and 14 seconds
duration. According to the results:

• There were numerous false accidents in the second and
fifth seconds of the original video which caused these
two seconds to be part of the summarized video.

• In the first, third, and fourth second all frames was
classified as true non-accidents.

• In the sixth, seventh, and eleventh to thirteen seconds
of the video, only a few frames were classified as false
non-accidents.

If only a few frames were classified as false accidents and
non-accidents, they can be ignored without compromising the
video summary results as per the proposed system. This video
was reduced to 21.4% which was 11 seconds in duration.

The aforementioned different examples show that the
proposed system is applicable to summarize road traffic
events in ITS.

E. COMPARATIVE ANALYSIS
This section compares the proposed system with existing
techniques through qualitative and quantitative analysis.

1) Qualitative Analysis
of the proposed system with the existing techniques for
accident detection and video summarization presented
in Table 7 indicates a variation: certain existing
methods operate on VANET, while others are cen-
tered around infrastructure. Most techniques in the
literature used sensors (other than CCTV cameras)
for collision/accident detection, but making sure that
all the participating vehicles have sensors installed is
challenging. Therefore, infrastructure-based systems
are getting the attention of researchers in which CCTV
cameras are used to identify events. The comparison
also shows that the real-time dataset is used for
training and testing purposes in the existing tech-
niques. Whereas, the synthetic dataset for training and
real-time data for testing is used in a few techniques.
In our previous research, YOLO was trained using
synthetic data and in the proposed research, DCNN is
trained on synthetic data. Most techniques are working
on deep learning or DCNN. The proposed research
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FIGURE 9. Test results timelines on real-time videos showing discarded frames, incorrect detection in numerous
and fewer frames, and summary.

TABLE 7. Qualitative analysis of the proposed system with existing techniques.

used a frame-based classification technique for an
event-driven video system.

2) Quantitative Analysis through classification accuracy
of the accident frames is given in Table 8. According
to the details and visual results in Fig. 7, the proposed
system is providing a promising result with an average
accuracy of 82.3% (ranging from 56.7% to 100%)
using synthetic data for model training. The lowest
accuracy, standing at 56.7%, was observed in the
test video associated with the night scene due to
an insufficiency of synthetic data for night scenes
used during training. The results are also compatible
enough with the existing techniques to achieve higher
classification accuracy.

VI. LIMITATIONS
The average model accuracy for road traffic events clas-
sification could be improved by considering the following
key points:

• The synthetic dataset generation from the perspective
of CCTV cameras in smart cities for the training of the
model.

• The use of real-time test videos with good quality for
model training.

• The use of multiple CCTV cameras to record a scene
from different angles.

• The training dataset includes mostly four-wheelers only,
humans and other vehicles (like bikes) were not part of
our test data.

• Testing is performed on short video clips (already
available), so videos are not greatly reduced in
length.

• The focus of this research was only on two classes
i.e., accident and non-accident road traffic events.
The pre-accident and post-accident scenarios were not
considered.

• This research is implemented and compared with CNN
models, not 3D-CNN models.
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TABLE 8. Quantitative analysis of the proposed system with existing
techniques.

VII. FUTURE DIRECTIONS
• The accuracy of the trained DCNN model and video
summarization can be further improved by increasing
the training data for the particular scenario. Furthermore,
the use of multi-view synthetic data [28] could be
beneficial to improve the authenticity of the proposed
system, and the number of classes can be extended to
detect other events related to the ITS in smart cities.

• In the future, the 3D-CNN model can undergo training
with synthetic data to enable a comparison of results
between CNN and 3D-CNN models.

• Moreover, intelligent vehicles and smart city infrastruc-
ture (ITS here) can also be trained to reduce traffic
delays due to congestion. If an accident occurs, ITS can
send an alert to emergency health services for immediate
action. Meanwhile, another signal is sent to vehicles that
can use an alternate way i.e., lane or route change to
reduce traffic congestion.

• The proposed system detects events from visual data
using CCTV videos. Additional information like the
date and time of the event along with the weather
conditions, person/vehicle behaviour, vehicle speed,
and traffic congestion can be used to enhance the
proposed system. The enhanced proposed system would
be a context-aware system [8] in ITS which will give
context to the detected event. The applications of the
context-aware system in ITS include public safety,
reduced traffic congestion, and incident detection.

• Undoubtedly, AI simplifies the lives of people in
smart cities, but it poses certain complications, includ-
ing data collection and protection when shared in
infrastructure. Event-based privacy protection using
encryption [3], [45] in the event-driven videos along
with the key management schemes is another extension
of the proposed system.

VIII. CONCLUSION
This paper proposes an effective and pioneer solution for
large-scale visual data storage challenges in Intelligent
Transport Systems (ITS) using event classification and
event-based video summarization approaches. The proposed
real-time road traffic monitoring system is based on five

fundamental building blocks. The security and privacy of
individuals/objects are considered due to the CCTV camera-
oriented system. Synthetic data is widely used for the training
of autonomous vehicles and robots. In consideration of
EU-GDPR requirements for data protection in smart cities,
a customised supervised model (DCNN) was trained to
achieve the targeted results. The proposed system produced
promising results while tested on videos captured in varying
environments and lighting conditions such as night, rainy,
etc. The videos were fairly reduced in duration i.e., 23.1%
after event-based video summarization. The comparative
evaluation with existing approaches shows that the adopted
scheme is providing an average of 82.3% (ranging from
56.7% to 100%) accuracy on test data. The accuracy for the
test video associated with the nighttime scene was the lowest,
reaching 56.7%, primarily due to the insufficient availability
of synthetic data specifically tailored for nighttime scenarios.
With developed functionality, the proposed system will be
invaluable for future context-aware road traffic monitoring
systems within modern ITS smart infrastructures.
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