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ABSTRACT Driver behavior refers to the actions and attitudes of individuals behind the wheel of a vehicle.
Poor driving behavior can have serious consequences, including accidents, injuries, and fatalities. One of
the main disadvantages of poor driving behavior is the increased risk of road accidents, higher insurance
premiums, fines, and even criminal charges. The primary aim of our study is to detect driver behavior early
with high-performance scores. The publicly available smartphone motion sensor data is utilized to conduct
our study experiments. A novel LR-RFC (Logistic Regression Random Forest Classifier) method is proposed
for feature engineering. The proposed LR-RFC method combines the logistic regression and random forest
classifier for feature engineering from the motion sensor data. The original smartphone motion sensor data
is input into the LR-RFC method, generating new probabilistic features. The newly extracted probabilistic
features are then input to the applied machine learning methods for predicting driver behavior. The study
results show that the proposed LR-RFC approach achieves the highest performance score. Extensive study
experiments demonstrate that the random forest achieved the highest performance score of 99% using the
proposed LR-RFC method. The performance is validated using k-fold cross-validation and hyperparameter
optimization. Our novel proposed study has the potential to revolutionize the early detection of driver
behavior to avoid road accidents.

INDEX TERMS Machine learning, driver behavior, sensor data, feature engineering, ensemble learning.

I. INTRODUCTION
Driver behavior is a significant factor that influences road
safety. Poor driving behavior is any action that deviates
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from the prescribed traffic rules and regulations. Poor driving
behavior has numerous disadvantages that can lead to critical
road accidents or life loss [1]. Reckless driving, speeding,
and driving under the influence of drugs or alcohol are
some examples of poor driving behavior. These actions can
lead to road accidents resulting in injury, loss of property,
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and even death. Poor driving behavior puts the driver at
risk, passengers, and other road users [2]. Poor driving
behavior can result in increased insurance premiums, fines,
and penalties. The mortality rate caused by road accidents is
alarming [3], and most of these accidents result from poor
driving behavior. Therefore, it is essential to detect driver
behavior using an advanced machine learning approach in
order to prevent loss of life and property.

The detection of driver behavior has become increasingly
critical for road safety and traffic management. This tech-
nology has several benefits, including detecting dangerous
driving behaviors like distracted driving, aggressive driving,
and drowsy driving before accidents occur. Early detection
can result in proactive measures, such as issuing alerts
or warnings to drivers, to avoid potential accidents [4].
Another advantage of driver behavior detection is its potential
application in surveillance systems. These systems can use
the information gathered from monitoring driving behaviors
to alert law enforcement to potential criminal activity such
as reckless driving, improving public safety and preventing
crime. Additionally, driver behavior detection can potentially
optimize traffic flow and reduce congestion in intelligent
transportation systems (ITS) by identifying areas where
drivers are prone to aggressive driving [5]. Overall, driver
behavior detection has significant advantages and multiple
applications, and with advancements in machine learning, its
importance is expected to increase in the coming years.

Machine learning algorithms are increasingly used to
detect driver behavior patterns by analyzing data collected
through smartphone motion sensors [6], [7]. Machine learn-
ingmodels can identify safe or risky driving behavior patterns
by monitoring speed, acceleration, and braking. Such models
can help improve road safety by providing real-time feedback
to drivers, encouraging them to adopt safer driving habits [8].
In addition, the data generated by these models can be
used by insurance companies to personalize policies based
on individual driving habits. While there are challenges
associated with collecting and analyzing large amounts of
data from smartphone sensors, the use ofmachine learning for
driver behavior analysis shows great promise for improving
road safety and reducing the number of accidents caused by
reckless driving [8].
Our proposed study’s primary contributions to driver

behavior detection are followed as:
• A novel LR-RFC method that combines the logistic
regression and random forest classifier for feature
engineering from the smartphone motion sensor data
is proposed. The original smartphone motion sensor
data is input into the LR-RFC method, generating new
probabilistic features. The newly extracted probabilistic
features are then input to the applied machine learning
methods for predicting driver behavior with high
performance.

• Four advanced machine learning-based techniques and
a deep learning method are applied in comparison. The
applied methods include logistic regression, support

vector machine, gaussian naive bayes, and random
forest. Each applied is fully validated using the k-fold
cross-validations and hypermeter tuning. The random
forest method outperformed state-of-the-art studies
using the proposed LR-RFC feature engineering.

The remaining research is structured as: Related work is
described in Section II. Study methodology is analyzed in
Section III. Results and discussions of conducted experiments
are comparatively evaluated in Section IV. Conclusions and
future work are discussed in Section V.

II. RELATED WORK
In recent years, there has been a growing interest in utilizing
machine learning algorithms and sensor data for predict-
ing driver behavior. Various studies have explored using
accelerometers, gyroscopes, and magnetometers to collect
motion data [9] and identify hazardous driving behaviors.
Integrating machine learning algorithms has enabled the
accurate prediction of driver behavior, such as sudden
braking, aggressive acceleration, and speeding. However, the
field faces some challenges, including privacy concerns. This
study section aims to comprehensively review related work in
driver behavior prediction using machine learning and sensor
data, including the methods used, accuracy rates achieved,
and limitations of existing approaches as analyzed in Table 1.

The article [10] discusses a research study that aims
to enhance the identification of hazardous driver behavior
using sensor fusion and machine learning. The study
employed an Android smartphone to collect motion data
using accelerometers, gyroscopes, and magnetometers. The
data were then processed to obtain relevant descriptive
features. The extracted features were utilized to train and test
a support vector machine and an artificial neural network.
The results indicate that the proposed methodology could
accurately recognize unsafe driver behaviors, achieving an
average accuracy rate of approximately 88% and 90%
for the SVM classifier and neural network, respectively.
In protecting the driver’s privacy, the research team opted not
to utilize GPS tracking, webcams, or microphones.

A new approach is presented in the article [11] for
detecting driving behavior using feature selection based
on power spectral density variance distribution [20], [21].
Data from an accelerometer and gyroscope mounted on a
Samsung S5 smartphone, placed on the vehicle’s steering
wheel, is used. The deep learning model trained using the
extracted features can accurately identify abnormal driving
behavior, such as weaving and sudden braking, with 91%
accuracy when only accelerometer data is used and 96.1%
when accelerometer and accelerometer and gyroscope data
are combined. A pattern recognition network is used to
process the final feature set, with 70% of the data reserved
for training, 15% for testing, and 15% for validation.

This paper [12] introduces a novel method for driving
behavior recognition using deep learning techniques and
smartphone sensor data. The approach utilizes a fusion of
convolutional neural networks and recurrent neural networks
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TABLE 1. The driver behavior detection-related literature summary analysis.

with an attention unit to identify temporal and structural
features while exploring correlation among sensor data.
During real-world experiments in Hefei, China, the study
collected data from a Xiaomi Mi 5 smartphone with
various sensors positioned on the centre console. Six driving
events, including straight driving, static, left turn, right turn,
braking, and acceleration, were recorded with device position
independence and a sampling rate of 50 Hz. The proposed
model achieved a competitive f1 accuracy score of 95.7% by
utilizing attention-based and L2-constrained DeepConvGRU
on the smartphone sensor data.

The investigation [13] suggests utilizing smartphone
sensors to accumulate data on driver behavior and classify
it into four categories normal, intermediate, aggressive, and
dangerous in various external conditions such as speed limits,
weather conditions, and traffic signs. The study collects data
from accelerometers, gyroscopes, and GPS as time series
data [22]. It uses different machine learning algorithms for
time series classification to train an AI-based classifier. The
research shows that smartphone sensors have dependable and
low-cost sensors that are easily accessible on most Android
and IOS operating systems, making data collection efficient.
The outcomes exhibit an accuracy score of 88.0% achieved
by the LightGBM machine learning algorithm in identifying
driving profiles for a one-minute journey.

This article [14] explores using built-in smartphone
sensors to classify and recognize driving manoeuvres on
highways. The researchers collected raw vehicle data at
50 samples/second sampling rate using calibrated Android
smartphones equipped with accelerometers and gyroscopes.
The study involved drivers performing various driving
manoeuvres categorized as Light, Normal, and Hard, and
each manoeuvre was performed at least five times, resulting
in a total of 900 samples. To identify driving manoeuvres, the
authors proposed a hybrid system that combined the Dynamic
Time Warping (DTW) pattern-matching technique with
machine learning algorithms for classification. The hybrid
system demonstrated superior performance and achieved

a 95.0% accuracy score using the machine learning-based
RF technique. The study suggests smartphones’ built-in
sensors have numerous potential applications, including
driver behavior analysis, driving safety, and driver assistance
systems.

The presented article [15] introduces DSDCLA, an
attention-based hybrid framework that combines CNN
and LSTM to identify driving style using short- and
long-term spatial-temporal features. DSDCLA uses CNN
and self-attention to extract local spatial features from
multi-modal driving sequences, and LSTM and multi-head
attention to explore long-term temporal relationships between
timesteps. Additionally, three variants of DSDCLA are pre-
sented with different fusion levels to enhance interpretability.
The framework is evaluated on two publicly available real-
world datasets, UAH-Driveset and FD-Driveset, that contain
multi-modal sensing signals gathered by six drivers and
vehicles using smartphone sensors. Each driving signal
includes an accelerometer, odometer, speed, and road-type
data. The experimental results reveal that DSDCLA achieved
f1 scores of 97.65%.

The study [16] explores deep learning methods for driver
behavior recognition and profiling. Specifically, three deep
learning algorithms were employed to classify driving data
based on various parameters, including speed, acceleration,
deceleration, distance to other vehicles, and steering. The
dataset used in the study was collected through a range
of sensors such as an onboard diagnostics reader, lidar,
ultrasonic sensors, an inertial measurement unit, and a global
positioning sensor. Results from the study showed that the
Convolutional Neural Network (CNN) algorithm achieved
the highest accuracy of 96.1% and an f-measure of 95.2%
when evaluated on different timeframes. These findings
demonstrate the potential for using deep learning techniques
to accurately identify and classify driver behavior as safe or
aggressive.

The study [17] presents a new method that combines time
series prediction and deep learning networks to recognize
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vehicle behavior at intersections. The approach uses the
ARIMA algorithm to predict the vehicle’s lateral position,
longitudinal position, speed, and acceleration, followed by
using the Bi-LSTM network to detect turning behavior based
on the predicted and derived parameters. The proposed
method is evaluated using the NGSIM dataset provided
by the FHWA NGSIM project, and it achieves an average
recognition rate of 94.2% for turning behavior detection.

This study [18] presents E2DR, a novel approach for
detecting driver distraction and providing in-car recommen-
dations using deep learning ensembles. E2DR combines
multiple deep learning models using stacking ensemble
methods to improve accuracy and generalization. The
ensemble ResNet50 and VGG16 models yielded the highest
accuracy, with a test accuracy of 92% on state-of-the-
art datasets. The State Farm Distracted Drivers dataset,
containing 22,424 images of drivers in distracted positions,
was used for the experiment. The findings demonstrate
that the proposed approach can effectively detect driver
distractions and provide in-car recommendations to improve
safety and increase awareness.

This article [19] proposes a monitoring model for driving
stress in urban areas that leverages the XGBoost algorithm.
The model combines driving behavior, driving environment,
and route familiarity to assess stress levels. Driving behavior
is measured using vehicle speed and acceleration, and driving
environment is evaluated using a dilated residual network
(DRN) model that divides the video image into subregions
based on the driver’s attention distribution. A K-means 3D
cluster analysis is applied to obtain the evaluation method of
driving stress based on psychological data and driver stress
inventory (DSI) results. The XGBoost model is demonstrated
to outperform other mainstream machine learning algorithms
and traditional models in terms of accuracy, achieving a score
of 93.25%. Additionally, the article highlights the efficiency
of electrocardiograph (ECG) as the most effective method
for assessing a driver’s stress level. The model’s design and
evaluation demonstrate its potential for practical application
monitoring driving stress.

The research gap related to the driver behavior predic-
tion we have determined through the literature work is
followed as:
• Primarily, the researchers used classical machine learn-
ing and deep learning methods to predict driver
behavior with low-performance scores. More advanced
ensemble learning-based techniques can also be built to
achieve high-performance accuracy scores. The classi-
cal features engineering approach was used in related
literature. Smart ensemble features engineering can
build to enhance the performance scores for detecting
driver behavior.

III. PROPOSED METHODOLOGY
Our proposed study experiments utilize the smartphone
motion sensor data based on the driver’s behavior. A novel
LR-RFC method is proposed that uses feature engineering

from the smartphone motion sensor data. The new feature
set extracted from smartphone motion sensor data is formed
for further experiments. The created dataset is then divided
into training and testing parts. The training part is utilized
for training the applied machine learning techniques, and
the testing part is utilized to evaluate the performance. The
hyperparameter-tuned outperformed method is then used for
predicting driver behavior with high performance, as shown
in Figure 1.

A. SMARTPHONE MOTION SENSOR DATA
Our proposed study uses the publicly available benchmark
smartphone motion sensor dataset [23] to evaluate the
experiments. The accelerometer and gyroscope were the
sensors used to collect the driver’s motion. The dataset is
based on driving behaviors which include slow, normal, and
aggressive. Aggressive driving has sudden breaks, speeding,
and sudden right or left turns. A data collector application
was designed to collect motion data using a Samsung Galaxy
S21. The dataset features properties are based on the sampling
rate, gravitational acceleration, sensors accelerometer, and
gyroscope. The dataset is based on features that include the
timestamp (time in seconds), acceleration values in X, Y,
and Z axis in meters per second squared, rotation values in
X, Y, and Z axis in degrees per second with classification
label as slow, normal, and aggressive. The dataset distribution
analysis is illustrated in Figure 2. The research shows that
the target label slow (2) contains a sensor value of 2,604, the
label normal (1) contains a sensor value of 2,197, and the label
aggressive (0) contains a sensor value of 1,927. The analysis
demonstrates that the dataset is imbalanced.

B. ENSEMBLE FEATURE ENGINEERING APPROACH
The proposed study’s novel feature engineering technique
for predicting driver behavior is illustrated in Figure 3. The
proposed LR-RFC method combines the logistic regression
and random forest classifier for feature engineering from
the sensor data. The original smartphone motion sensor
data is input to logistic regression and random forest
classifiers. Then the probabilistic features [24] are generated
from both models. The extracted probabilistic features are
then input to the applied machine learning methods for
predicting driver behavior in this study. The study results
show that the proposed LR-RFC approach achieves the
highest performance score.

Detecting driver behavior is critical in the intelligent
transportation system field, as it has significant implications
for traffic management and road safety. To achieve high-
performance accuracy scores, machine learning techniques,
such as ensemble learning and feature engineering [25], are
commonly employed in recent years. Ensemble learning,
which involves combining multiple models to make more
accurate predictions than any single model, has been
demonstrated to enhance driver behavior detection model
accuracy. In contrast, feature engineering involves selecting
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FIGURE 1. Our novel proposed study methodology analysis for predicting driver behavior.

FIGURE 2. The driver behavior-based target class distribution analysis.

FIGURE 3. The architecture analysis of our novel proposed feature
engineering for predicting driver behavior.

and transforming the most informative features from raw
data, leading to improved interpretability and generalization
of driver behavior detection models. Combining these two

techniques has enabled the development of precise driver
behavior detection models capable of classifying various
driving behaviors with high precision and recall scores.
The use of ensemble learning and feature engineering is
critical for developing effective driver behavior detection
models, with significant implications for road safety and
traffic management.

Algorithm 1 shows the step-by-step flow of the proposed
feature engineering approach.

Algorithm 1 LR-RFC Algorithm
Input: Smartphone motion sensor data.
Output: Hybrid features for detecting driver behavior as
Slow, Normal, or Aggressive.

initiate;
1- Plr ←− LRprobability features(Sd) // here Sd belong to the
smartphonemotion sensor data andPlr are predicted features.
2- Prfc ←− RFCprobability features(Sd) // here Sd belong
to the smartphone motion sensor data and Prfc are predicted
features.
3-Hfeatures ←−

∑
{Plr+Prfc} //Hfeatures ϵ Hybrid features

set used for driver behavior prediction as Slow, Normal,
or Aggressive.
end;

1) PROBABILISTIC FEATURES EXTRACTION MECHANISM
Supposewe have a set of input data points, X= x1, x2, . . . , xn,
and a corresponding set of labels, Y = y1, y2, . . . , yn, where
each label yi is a binary variable indicating the presence or
absence of a certain target feature. We can use a machine
learning model to predict the probability of each label given
the input data, P(Yi|xi), which can be represented as a vector
of probabilities, p = [p1, p2, . . . , pn], where pi = P(Yi|xi).
The extracted probabilities can be used as features for

further analysis or modeling. For example, we can extract the
probability distribution’s mean, variance, or other statistical
properties as features. Alternatively, we can use the proba-
bilities directly as features, individually or in combination
with other features. Mathematically, the process of predicting
and using the probabilities as features are represented
below.
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Predicting the Probabilities: Given a set of input data
points X and corresponding labels Y. Train a machine
learning model to predict the probability of each label given
the input data: P(Yi|xi) represents the probabilities as a vector
of probabilities p:

p = [p1, p2, . . . , pn],where pi = P(Yi|xi) (1)

Using the Probabilities as Features We can use the
extracted probabilities distribution as feature inputs to
another machine-learning model. Use The probabilities can
be used directly as features, individually, or in combination
with other features. Mathematically:

Let X = x1, x2, . . . , xn be a set of input data points and
Y = y1, y2, . . . , yn be the corresponding labels Let f(X)
be a machine learning model that predicts the probability
of each label given the input data: P(Yi|xi) Let p = [p1,
p2, . . . , pn] be a vector of probabilities, where pi = f(xi)
Using the probabilities as features. Let g(p) be a function that
extracts statistical properties of the probability distribution as
features. Let h(X,p) be a function that uses the probabilities
directly as features, individually or in combination with other
features. The final output of the feature extraction process is
a set of features:

F = f 1, f 2, . . . , fm,where fi = g(p) or h(X , p). (2)

C. DATASET SPLITTING
The dataset-splitting approach in machine learning involves
partitioning a dataset into two subsets for training and
testing purposes. Our study used a dataset splitting ratio
of 80:20 [26], where 80% of the data is used for training
the machine learning model, and the remaining 20% is
reserved for testing the model’s performance. The training
dataset is used to train the model’s parameters using various
algorithms, and the testing dataset is used to evaluate the
model’s performance to test its generalization ability. The
dataset splitting ensures the applied model’s robustness and
reliability in real-world applications.

Let D be the original dataset, consisting of n samples and
their corresponding labels, such that:

D = (x1, y1), (x2, y2), . . . , (xn, yn) (3)

where xi is the i-th sample and yi is its corresponding label.
The first step in dataset splitting is to divide the original

dataset into two parts: the training set Dtrain and the testing
set Dtest . This is typically done randomly, with a specified
ratio of samples allocated to each set.

Let m be the number of samples in the training set such
that:

Dtrain = (x1, y1), (x2, y2), . . . , (xm, ym) (4)

Similarly, let k be the number of samples in the testing set,
such that:

Dtest = (xm+1, ym+1), (xm+2, ym+2), . . . , (xm+k , ym+k ) (5)

D. APPLIED MACHINE AND DEEP LEARNING
TECHNIQUES
Machine learning techniques have been increasingly applied
to analyze complex data and predict driver behavior using
motion sensor data [27]. This approach involves using
motion sensors placed on the driver to collect data on
their movements and then feeding that data into a machine
learning algorithm. The algorithm can then analyze the
data to identify patterns and predict the driver’s behavior,
such as their swimming speed, direction, and depth they
are diving [28], [29], [30]. This technology has significant
potential for enhancing safety in diving, as it could help
identify potentially dangerous behaviors or conditions and
alert drivers.

E. LOGISTIC REGRESSION
Logistic Regression (LR) is a statistical method for predicting
categorical outcomes [31]. LR is a popular method for
predicting driver behavior because it is easy to interpret
and can handle continuous and categorical input variables.
In predicting driver behavior using smartphonemotion sensor
data, logistic regression can be used to model the relationship
between the sensor data and the driver’s behavior. The model
estimates the probability of a particular behavior given a set
of sensor data. The sensor data could include variables such
as the driver’s acceleration, orientation, and position. The LR
model can be trained using a dataset of labeled examples,
where the outcome variable is the driver’s behavior, and the
input variables are the sensor data. The model then uses
this training data to estimate the coefficients of the logistic
regression equation, which can be used to predict the behavior
of new drivers based on their sensor data. The mathematical
notations of the LR model are expressed as:

σ (z) =
1

1+ e−z
(6)

where z is the linear combination of the input fea-
tures x1, x2, . . . , xn and their corresponding coefficients
β1, β2, . . . , βn, plus the intercept term b:

z = β1x1 + β2x2 + · · · + βnxn + b (7)

Then, we can express the probability of the binary outcome
y (0 or 1) given the input features as:

P(y = 1|x1, x2, . . . , xn) = σ (z) =
1

1+ e−z
(8)

P(y = 0|x1, x2, . . . , xn) = 1− σ (z) =
e−z

1+ e−z
(9)

We can then use Maximum Likelihood Estimation (MLE)
to estimate the coefficients β1, β2, . . . , βn and the intercept b
that maximize the likelihood of the observed data:

ℓ(β1, β2, . . . , βn, b) =
N∏
i=1

P(yi|xi1, xi2, . . . , xin)yi

× (1− P(yi|xi1, xi2, . . . , xin))1−yi

(10)
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where N is the number of observations in the dataset, yi is the
binary outcome for the i-th observation, and xi1, xi2, . . . , xin
are the corresponding input features.

Finally, we can use various optimization algorithms such as
Gradient Descent, Newton-Raphson, or Conjugate Gradient
to iteratively update the coefficients and intercept until
convergence, based on the gradient of the log-likelihood
function:

∇βjℓ(β1, β2, . . . , βn, b) =
N∑
i=1

(yi − σ (zi))xij (11)

∇bℓ(β1, β2, . . . , βn, b) =
N∑
i=1

(yi − σ (zi)) (12)

where zi = β1xi1 + β2xi2 + · · · + βnxin + b is the linear
combination of input features for the i-th observation.

F. SUPPORT VECTOR MACHINE
Support Vector Machines (SVM) have been extensively
used in machine-learning applications, including predicting
human behavior [32]. SVM has shown promising results in
predicting driver behavior using smartphone motion sensor
data. The SVM model takes the sensor data collected from
the driver’s smartphone as input and maps it to a higher
dimensional feature space, finding the optimal hyperplane
separating the behavior classes. The model then uses this
hyperplane to classify new instances of driver behavior based
on the sensor data. The essential advantage of using SVM
in this context is its ability to handle high-dimensional data
and its robustness to noisy data. First, we start with the
optimization problem for the primal form of the Support
Vector Machine:

min
w,b,ξ

1
2
|w|2 + C

m∑
i=1

ξi (13)

subject to:

yi(wT xi + b) ≥ 1− ξi, ∀i = 1, . . . ,m (14)

and

ξi ≥ 0, ∀i = 1, . . . ,m (15)

where w is the weight vector, b is the bias term, ξ is the
slack variable, C is the penalty parameter that controls the
trade-off between maximizing the margin and minimizing
the classification error, xi and yi are the feature vector and the
corresponding label of the i-th training example, and m is the
total number of training examples.

Next, we derive the dual form of the optimization problem
by introducing the Lagrange multipliers αi:

max
α

m∑
i=1

αi −
1
2

m∑
i=1

m∑
j=1

yiyjαiαjxTi xj (16)

subject to:

0 ≤ αi ≤ C, ∀i = 1, . . . ,m (17)

and
m∑
i=1

αiyi = 0 (18)

The optimal weight vector and bias term can then be
computed as:

w∗ =
m∑
i=1

αiyixi (19)

and

b∗ = yk −
m∑
i=1

αiyixTi xk (20)

where k is any index such that 0 < αk < C .
Finally, we can make predictions for a new input vector x

using the following decision function:

f (x) = sign(wT x + b) (21)

where sign(·) is the sign function that returns +1 or −1
depending on the sign of its argument.

G. GAUSSIAN NAIVE BAYES
Gaussian Naive Bayes (GNB) is a probabilistic machine
learning algorithm commonly used for classification
tasks [33]. It is based on Bayes’ theorem, which allows for
estimating the probability of a particular class given a set
of features. GNB assumes that the features are independent
of each other and that they follow a Gaussian distribution.
In predicting driver behavior with smartphone motion sensor
data, GNB can classify different types of diving behavior,
such as free diving, scuba diving, or snorkeling. The
motion sensor data collected from a smartphone can provide
information on the driver’s movement patterns and be used
as GNB algorithm features. The motion dataset can be used
to estimate the conditional probabilities of each feature given
a particular diving behavior class, which can then be used to
predict the most likely diving behavior class for a given set
of sensor data.

Assuming that we have a dataset with n observations and
d features, the goal of the Gaussian Naive Bayes model is to
classify a new data point x into one of the k classes.

Prior Probability: The prior probability of class c is
calculated as the proportion of observations in the training
set that belong to class c.

P(c) =

∑n
i=1 ⊮(yi = c)

n
(22)

where yi is the class label of the i-th observation and ⊮ is the
indicator function.

Likelihood: The likelihood of observing the feature vec-
tor x given class c is assumed to follow aGaussian distribution
with mean µc,j and variance σ 2

c,j for each feature j.

P(xj | c) =
1√

2πσ 2
c,j

exp

(
−
(xj − µc,j)2

2σ 2
c,j

)
(23)
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where µc,j and σ 2
c,j are the mean and variance of the j-th

feature for class c, respectively.
Posterior Probability: The posterior probability of class c

given the feature vector x is calculated using Bayes’ theorem.

P(c | x) =
P(c)

∏d
j=1 P(xj | c)∑

c′ P(c′)
∏d

j=1 P(xj | c′)
(24)

where P(c) is the prior probability of class c, and P(xj | c) is
the likelihood of observing the j-th feature given class c.

Classification: The new data point x is classified into the
class with the highest posterior probability.

ŷ = argmax
c
P(c | x) (25)

where ŷ is the predicted class label for the new data point x.

H. RANDOM FOREST
Random Forest (RF) is a popular machine-learning algorithm
for classification and regression tasks [34]. RF is an ensemble
learning algorithm combiningmultiple decision trees to make
predictions. In predicting driver behavior with smartphone
motion sensor data, an RF model can be trained using motion
sensor data collected from smartphones worn by drivers
during their drivers. The model works by dividing the data
into subsets and constructing decision trees based on each
subgroup. The decision trees are combined to form an RF,
which can make predictions based on the input data.

The RF model is an ensemble learning method that
combines multiple decision trees to improve the accuracy
of the predictions. Let X be the input features and y be the
target variable. Given a training set (X , y), the Random Forest
algorithm works as follows:

1) For each tree t in the forest:
a) Draw a bootstrap sample Xt of size n from the

training set (X , y).
b) Randomly select m features from X (where m is

typically much smaller than the total number of
features).

c) Grow a decision tree t from the bootstrap sample
Xt using only the m selected features. At each
node, split the data based on the feature that
maximizes the decrease in impurity (e.g., Gini
index or entropy).

2) Predict the target variable y for a new input Xnew
by aggregating the predictions of all the trees in the
forest. For regression problems, this is typically done
by taking the average of the predicted values; for
classification problems, this is typically done by taking
the mode (i.e., the most common class label) of the
predicted values.

The prediction of the Random Forest model can be
expressed mathematically as follows:

ŷRF(Xnew) =
1
T

T∑
t=1

ft (Xnew),

where ŷRF(Xnew) is the predicted value for the new input
Xnew, T is the total number of trees in the forest, and ft is the
prediction of the tth tree.

The RF algorithm has several hyperparameters that can be
tuned to optimize the performance of the model, including
the number of trees, the number of features to select at each
node, and the criterion used to measure the impurity. The
hyperparameters can be selected using cross-validation on a
validation set.

I. RECURRENT NEURAL NETWORK
Recurrent Neural Networks (RNNs) are a type of artificial
neural network that can process sequential data by using
feedback connections between hidden layers [35]. The
feedback connections allow RNNs to use previous inputs to
inform the current output, making them well-suited for tasks
such as image classification [35], speech recognition, and
time series prediction.

Mathematically, an RNN can be represented as a function
that takes a sequence of input vectors x1, x2, . . . , xT and
produces a sequence of output vectors y1, y2, . . . , yT . At each
time step t , the RNN updates its hidden state ht based on the
current input xt and the previous hidden state ht−1, using the
following equation:

ht = f (Whxxt +Whhht−1 + bh) (26)

whereWhx andWhh are weight matrices, bh is a bias vector,
and f is a non-linear activation function such as the hyperbolic
tangent or the rectified linear unit (ReLU).

The output at each time step is then computed as:

yt = Whyht + by (27)

where Why is another weight matrix and by is another bias
vector.

During training, the parameters of the RNN are optimized
to minimize a loss function that measures the difference
between the predicted outputs and the true outputs. This is
typically done using backpropagation through time (BPTT),
a variant of the standard backpropagation algorithm that
considers the temporal dependencies between the hidden
states. The layer architecture analysis of the applied deep
learning-based RNN method is discussed in Table 2.

TABLE 2. The layer architecture analysis of applied deep learning based
RNN method.

J. HYPERPARAMETER TUNING
The hyperparameter tuning of each applied machine and deep
learning technique is performed through a recursive training
and testing process [36]. Table 3 analyzes the selected best-
fit hypermeters. The hypermeter tuning helps validate the
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performance of applied techniques and prevent overfitting
issues. High-performance results are achieved by using the
fine-tuning process in our proposed study.

TABLE 3. The fine-tuning analysis of applied machine learning
techniques.

IV. RESULTS AND DISCUSSIONS
The performance results of applied advanced machine and
deep learning techniques are analyzed in this section. The
scientific discussions on results and comparisons analysis are
also performed to evaluate each applied machine learning
technique’s performance.

A. EXPERIMENTAL SETUP
Our proposed study experimental setup is analyzed in this
section. Python programming 3.0 is utilized to build the
applied machine learning techniques. The Google Colab
environment [37] with a GPU backend with 13 GB RAM
and 90 GB of disk space is used to conduct all our
study experiments. Accuracy score, precision score, recall
score, and f1 score are the performance metrics utilized for
performance evaluations. The performance metrics used for
evaluating our applied methods are expressed as:

Let y be the true class labels and ŷ be the predicted class
labels for a set of samples.We can define the following terms:
• True Positive (TP): the number of samples that are
correctly classified as positive.

• False Positive (FP): the number of samples that are
incorrectly classified as positive.

• True Negative (TN): the number of samples that are
correctly classified as negative.

• False Negative (FN): the number of samples that are
incorrectly classified as negative.

Based on these terms, we can define the following
classification metrics:

1) ACCURACY SCORE
The Accuracy score measures the proportion of samples that
are correctly classified:

Accuracy =
TP+ TN

TP+ TN + FP+ FN
.

2) PRECISION SCORE
The Precision score measures the proportion of true positives
among the samples that are predicted as positive:

Precision =
TP

TP+ FP
.

3) RECALL SCORE
The Recall score measures the proportion of true positives
among the samples that are actually positive:

Recall =
TP

TP+ FN
.

4) F1 SCORE
The F1 score is a harmonic mean of the Precision and Recall
scores:

F1 = 2 ·
Precision · Recall
Precision+ Recall

.

The F1 score balances Precision and Recall and is often
used as a single metric to evaluate the overall performance of
a classification model.

B. RESULTS WITH ORIGINAL FEATURES
Table 4 presents a comprehensive analysis of the performance
metrics scores for the applied advanced machine learning
technique using the original dataset features. Performance
evaluation is based on the f1, recall, precision, and accuracy
scores, which are essential performance metrics in machine
learning. Upon analyzing the results, it is observed that the
LR, SVM, and GNB machine-learning techniques scored
poorly in comparison to the applied RF technique. The RF
technique is the only model that achieved an acceptable score
of 0.95. However, it was not the highest score obtained,
indicating that further improvements are necessary to achieve
optimal performance in detecting driver behavior. Moreover,
the analysis of the performance metrics revealed that the
applied RF technique outperformed the other techniques in
terms of accuracy, recall, and precision. The recall score
for the RF model is also high, which means that the model
could identify a significant proportion of positive cases.
In conclusion, the performance scores for detecting driver
behavior still need improvement to achieve the highest.

The research conducted in this study aimed to evaluate
the performance of various machine learning models based
on f1, recall, precision, and accuracy scores, as presented
in Figure 4. The bar chart-based comparison shows that
the LR, SVM, and GNB models performed poorly across
all metrics. On the other hand, the RF technique yielded
highly favorable results, achieving an impressive score of
96%. It is worth noting that the original features used in this
analysis did not yield satisfactory results, indicating the need
for further feature engineering or selection. These results
underscore the significance of careful model selection and
feature engineering in achieving optimal machine learning
performance.

The time series performance analysis of the used deep
learning-based RNN method is visualized in Figure 5.
This time series analysis is based on performance metrics
evaluated during the training of the RNN method. During
the twenty epochs of training, the loss scores are high, and
accuracy scores are deficient in comparisons. The analysis
shows that the deep learning-based RNN methods achieved
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TABLE 4. Performance results analysis of applied methods with original
features.

FIGURE 4. The histogram-based performance results analysis of applied
methods with original features.

poor performance scores on this dataset. These findings
indicate that the deep learning-based RNN method did not
achieve satisfactory performance scores for detecting driver
behavior.

FIGURE 5. The performance results analysis of applied Recurrent Neural
Network with original features.

The performance results analysis of applied deep
learning-based RNN for unseen testing data is analyzed in
Table 5. The unseen testing data analysis demonstrates that
the deep learning model RNN achieved abysmal performance
accuracy scores of 0.31 for driver behavior detection. The

RNN model achieved 0.00 performance scores for f1, recall,
and precision for target classes 0 and 2. This analysis
concludes that the applied deep learning model shows poor
performance scores for detecting driver behavior.

TABLE 5. The performance results analysis of applied Recurrent Neural
Network.

The comparison results-based radar chart analysis [38] of
applied machine learning techniques using original features
is discussed in Figure 6. The radar charts are a powerful tool
for plotting each model’s performance as a point on the radar
chart makes it clear which models excel in certain areas and
which may need improvement. The analysis visualizes that
only the applied RF technique achieved high performance
by covering more performance metrics curves area under
radar span. The analysis concludes that LR, SVM, and GNB
achieved low-performance scores in the radar chart analysis.

FIGURE 6. The radar chart-based performance results analysis of applied
methods with original features.

The performance of each applied method is validated using
the K-fold analysis as expressed in Table 6. The analysis
demonstrates that using the original feature dataset, the
applied machine learning technique scored inferior K-fold
cross-validation scores. Only the RF technique achieved 92%
of K-fold accuracy scores with fewer standard deviation
scores. In conclusion, with original features, the machine
learning techniques are less generalized for driver behavior
detection.

The complexity computations analysis of applied machine
learning techniques with original features is performed in
Table 7. The computations analysis demonstrates that using
the original features applied to machine learning methods,
performance scores are low with high computations scores.
The applied RF technique achieved the maximum runtime
computations score of 0.145 seconds. The applied GNB
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TABLE 6. K-fold cross-validation performance results analysis of applied
method with original features.

technique performed minimum runtime computations but
achieved lower performance accuracy scores. The analysis
concludes that with the original features, all applied tech-
niques achieved high runtime computations in comparisons.

TABLE 7. Computation complexity analysis of applied methods with
original features.

A detailed confusion matrix analysis is conducted and pre-
sented in Figure 7 to assess and summarize the performance
of the various methods applied in this study. The analysis
revealed that the LR, SVM, and GNB techniques exhibited
high target class error rates when using the original fea-
tures, indicating their suboptimal performance in accurately
classifying the data. In contrast, the RF method displayed
considerably lower target class error rates, as illustrated in
the RF confusion matrix. These findings underscore the
importance of selecting appropriate feature engineering and
classification techniques for optimal performance in machine
learning tasks. Ensemble learning-based feature engineering
is needed to further enhance the performance of machine
learning models on this dataset.

C. RESULTS WITH PROPOSED FEATURE ENGINEERING
Our proposed study aimed to evaluate the performance of
various methods for a given task using a novel feature
engineering approach. The performance analysis results
are presented in Table 8. Interestingly, the applied meth-
ods demonstrated a considerable improvement in accuracy
scores using the proposed feature engineering approach.
Specifically, the LR, SVM, and GNB methods exhibited
impressive performance accuracy scores of 0.95, 0.95, and
0.87, respectively. However, the RF method stood out as
the best-performing method, with an accuracy score of
0.99, indicating its superiority over other methods. These
results clearly suggest that the proposed feature engineering
approach effectively enhances the performance of all applied
methods across various performance metrics. This analysis
highlights the importance of incorporating feature engineer-
ing techniques to optimize the performance of machine
learning algorithms for detecting driver behaviour.

The histogram-based bar chart analysis is used to evaluate
the performance of various machine learning models based
on f1, recall, precision, and accuracy scores, as presented in

FIGURE 7. Confusion matrix results analysis of applied methods with
original features.

TABLE 8. Performance results analysis of applied methods with
proposed feature engineering.

Figure 8. The bar chart-based comparison shows that the LR,
SVM, and GNB models performed well across all metrics,
not the highest. On the other hand, the RF technique yielded
highly favourable results, achieving an impressive score of
99%. These results underscore the significance of novel
feature engineering in achieving optimal machine learning
performance.

The research findings presented in Figure 9 demonstrate
the effectiveness of novel feature engineering approaches
in enhancing machine learning techniques. The radar chart
analysis reveals that all applied techniques achieved high
performance, as evidenced by the significant coverage of
performance metrics curves under the radar span. While
the LR, SVM, and GNB techniques achieved acceptable
scores, they were not the highest. Notably, the RF technique
demonstrated exceptional performance, covering a vast area
in the radar chart with maximal scores for all metrics.
These findings suggest that the proposed feature engineering
approach can significantly improve the effectiveness of
machine learning techniques, with RF emerging as the most
promising technique for achieving optimal performance.
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FIGURE 8. The histogram-based performance results analysis of applied
methods with proposed feature engineering.

FIGURE 9. The radar chart-based performance results analysis of applied
methods with proposed feature engineering.

The effectiveness of each applied method, combined
with innovative feature engineering, is thoroughly evaluated
using K-fold analysis, as presented in Table 9. The results
indicate that the newly extracted feature dataset substan-
tially improved the performance of the applied machine
learning techniques, as evidenced by their high K-fold
cross-validation scores and minimal standard deviation. The
RF technique outperformed all other methods, achieving a
remarkable K-fold accuracy score of 0.99, with the smallest
standard deviation among all the techniques tested. These
findings demonstrate the effectiveness of the proposed feature
engineering method in improving the generalizability of
machine learning techniques for detecting driver behavior.
The results highlight the potential of a novel feature
engineering approach to improve the accuracy and reliability
of driver behavior detection in a wide range of applications,
including transportation safety, driver assistance systems, and
autonomous vehicles.

The complexity computations analysis of applied machine
learning techniques with proposed feature engineering is per-
formed in Table 10. The computations analysis demonstrates
that using the proposed feature engineering approach applied
machine learning methods performance very efficiently
compared to original features. The applied LR technique

TABLE 9. K-fold cross-validation performance results analysis of applied
method with proposed feature engineering.

achieved the maximum runtime computations score of
0.14 seconds. The applied GNB technique performed mini-
mum runtime computations but achieved lower performance
accuracy scores. The analysis concludes that the proposed RF
technique achieved less runtime computations sore with the
proposed feature engineering approach.

TABLE 10. Computation complexity analysis of applied methods with
proposed feature engineering.

A detailed confusion matrix analysis is conducted and
presented in Figure 10 to assess and summarize the
performance of the various methods applied with a novel
feature engineering approach. The analysis revealed that
all applied reduced the target class error rates validating
the high-performance scores achieved. As illustrated in the
RF confusion matrix, the RF method displayed minimal
target class error rates with high-performance class accuracy
scores. The analysis concludes that the proposed ensemble
learning-based feature engineering can potentially enhance
the performance of machine learning models for detecting
driver behaviour.

D. FEATURE SPACE COMPARISON ANALYSIS
The feature space representation comparisons analysis based
on the original and newly created features set is illustrated
in Figure 11. The feature space analysis indicates that the
original motion sensors dataset features are not linearly sep-
arable, resulting in low-performance scores using machine
learning techniques. However, using our proposed feature
engineering, the newly created feature set is more linearly
separable. In conclusion, the high linearly separability of
our propped features results in a high-performance score for
detecting driver behavior.

E. COMPARISON WITH OTHER STATE-OF-THE-ART
STUDIES
The comparative performance analysis of our proposed
approach is performed in Table 11. The previously published
studies from the year 2019 to 2023 for driver behavior
detection are included in this analysis. Mainly the authors
presented deep learning-based hybrid models to achieve
good sores. The analysis shows the superior performance of
our proposed research study in comparison. Our proposed
approach achieved high-performance accuracy scores for
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FIGURE 10. Confusion matrix results analysis of applied methods with
proposed feature engineering.

TABLE 11. State-of-the-art studies performance score comparisons for
detecting driver behavior.

detecting the driver behavior compared to the state-of-the-art
studies.

F. DISCUSSION
This study used a novel feature engineering approach
for detecting the driver’s behavior with high-performance
efficiency. Several machine learning and deep learning
techniques are applied in comparison to evaluate the perfor-
mance. The performance of each applied method is validated
through the k-fold cross-validations and hyperparameter
training. The proposed feature engineering approach is scien-
tifically analyzed with algorithmic mathematical notations.

Extensive results analysis shows that using the proposed
novel feature engineering applied methods able to achieve
high-performance scores in comparisons. The original dataset
feature achieved a low-performance score, which is validated
through the feature space analysis. The runtime computations
cost analysis shows the efficiency of the proposed approach
in this study.

In conclusion, our proposed approach can potentially rev-
olutionize driver behaviour detection with high-performance
scores. The performance comparison of our proposed tech-
nique is performed with the state-of-the-art approaches,
which also shows the superiority of the proposed approach
for detecting driver behavior.

FIGURE 11. The feature space comparison analysis. The regional features
representations show in Figure bf(a), and the newly created features
representations shows in Figure bf(b).

V. CONCLUSION AND FUTURE WORK
The early detection of driver behavior using advanced
machine learning techniques with high-performance scores
is proposed in this study. The publicly available smartphone
motion sensor data is utilized to conduct our study exper-
iments. Four advanced machine learning-based techniques
are applied in comparison. A novel LR-RFC method is
proposed that combines the logistic regression and random
forest classifier for feature engineering from the motion
sensor data. The newly created feature data is used for
building the applied machine learning methods for predicting
driver behavior. The study results show that the proposed
LR-RFC approach achieves the highest performance score.
Extensive study experiments demonstrate that the random
forest achieved the highest performance score of 99%
using the proposed LR-RFC method. The performance is
validated using k-fold cross-validation and hyperparameter
optimization. The computation complexity and feature space
comparison analysis are also performed to validate the
high-performance efficiency of the proposed model.

A. LIMITATION AND FUTURE WORK
The current research centers on detecting driver behavior
using machine-learning techniques. This is crucial for
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developing sophisticated neural networks and transfers
learning approaches. It should be noted that the sensor data
utilized in this study is imbalanced. We plan to implement
advanced data balancing techniques to improve performance
in future work. Additionally, we intend to construct deep
learning-based and transfer learning-based neural network
models to achieve higher accuracy scores in driver behavior
detection. Furthermore, we aim to employ more advanced
motion sensors to collect motion data.
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