
Received 16 November 2023, accepted 27 November 2023, date of publication 7 December 2023,
date of current version 13 December 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3340441

ByteRCNN: Enhancing File Fragment Type
Identification With Recurrent and
Convolutional Neural Networks
KRISTIAN SKRAČIĆ, (Senior Member, IEEE), JURAJ PETROVIĆ , (Senior Member, IEEE),
AND PREDRAG PALE, (Senior Member, IEEE)
Department of Electronic Systems and Information Processing, Faculty of Electrical Engineering and Computing, University of Zagreb, 10000 Zagreb, Croatia

Corresponding author: Juraj Petrović (juraj.petrovic@fer.hr)

This work was supported by the Advanced Computing Service provided by the University of Zagreb University Computing Centre (SRCE).

ABSTRACT File fragment type identification is an important step in file carving and data recovery.
Machine learning techniques, especially neural networks, have been utilized for this problem, some with
very promising results. This paper presents a novel neural network architecture for identifying file fragment
types using a combination of byte embeddings as well as recurrent and convolutional elements. The
corresponding classification model, ByteRCNN, has been trained on the publicly available file fragment
FiFTy dataset and evaluated in closed-set and open-set recognition settings using FiFTy and other available
file fragment datasets. Evaluation results have demonstrated that ByteRCNN can compete with state-of-
the-art models described in literature in terms of classification accuracy, with 71.1% average accuracy on
512-byte fragments and 83.9% average accuracy on 4,096-byte fragments from the FiFTy dataset. When
evaluated on other publicly available datasets in closed-set and open-set recognition settings, ByteRCNN
performs similarly or slightly better than the FiFTy classification model. Obtained results overall suggest that
ByteRCNN is a competitive file fragment classification model, but they also reveal that there is still plenty
of space for further improving file type identification methods using more complex datasets or in open-set
recognition settings. ByteRCNN is publicly available at https://github.com/kristian-fer/ByteRCNN.

INDEX TERMS File fragment type identification, file fragment classification, byte embeddings, recurrent
neural network, convolutional neural network, open-set recognition, memory forensics, carving.

I. INTRODUCTION
With an increase in data storage usage, the need to accu-
rately identify the file type based on file fragments has
become increasingly important in digital forensics and law
enforcement investigations. File fragment type identification
[1], also known as file fragment classification [2], file type
recognition, or file type detection [3], refers to the process of
identifying and categorizing partial or incomplete files found
on digital storagemedia. File fragmentation occurs when files
are stored on a disk in non-contiguous clusters, resulting in
a file being broken down into smaller parts – fragments or
blocks. These fragments can be scattered across the disk,
making it difficult to recover and connect them. However,
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even if an entire file cannot be recovered, the identification
of the file type for individual fragments can provide valuable
information for investigations [4]. The identification of file
fragment types, therefore, is a crucial step in digital forensics
and criminal investigations as it provides valuable insight into
the contents of digital devices and can assist in uncovering
potential evidence.

The goal of file fragment type identification is to classify
an unknown sequence of bytes into one of the predefined
file types, in the absence of any additional side information.
In this context it is important to stress the difference between
file type identification and data type identification. Data type
identification is more granular and encompasses complex
combinations where one data type is embedded into another,
for example, when images are inserted into PDF documents
or base64-encoded images are inserted into HTML textual
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files. Creating a data type dataset is significantly more com-
plex and requires a specialised carving logic which may
not be supported for most data types currently in use [1].
Therefore, most file fragment type identification research is
focused on file type identification since it relies on the type
of file that the fragment originally belonged to.

The research described in this paper is focused on file frag-
ment type identification and advancing its current state of the
art through several contributions. First, we argue and demon-
strate how competitive results in file fragment type identifica-
tion can be achieved by implementing a neural network with
its architecture inspired by sequence processing models that
are typically used in natural language processing. This way,
we utilize temporal information stored in the sequence of
bytes of a file fragment. A comprehensive comparison of the
proposed model (ByteRCNN) with other state-of-the-art file
type identification models is provided in the paper in terms
of accuracy, but also in terms of the inference time and the
number of parameters. Classification accuracy is evaluated
on the FiFTy scenario #1 dataset [1].

Second, we evaluate the proposed model on other pub-
licly available datasets [2], [3], [4], [5] which have by now
remained ignored by other researchers. Those datasets pro-
vide valuable data for model evaluation. Since the FiFTy clas-
sification model is currently the only publicly available state-
of-the-art file fragment type identification model trained and
evaluated on the FiFTy scenario #1 dataset, we compare
ByteRCNN performance on datasets [2], [3], [4], [5] to the
FiFTy classification model.

Third, we address the issue of open-set recognition [6],
which is most relevant for the file type identification problem,
but also currently unaddressed in related research. We utilize
fragments belonging to file types included in datasets [2],
[3], [4], [5] that are not included in the FiFTy scenario #1
dataset to evaluate our open-set recognition accuracy.Again,
since the FiFTy classification model is currently the only
publicly available state-of-the-art file fragment type identi-
fication model trained and evaluated on the FiFTy scenario
#1 dataset, we compare open-set recognition performance of
ByteRCNN to the FiFTy classification model.

Finally, wemake ourmodel implementation publicly avail-
able at [GitHub, after publication] to facilitate future model
comparisons and advancement of file fragment type identifi-
cation.

The remainder of this paper is organized as follows. The
related research section introduces state-of-the-art datasets
and approaches to file fragment classification. The proposed
model section describes the proposed ByteRCNN model in
terms of its structure, inputs and outputs. In the experimental
evaluation section, ByteRCNN is compared to state-of-the-
art models for file fragment type identification performance
in closed-set and open-set conditions. Finally, in the con-
clusion section we provide concluding remarks on the pro-
posed model, its results as well as possible future research
directions.

II. RELATED RESEARCH
A. FILE FRAGMENT DATASETS
A substantial portion of previously published work related
to file fragment type identification relied on limited private
datasets or the publicly available GovDocs dataset [7], also
referred to as govdocs1. Having a common dataset is critical
to training and comparing performance of different machine
learning models. While the use of private datasets renders
the replication of results impossible, a number of published
file fragment type identification models have employed the
GovDocs corpus [7], [8], [9], [10]. The GovDocs dataset con-
sists of an imbalanced collection of publicly available files of
different types, of which 20 file types constitute 99.3% of the
dataset, while the remaining 0.7% of the dataset is comprised
of 43 file types. This introduces the problem of choosing
the file types and fragments to be included in model training
and evaluation. Researchers using GovDocs typically chose
to include different subsets of file types and different ways
of generating fragments from those files [11], [12]. Since
GovDocs lacks some file types which are prevalent today
(for example, DOCX, PPTX, and XLSX), some authors use
GovDocs-based datasets supplemented with other relevant
file types [10] or they use completely customized datasets
for specialized applications such as video [13] or image [14],
[15], [16], [17] fragment classification and file carving.

In contrast to GovDocs, the FiFTy dataset [1] contains
pre-extracted fragments divided into several subsets or sce-
narios (see TABLE 1), thereby facilitating a fair compari-
son between file fragment type identification outcomes. The
FiFTy main dataset (scenario #1) offers a publicly available
dataset comprising 75 distinct file types. This dataset is,
to the best of the authors’ knowledge, the most comprehen-
sive and extensive labelled set of file fragments available to
the public. The authors compiled the dataset by collecting
public files from Internet sources as well as their own col-
lections. To ensure a balanced dataset suitable for classifica-
tion, the authors sampled 102,400 fragments, both 512-byte
and 4,096-byte, for each file type. The fragments were then
randomly shuffled to distribute the file types evenly among
the training (80%), validation (10%), and hold-out testing
(10%) subsets. Aside from the main dataset (scenario #1),
the FiFTy dataset includes five additional specialized sce-
narios that focus on a specific subset of included file types.
TABLE 1 outlines the details of each scenario. Most of the
five additional scenarios are use-case specific and focus on
various multimedia file types. Scenario #1, which comprises
all 75 file types, is currently the most comprehensive publicly
available file fragment dataset. The FiFTy dataset was utilized
in training the ByteRCNN model, which was subsequently
evaluated against state-of-the-art approaches.

Four other file fragment datasets have recently been
published to assist in file fragment classification research.
They are focused on the classification of audio file for-
mats [2], video file formats [3], textual file formats [4], and
image file formats [5]. All four of those datasets contain
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1,024-byte fragments belonging to a variety of included file
types. A summary of those four datasets is provided in
Table 2.

TABLE 1. FiFTy - file fragment datasets and scenarios (adapted from [1]).

TABLE 2. File fragment datasets [2], [3], [4], [5].

While some of the datasets [2], [3], [4], [5] have been
used in validating file fragment classification models [18],
most state-of-the-art research seems not to be utilizing their
potential and is focused only on using the FiFTy dataset [19],
[20], [21], [22].

B. APPROACHES TO FILE FRAGMENT TYPE
IDENTIFICATION
In recent years, the field of file fragment type identifica-
tion has received significant attention due to its increasing
importance for digital forensics, cybersecurity and content-
based file analysis. Different approaches utilizing machine
learning algorithms have been applied to this problem in order
to automate the process and increase identification accuracy.

Early approaches to file fragment type identification
mostly relied on hand-engineered features including sta-
tistical measures, byte frequency distribution and n-grams.
N-Grams refer to frequencies of occurrence of different com-
binations of n bytes in the file fragment. The use of byte
frequency distribution was initially proposed in [23] where
the average classification accuracy reported was 27.5%. The
same research describes experiments with byte frequency
cross-correlation which achieves 45.83% average classifica-
tion accuracy on a private dataset of 30 file types used to train
the models. Veenman [24] used linear discriminant analysis
to classify 28 file type fragments using byte frequency distri-
bution and the Kolmogorov complexity measure. The model
achieved 45% average accuracy. Li et al. [25] used support
vector machines to address the challenging task of classifying
file fragments belonging to high entropy file types. Their
approach also relied on byte histograms and achieved promis-
ing results of 81.50% average accuracy, yet only focused on
4,096-byte fragments belonging to one of four file types:
DLL, PDF, JPG and MP3.
Sceadan [26] is one of the first significant milestones in file

fragment type identification. Its authors used support vector
machines (SVM) to classify file fragments using unigram
and bigram (1-gram and 2-gram) features and achieved the
classification accuracy of 73.8% across 38 different file types.
N-Grams or n-gram-derived features remain frequently used
in the newer approaches [27], [28] and can also be used
to perform a detailed comparison of different classification
approaches. For example, Seste et al. [29] perform a detailed
comparison of support-vector machines and neural networks
applied for identifying file fragment types, by focusing on the
n-gram analysis as a feature for the two different classifiers.

More recently, Wang et al. [10] used the sparse coding
approach to extract features from 512-byte fragments belong-
ing to a total of 18 most common file types. Their dataset
was based on the GovDocs dataset and supplemented with
OOXML file types (DOCX, XLSX, PPTX) due to their rele-
vance today. Using a combination of unigrams, bigrams and
sparse n-gram features, they achieved a maximum average
accuracy of 61.31%.

Another recent milestone in identifying file fragment
types, FiFTy [1], has achieved excellent results without the
need to rely on hand-engineered fragment features. The cor-
responding model is capable of classifying file fragments
belonging to any of the 75 different file types with average
accuracy of 65.6% when using 512-byte blocks, and 77.5%
when using 4,096-byte blocks. As already mentioned, FiFTy
provides six separate datasets or scenarios with a different
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number of included file types. Each scenario is classified
with a different model. However, all six models share a
similar architecture which is based on 1-D convolutional
neural networks (CNNs) which take blocks of raw bytes as
input and embed them into a trainable latent space. Shifting
individual bytes into a latent space was inspired by the current
state-of-the-art natural language processing models where
words, or sub-words, are embedded into a common latent
space before being sent through a neural network [30], [31],
[32], [33], [34]. The use of byte embeddings instead of 1-hot
encoding or hand-crafted features such as input is, arguably,
one of the key insights offered by the FiFTy research paper.
This allows the original input sequence to be captured in a
latent space. Overall, FiFTy has achieved the best classifica-
tion results in the field on the most comprehensive reported
dataset and has also provided future research with a dataset
to allow for fair and relevant comparisons.

Other researchers have sometimes reported higher classi-
fication accuracy scores compared to FiFTy, yet usually on
significantly smaller datasets. Innovative approaches to file
fragment type identification described in such research have
made valuable contributions to the field, yet they have made
the comparison of results more difficult. Haque and Tozal
[9], for example, explored using the word2vec algorithm on
byte sequences. Word2vec is another prominent algorithm
used in natural language processing for transforming words
into comparable vectors based on their co-occurrence. The
authors achieved 72% classification accuracy only by using
the averaged byte embedding vectors and a kNN classifier
on a dataset of 35 file types. Chen et al. [7] converted
4,096-byte file fragments into 64×64 pixel greyscale images.
A deep 2-D convolutional neural network (CNN) was trained
to distinguish between 16 different file types that were sam-
pled from the GovDocs dataset. The model achieved 70.9%
accuracy. Interestingly, the same model achieved very high
accuracy (92%) on the compressed GZ file type which is
usually classified quite poorly by most existing models, even
FiFTy (13.2%). However, the model ignored other popular
compressed archive files such as 7Z and ZIP, which could
explain its high score, and achieved rather low accuracy for
textual files and office documents (DOC, DOCX and PPT).
Hiester [35] explored the usage of feedforward, recurrent and
convolutional networks as file fragment classifiers. While
using only 4 different file types, he obtained the classifica-
tion accuracy of 98%, thus revealing potentially promising
research directions that should be further explored.

The file fragment classification issue has gained a lot of
attention in recent years. Some of the research based on
convolutional neural networks managed to obtain results bet-
ter than the original FiFTy classification models using the
FiFTy dataset. Saaim et al. [19] succeeded in that task by
using depthwise separable convolutions (DSCNN) for file
fragment type identification and achieved excellent results
of 78.45% and 65.89% average accuracy on scenario #1 of
the FiFTy dataset for 4,096-byte and 512-byte fragment size
respectively. Ghaleb et al. [20] experimented with several

convolutional neural network architectures and managed to
outperform the original FiFTy classifiers in 4 out of 6 FiFTy
scenarios for 512-byte fragments, and in 1 out of 6 FiFTy
scenarios for 4,096 byte fragments (DSC-SE model [20]).
Zhu et al. [21] managed to obtain results that are similar to
or in some cases better than the results of the original FiFTy
scenario #1 classifier by using convolutional neural networks
to learn higher level representations of file fragments as well
as by using a long short-term memory network (LSTM) to
classify them. Finally, Liu et al. [22] managed to outperform
FiFTy classifiers in nearly all FiFTY scenarios by interpreting
file fragments as 2-dimensional grey-scale images. Currently,
to the best of the authors’ knowledge, these results are the
highest in the field.

C. OPEN-SET RECOGNITION
To the best of our knowledge, all published results related to
the issue of file fragment classification pertain to the problem
of closed-set recognition, where the unknown fragment is
assumed to belong to one of the known classes. In open-set
recognition, on the other hand, no such assumption is made,
and the classifier has to be able to infer whether a fragment
belongs to one of the known classes or to an unknown class
[6]. In forensic practice or data recovery this situation is
significantly more realistic due to a variety of file types used
in practice.

There are many open-set recognition approaches, often
tailored to a specific context of classification problems they
are used for [36]. Among them, OpenMax (Open set Recog-
nition with Maximum Softmax Probability) [37] is one of the
more commonly used ones. OpenMax is used for detecting
data instances that lie beyond the confines of the training
data distribution. It operates as a post-processing step fol-
lowing the traditional softmax classification layer in a neural
network model and it introduces several critical parameters,
including the alpha parameter, thresholds, and the definition
of unknown classes. The alpha parameter (α) controls the
distribution of OpenMax scores for known classes, impact-
ing the decision boundary between the known and unknown
classes. A higher alpha value makes it more challenging for
an input to be classified as a known class. Thresholds are
employed to determine the likelihood at which an input is
classified as a known or unknown class. Additionally, the
model requires the softmax scores generated by the neural
network, which represent the model’s confidence in class
assignments. OpenMax has been used in this paper to evaluate
the developed classification model in open-set classification
conditions.

III. PROPOSED MODEL – ByteRCNN
A. MODEL DESIGN
The file fragment type identification model proposed in this
paper, ByteRCNN (Figure 1), draws inspiration from recent
breakthroughs in natural language processing that incorpo-
rate a combination of recurrent and convolutional neural
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FIGURE 1. ByteRCNN model.

networks. Such networks have shown great potential for
advancing text classification. Convolutional neural networks,
renowned for their success in computer vision, have demon-
strated considerable efficacy in text classification, notably
exemplified by the FiFTy model discussed in the previous
section. Nonetheless, they are incapable of capturing the
temporal dynamics of sequential data. To address this short-
coming, recurrent neural networks (RNNs) were designed
to encode temporal information in sequential data, such as
sentences.

The proposed model concept involves, in the first place,
utilizing an RNN to extract significant sequences from the
input, followed by employing a CNN to eliminate the bias
arising from later elements in the sequence overshadow-
ing the earlier ones, thus extracting the most meaningful
sequences. In the context of file fragment type identification,
meaningful sequences could correspond to a particular com-
bination of bytes that frequently occur in specific file types.

However, some elements in the sequence, such as padding or
null bytes, may negatively impact the classification outcome
since they are shared across multiple file types and do not
contribute to differentiation. Furthermore, due to a substantial
number of distinct file types, it is conceivable that the relevant
sequences that uniquely identify a fragment may vary in
length. Consequently, using only one type of CNN may not
suffice to identify the relevant sequences across all file types.
Therefore, we posit that model width may be more significant
than its depth.

In contrast to manually crafted features such as byte
n-grams, which merely capture the frequency of byte occur-
rences without considering their sequence relative to other
file types, an RNN possesses the capacity to discern sig-
nificant sequences from file fragment bytes. This feature
extraction capability significantly enhances the discrimina-
tory power of the model, allowing for superior classification
performance.
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TABLE 3. Comparison of classification accuracy of ByteRCNN with other research using FiFTy dataset scenarios.

B. MODEL ARCHITECTURE
The architecture of our proposed model is illustrated in
FIG. 1. The ensuing section describes its components, param-
eter search space, and the parameter combination leading to
the optimal model performance.

The model comprises an embedding layer that is situated
immediately after the input layer, which translates each byte
into a high-dimensional latent space. The dimensions of the
embedding layer are contingent on the sequence length and
the number of unique values. In this case it is the number of
distinct bytes, which is a constant value of 256. The sequence
length is determined by the length of the fragment and prior
research typically employs sequences of 512 bytes or 4,096
bytes. Finally, the embedding layer is characterized by the
length of the vector in the resulting latent space. The FiFTy
model explores various embedding dimensions, including 16,
32, 48 and 64. In FiFTy, different scenarios were established
using distinct embedding dimensions. Our investigation sug-
gests that modifying the embedding dimensions does not
significantly impact the performance of the proposed model.
Therefore, we opt for the smallest embedding dimension,
namely a length of 16, which reduces the model size and
enhances its processing speed.

After the embedding layer we place a dropout layer which
helps reduce overfitting [38], [39]. We conducted simple
parameter tuning for the best dropout probability value. The
optimal value was 10%.

Following the dropout layer, we place two consecutive
bidirectional recurrent blocks. For the recurrent block we
chose the gated recurrent unit (GRU) [40]. In our experi-
ments we tried using the Long Short-Term Memory (LSTM)
cells, but the results were slightly lower when compared to
using GRU as the recurrent cell. The use of the bidirec-
tional recurrent block was motivated by recent NLP advances
[41] which used separate inputs as right and left context
embedders. In essence, processing each word in our model
entailed analysing its surrounding context on both left and
right. To simplify this input procedure, we employed a bidi-
rectional recurrent block, which duplicates the recurrent layer
within the network, resulting in two parallel layers that pro-
cess the input sequence from left to right and right to left.
The GRU cell, which reconstructs the sequence, was evalu-
ated with different values for the number of units, ranging
from 32 to 128. Our experimental findings indicate that the

optimal number of units for the GRU cells is 64. Further
increasing of the number of units did not appear to improve
model performance. Parameter tuning was performed using
the HyperBand approach [42]. The optimization objective
was set to increase the overall accuracy, and the maximum
number of epochs was set to 100 with a reduction factor of
three.

The model has two consecutive bidirectional GRU layers,
as shown in FIG. 1, which share the same number of GRU
cells. Addingmultiple bidirectional GRU layers to a sequence
classification model can improve its accuracy by allowing the
model to capture more complex patterns and dependencies in
the input sequence data. Each layer of a bidirectional GRU
captures different abstraction levels in the input sequence.
The first layer might capture low-level features, while subse-
quent layers may capture higher-level patterns and dependen-
cies. This hierarchical feature extraction enables the model
to learn more informative representations of the data, which
can improve classification performance. Stacking multiple
layers of the bidirectional GRU introduces non-linearity to
the model. Complex patterns in sequence data are often non-
linear, and by addingmore layers the model can learn increas-
ingly complex mappings from input to output, which can lead
to better classification performance. Additionally, stacking
bidirectional GRU layers can help capture these long-term
dependencies by allowing information to flow bidirectionally
through multiple layers. In general, increasing the number
of layers in a neural network boosts its capacity to fit the
training data. By adding more layers, we effectively create an
ensemble of models within a single architecture. Each layer
provides a different perspective on the data, and combining
these perspectives can improve the overall performance.

Once the recurrent blocks had extracted crucial sequences
from the input, we concatenated the embedding layer and the
output of the second recurrent block to create a combined
vector. This approach was used to augment the correlation
between the original input sequence and the recurrent lay-
ers’ interpretation of it. To identify the relevant patterns that
may exist in certain file types, we explored the concatenated
vector using various processing parameters to account for
the differences in the pattern length. This approach involved
constructing several parallel channels with a one-dimensional
convolutional layer followed by a max pooling layer and
another one-dimensional convolutional layer. To optimize the
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performance of each convolutional layer, we tested different
filter values, ultimately determining that 64 filters produced
the best results.

We used four parallel channels with different kernel sizes
for the convolutional layers in each channel. By using dif-
ferent kernel sizes, the model extracts patterns of different
length. This approach was used in NLP for text classification
[43]. The model was fine-tuned based on evaluating its per-
formance using different kernel sizes in the parallel channels,
and the best performance was achieved by using the kernel
sizes of 9, 27, 40 and 65.

The output of each of the parallel channels is processed
using global max and average pooling. The resulting vec-
tors are concatenated together to create one vector which is
the input to the fully connected layer. The configuration of
the layer was achieved through a straightforward parameter
optimization process, wherein we experimented with varying
numbers of layers and dense units. Ultimately, the optimal
architecture was determined to be a two-layer dense neural
network, comprising 1,024 units in the first layer, followed
by 512 units in the second layer. Adding more layers did
not improve the overall classification accuracy. In order to
prevent overfitting, a dropout layer with a probability of 10%
was introduced between the dense layers. The final output
layer is a softmax function with dimensions equal to the
number of classes.

IV. EXPERIMENTAL EVALUATION
A. PERFORMANCE EVALUATION ON FIFTY DATASET
The proposed model was implemented in the Tensorflow
framework version 2.10 and all evaluation experiments were
run on NVIDIA A100 with 40GB of memory running CUDA
version 11.6. The evaluation of the model was performed
using the FiFTy dataset for all six defined scenarios. In each
of the six FiFTy scenarios, the corresponding dataset was
split into the 80:10:10 ratio for training, testing and validation
respectively. The classification results were compared with
the results reported in [1], [19], [20], [21], and [22] since
those models provide currently the best published results, and
they were trained and evaluated on the FiFTy dataset, thereby
enabling a fair comparison as well as reproducibility.

As shown in Table 3, the ByteRCNN model outperforms
models [1], [19], [20], [21] in all FiFTy scenarios except in
two cases: in scenario #5 for 4,096-byte fragments, in which
all five compared models perform within the 99.3±0.1%
accuracy range, and in scenario #6 for 4,096-byte frag-
ments, in which all five compared models perform within
the 99.5±0.1% accuracy range. The ByteRCNN performance
is second only to ResNet18 [22],which generally performs
better than ByteRCNN, except in case of scenario #1 and
scenario #6. ByteRCNN achieves the best average accuracy
among all compared models in scenario #1 (71.1% for
512-byte fragments and 83.9% for 4,096-byte fragments) and
scenario #5 (99.5% for 512-byte fragments). It is worth noting
that the ByteRCNN model performs very well across all six

scenarios, thus avoiding the need to train or use multiple
models, and that it has the highest performance among all
compared models in case of scenario #1 which consist of the
highest number of classes (75) among all scenarios.

Table 4 shows accuracy breakdown for each of the
75 classes included in FiFTy scenario #1 for ByteRCNN,
CNN-LSTM [21], and FiFTy [1], as researchers in [19],
[20], and [22] did not disclose per-class classification accu-
racies of their models. When compared to FiFTy and CNN-
LSTM, ByteRCNN provides the best classification accuracy
for 65 out of 75 classes for 512-byte and 46 out of 75 classes
for 4,096-byte fragments. As it was expected, the longer input
proved to have more data which the recurrent elements could
use to extract deeper patterns of the file type. By looking
at Table 4 we also notice that certain file types consis-
tently achieve lower accuracy scores. Those are typically file
archives (BZ2, XZ), executable binaries (EXE), and video
files (MOV, MP4, AVI), all achieving accuracy below 20%.
We still see improvements in classifying some of these file
types using ByteRCNN.

The difficulty in classifying archives is that they often
contain other file types. For example, given that we have
several images and textual documents compressed in a single
archive, when we attempt to extract their fragments from the
compressed archive, we are effectively taking the compressed
versions of the original files - images and text. In most cases
image file formats already have some type of compression,
so that traditional compression methods such as ZIP, 7Z, and
BZ2 will not have much effect on the overall file fragment
byte sequence compared to the original. Text, on the other
hand, will be compressed much more efficiently, thereby sig-
nificantly changing the underlying fragment byte sequence.
In addition, due to the fact that compression archives work
similarly, they are often confused for one another or for the
file types they contain. Most notably, the ZIP file type is most
often confused for the GZ file type and for the DOCX file
type. ZIP and GZ file types work in a very similar way, so it
is not surprising that they are confused for one another. The
DOCX file type is part of the Microsoft OOXML standard,
which is a compressed archive itself and very similar to the
ZIP archive.

Executable binaries from various platforms, including
EXE, RPM, PKG, DEB, andMSI, also exhibit low classifica-
tion accuracy. These file types, commonly found onWindows
and Linux operating systems, contain executable code as well
as other file formats such as images and text. Due to their
embedding of various file types, they are often mistaken for
both executable files and compressed archives.

Video files contain long segments of compressed data.
Different video containers can support same codecs making
it difficult to correctly predict a codec based on a fragment
of a video file’s content. Additionally, data compression can
make it difficult to differentiate that fragment from fragments
belonging to other compressed file types like images com-
pressed archives. Among video files, MOV and MP4 file
types have the lowest classification accuracy among all three
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TABLE 4. Classification results per file type for FiFTy [1], CNN-LSTM [21], and our model (ByteRCNN).

classification models compared in the Table 4. The MOV file
type only achieves 6.1% and 18.5% accuracy when using the
FiFTy model for 512-byte and 4,096-byte fragments respec-
tively, while CNN-LSTMperforms slightly better with 15.2%
and 16.5% accuracy for 512-byte and 4,096-byte fragments
respectively. In ByteRCNN the MOV file type is frequently
confused for HEIC and DJVU file types which are used to
store images, as well as for compressed archives that likely
contained multimedia data that could not be compressed effi-
ciently, thus introducing a bias into the training dataset. Inter-
estingly, the MP4 file type displays considerable improve-
ments when switching from 512-byte to 4,096-byte frag-
ments as input to the classifiers. The FiFTy model achieves
1.6% and 71.8% accuracy, CNN_LSTM achieves 12.3% and
68.5% accuracy, whereas ByteRCNN achieves 5.6% and
98.9% accuracy, all on 512-byte and 4,096-byte fragments,

respectively. All three models exhibit significant improve-
ments when using the longer 4,096-byte fragments. It is evi-
dent across all tests that the longer sequences of 4,096-bytes
yield better results, as more patterns emerge and are learned
by the model.

What is also notable across all models, including ByteR-
CNN, is that there is a lot of semantic overlap between several
classes, which ultimately lowers the classifiers’ ability to
produce good results. As described earlier in this section,
compressed archives contain any combination of file types
possible. Most multimedia file types cannot be compressed
further as they already have their own compression (such
as PNG and JPEG). Therefore, producing very similar byte
sequences for compressed archives (such as ZIP and GZ) and
multimedia files (such as MOV, JPEG, and PNG). There is
currently no way of knowing which file type the compressed
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TABLE 5. Performance of ByteRCNN (ours) and FiFTy scenario #1 model on 512-byte fragments from datasets [2], [3], [4], [5] closed-set recognition.

TABLE 6. Comparison between FiFTy and our model in terms of inference time and model Parameters.

fragment contained since the FiFTy dataset does notmake this
information available. A similar case can be made for other
complex file types such as DOCX and PDF. Those files may
also contain images and text and they are compressed.

B. PERFORMANCE EVALUATION ON OTHER DATASETS
The ByteRCNNmodel was also validated on datasets [2], [3],
[4], [5]. Since those datasets contain 1,024-byte fragments,
each of those fragments was randomly subsampled to obtain
a 512-byte sub-fragment. This validation was performed only
on fragments belonging to classes from datasets [2], [3], [4],
[5] that ByteRCNN was trained on, i.e. file types that are
among the 75 file types included in the FiFTy scenario #1
dataset. The classification results for the file types in closed-
set recognition settings are presented in Table 5 and are
compared to the classification results of the same data using
the FiFTymodel trained on scenario #1. This comparison was
performed only by using the FiFTy scenario #1 model since
the models described in related research [19], [20], [21], [22]
are not publicly available.

The results presented in Table 5 suggest that datasets [2],
[3], [4], [5] provide fragment examples that both FiFty and
ByteRCNN find challenging to classify, even though they
have been trained on those file types. ByteRCNN performs,
on average, very similar to FiFTy classifier on each of the four
datasets. Classification accuracy for each of those datasets
is between 11.8% and 26.5%, which is significantly lower
than the results achieved on the FiFTy scenario #1 dataset
in Table 3. Both models achieve the worst results on video
file formats, which is likely due to the high entropy of video
compression codecs, but also due to the fact that different
video file types can support the same codecs. As indicated

TABLE 7. Average accuracy for open-set recognition of FiFTy and
ByteRCNN models on the FiFTY scenario #1 dataset.

in the results and discussion related to Table 3, these results
overall suggest that classification accuracy is significantly
lower when there is greater diversity in the properties of
sampled files’ content, even if they belong to known file
types. This diversity is, in this case, introduced by using
different codecs and compression settings in video and audio
files, by using different compression settings in image files
as well as different languages and scripts in textual files.

C. INFERENCE TIME EVALUATION
The comparison between the FiFTy classifier for scenario #1
and ByteRCNN in terms of inference time and the number of
model parameters is presented inTable 6. The results suggest
that ByteRCNN has an approximately 10 to 20 times higher
number of parameters and approximately 10 to 40 times
slower inference time. This is not surprising since as the
number of layers increases, the number of parameters in CNN
models increases exponentially, which negatively affects the
training and inference time [19]. While a direct comparison
would require running experiments on the same hardware,
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TABLE 8. Performance of ByteRCNN (ours) and FiFTy scenario #1 model on 512-byte fragments from datasets [2], [3], [4], [5] open-set recognition.

ByteRCNN is significantly slower that the FiFTy scenario #1
model and is therefore also slower than [19] and [20].

D. OPEN-SET RECOGNITION
ByteRCNN was next validated in open-set recognition set-
tings on the FiFTy dataset for scenario #1 and on datasets
[2], [3], [4], [5]. This comparison was performed only by
using the FiFTy scenario #1 model since models described
in related research [19], [20], [21], [22] are not publicly
available.

To use those two models in the open-set recognition con-
text, we conducted a detailed study of parameter optimiza-
tion in the OpenMax framework, specifically to improve
accuracy when recognizing fragments belonging to unknown
classes. This involved carefully adjusting alpha and threshold
parameters for each model. By making these adjustments,
our goal was to fully utilize the OpenMax framework and
to enhance the classifiers’ ability to distinguish fragments
belonging to unknown classes. Every model has a different
probability distribution on the final softmax layer, so the
confidence scores on which the OpenMax is based will vary
for each model. Alpha coefficient values were examined in
the range from 0.1 to 1 with 0.1 resolution and in the range
from 1 to 75 (the number of classes) with the resolution
of 1. The best results were achieved for α = 1. Increasing α

from 1 to 75 did not provide an improvement in classification
outcomes, as already noted in [37]. The threshold values were
examined in the range from 0.1 to 1with 0.1 resolution. Based
on the analysis results, we finally used the alpha coefficient
α = 1 and the threshold of 0.2 for the FiFTy model as well
as the alpha coefficient α = 0.8 and the threshold of 0.8 for
ByteRCNN.

The classification results of open-set recognition of FiFTy
scenario #1 dataset for FiFTy scenario #1 model and ByteR-
CNN are presented in Table 7. As expected, the average
accuracy of bothmodels is now slightly lower than the closed-
set recognition results presented inTable 3. This difference in

average accuracy is the result of classifiers wrongly assigning
the unknown class to some fragments in the FiFTy scenario
#1 dataset.

The classification results for open-set recognition of the
FiFTy scenario #1 model and ByteRCNN achieved on
datasets [2], [3], [4], [5] are presented in Table 8. Over-
all, the average accuracy for recognizing the unknown class
ranges from 3.3 to 37.2% for ByteRCNN and from 4.5% to
14.4% for the FiFTy scenario #1 model. Still, those results
are achieved on datasets that proved to be challenging for
classification, even in closed-set conditions (see Table 5).
The challenge here remains to both improve classification
accuracy for known classes as well as to improve the accuracy
of detecting samples belonging to the unknown class.

E. ABLATION STUDY
As stated in Section III/B MODEL ARCHITECTURE,
we used the HyperBand tuner to find the optimal parameters
for the model. Interestingly, we found that a larger size for the
embedding dimension neither greatly improved nor degraded
model performance. We hypothesized that this was due to
the relatively low cardinality of the input vocabulary which
consists of only 256 possible values for bytes. Given that
each byte can, in theory, be seen close to any other byte,
a larger embedding space would not necessarily bring better
representations on the single byte level. While increasing the
vector size may lead to better representation, there are dimin-
ishing returns. Once the vector size has become sufficiently
large, the additional benefit in performance starts to plateau
or even decrease. Instead, the main gain is achieved by using
the entire sequence utilizing bidirectional GRU blocks and
subsequent CNN blocks. To verify that these elements truly
bring the highest gains, an ablation study was performed.

Table 9 summarises the results obtained by the study
and confirms that using two consecutive, bidirectional GRU
blocks achieves higher accuracy, while higher embedding
dimensions do not bring any significant gains. The table
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TABLE 9. Ablation study results.

shows results for the 4,096-byte model since it has the highest
likelihood of leveraging the increased parameter space given
the longer inputs.

V. CONCLUSION
This paper describes a novel machine learning model, ByteR-
CNN, which is based on byte embeddings as well as con-
volutional and recurrent elements for file fragment type
identification. Through training and evaluation on the FiFTy
scenario #1 dataset, we demonstrate that ByteRCNN per-
forms similarly and in some cases better than state-of-the-
art models in terms of classification accuracy (71.1% average
accuracy on 512-byte fragments and 83.9% average accuracy
on 4,096-byte fragments from the FiFTy scenario #1 dataset),
while consisting of more parameters and being slower than
some of them [1], [19], [20]. Notably, we achieved this result
with a single model across different settings, whereas other
relevant research relied on different models.

ByteRCNNevaluation on other datasets, however, revealed
that there is still a lot of room for improving classification
accuracy in the field of file fragment type identification, in the
context of both open-set and closed-set recognition. Since
no other state-of-the-art classification models are publicly
available, we support this conclusion by evaluating the FiFTy
scenario #1 model on the same datasets, showing that the
classification results on datasets [2], [3], [4], [5] are signif-
icantly lower compared to the classification results on the
FiFTy scenario #1 dataset. Fragments coming from media
files with different codec and compression settings seem to
be challenging for classification in closed-set and open-set
conditions.

The obtained results suggest possible directions for future
research. Since a number of efficient file fragment type iden-
tification models have been described in literature, it would
be wasteful if their implementations were not published. Pub-
lishing their implementations would enable the obtaining of
their per-class accuracies to identify their individual strengths
and weaknesses, and even using them in parallel to increase
the overall classification results. Open-set recognition also
needs to be addressed in future research to take into account
more challenging, yet more realistic file fragment type identi-
fication settings. Finally, more research should be dedicated

to the available or new datasets containing fragments from
diverse files belonging to the same file type. We hope that
ByteRCNN and the results published in this paper will help
direct that research.
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