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ABSTRACT The bottom-up simulation method of building energy consumption, which mainly focuses
on individual buildings, is difficult to apply to urban and regional level building energy consumption
planning. Therefore, based on data-driven research, a simulation evaluation model for extreme gradient
boosting at the mesoscale and K-means energy consumption at the macro scale is proposed and validated.
The experimental results show that in the mesoscale model simulation prediction, in terms of training
time comparison, the support vector method and sequential model have a time of 138.69 seconds and
90.00 seconds, respectively, which is much higher than other algorithms. The random forest algorithm has the
highest accuracy comparison, at 83%; In the comparison of accuracy recall rate, the gradient improvement
decision tree algorithm has the highest accuracy, at 83%. The extreme gradient boosting model proposed
based on it has a mean square error value of 11.45 in residential sample prediction under refrigeration
load and 9.16 under heating load, both of which are better than the comparative model. Applying it to
practice, it is found that the correlation between building heating and cooling load and the 8 variables of
the building is clearly demonstrated. In the macro scale model simulation prediction, the overall effect of
K-means model I is the best under the comparison of contour coefficients, with the highest value maintained
at around 0.1 when the number of clusters is 10. By applying it in practice, the spatial distribution of load
can be clearly demonstrated, and the predicted value of total energy supply in the constructed regression
equation is highly consistent with the actual value. Overall, the simulation and evaluation model for urban
building energy consumption proposed in the study at two scales is practical and can effectively accelerate
the development and improvement of urban energy systems. In addition, the research method considers
the relevant operational energy consumption throughout the entire life cycle and the dynamic energy
consumption of urban transportation systems, and provides reference value for existing urban renovation,
thus possessing innovation.

INDEX TERMS Data-driven, urban architecture, energy consumption evaluation model, simulation meth-

ods, ML.
I. INTRODUCTION 50% of the total building energy consumption [1], [2], [3].
Currently, building energy consumption accounts for about  Therefore, studying the influencing factors and distribution
one-third of the total energy consumption, with heating,  patterns of building energy consumption is of great signif-
cooling, and hot water consumption accounting for about  jcance for achieving the goal of energy conservation and
emission reduction. The energy consumption of buildings
The associate editor coordinating the review of this manuscript and mainly consists of two parts. Firstly, the energy demand gen-
approving it for publication was Mostafa M. Fouda . erated during the construction phase includes the production,
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transportation, and other energy demands during the con-
struction phase of building materials. Secondly, the energy
consumption during the construction operation period mainly
refers to the energy consumption of heating, ventilation, air
conditioning, lighting, and other aspects of the building [4],
[5], [6]. It is worth noting that the current energy consumption
of urban heating, residential energy, and public buildings has
exceeded 3/4 of the total energy consumption of social build-
ing operation [7], [8], [9]. Further urbanization will further
increase this proportion. In addition, building an efficient
urban building energy consumption model is the foundation
for studying the total energy consumption and distribution
patterns of cities. However, for individual buildings, the com-
plexity and diversity of urban building composition make the
research on building energy consumption immature. At the
same time, the bottom-up simulation method, which mainly
focuses on individual buildings in current building energy
consumption, is difficult to apply to urban and regional level
building energy consumption planning. The development of
machine learning (ML) has opened up new avenues for
large-scale urban building energy consumption simulation
applications. Applying ML models to urban building models
can save a lot of simulation time, and at the same time, it can
be presented in data format to visualize relevant information
[10]. Based on this, the study proposes a building energy con-
sumption simulation and prediction model for mesoscale and
large-scale using ML on the basis of data-driven mode. The
aim is to solve the practical problems of current simulation
methods and provide guidance for reducing urban building
energy consumption and urban planning layout.

The research is divided into four sections: a review of
building energy consumption research, the construction of
building operation energy consumption simulation evaluation
models, performance analysis of evaluation models, and arti-
cle summary. The first section is a summary and discussion
of the current research on urban building energy consump-
tion models. The second section is to analyze the simulation
and evaluation model of urban building energy consumption
based on data-driven analysis. The third sectionis to validate
the energy consumption simulation evaluation model at two
scales, and the fourth section is a summary of the entire
article.

Il. RELATED WORKS

The energy consumption model of urban buildings is still in a
relatively early stage compared to the mature physical perfor-
mance simulation of individual buildings, and scholars have
conducted in-depth research on it. Zhang et al. conducted
a detailed analysis on the development of urban building
energy consumption models by setting up three scenarios:
low-speed development, stable development, and high-speed
development. Based on the integration of current medium
and long-term energy consumption models, they effectively
improved the development challenges [11]. Chen et al. opti-
mized the current urban building energy consumption model
using differentiation methods to address issues related to
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carbon emissions reduction and carbon trading, thereby pro-
viding theoretical data support for the environmental utility
of low-carbon city pilot policies while promoting urban car-
bon emissions reduction [12]. Aravindhan et al. conducted a
detailed analysis of urban building energy consumption mod-
els under uncertain conditions to address the related issues of
residential energy consumption under current energy demand
growth. This provided theoretical support for addressing the
development of urban energy consumption while considering
the urban environment [13]. Keles et al. conducted a com-
prehensive survey of individuals living in different cities to
address the issues related to energy demand and consumption
in urban buildings. Through data analysis, they constructed
corresponding urban building energy consumption mod-
els, providing data support for reducing building energy
consumption [14].

In addition, Hashmi et al. conducted empirical tests on
the issues related to energy conservation and environmen-
tal protection in infrastructure buildings during the process
of real development, and conducted empirical tests on the
relevant content of environmental degradation in the top ten
clustered cities from 1960 to 2014. Based on the construction
of relevant urban building energy consumption models, they
effectively improved urban planning and promoted the sus-
tainable development of urban environment [15]. Peng et al.
focused on the issue of energy consumption in urban resi-
dential buildings and constructed a related building energy
consumption model by utilizing implicit energy consump-
tion and carbon emissions of residential buildings, thereby
reducing both building carbon dioxide emissions and actual
implicit energy consumption [16]. Deng et al. focused on
the issues related to urban building energy consumption
and urban energy conservation and emission reduction, and
constructed a building energy consumption model using clus-
tering and random forest methods on different geographic
information system datasets. This effectively simulated urban
building energy consumption and enhanced the potential for
urban energy conservation [17]. Jin et al. constructed a build-
ing energy consumption model based on the parameterization
of the double canyon effect to address issues related to urban
climate and heat emissions. This effectively reduced build-
ing energy consumption while considering the internal heat
generation of buildings [18].

From the research of domestic and foreign scholars, the
bottom-up simulation method of building energy consump-
tion, which mainly focuses on individual buildings, is difficult
to apply to urban and regional level building energy consump-
tion planning. Furthermore, from a macro perspective, current
urban building energy consumption models limit the scope
of urban energy consumption to the actual operational energy
consumption of buildings, neglecting the relevant operational
energy consumption of urban infrastructure throughout its
entire lifecycle and the dynamic energy consumption of urban
transportation systems. From a micro perspective, the current
urban building energy consumption models face challenges
in collecting and organizing urban data information, with
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FIGURE 1. A data-driven simulation process for building energy consumption.

limited data-driven usage. Therefore, the study proposes
innovative building energy consumption simulation and pre-
diction models for mesoscale and large-scale using ML based
on data-driven models.

In addition, the fact that the operating energy consump-
tion of urban buildings accounts for an important proportion
of the total energy consumption of social operations is
beyond doubt. China’s designated target plan for carbon
emissions has also put forward urgent requirements for reduc-
ing building operating energy consumption. Therefore, the
innovatively proposed model can not only promote the devel-
opment of urban building energy consumption simulation
field, but also promote horizontal research on urban energy
consumption and socio-economic data, providing a basis for
urban decision-making. And it can also make resource allo-
cation more reasonable, and provide reference for mitigating
urban heat island effects in combination with greening water
bodies.

Ill. ANALYSIS OF A DATA-DRIVEN SIMULATION
EVALUATION MODEL FOR BUILDING OPERATIONAL

ENERGY CONSUMPTION
At present, traditional methods have increasingly high

demands in terms of time, computational performance, and
data acquisition. Therefore, it is necessary to develop a
method that can adapt to the characteristics of large-scale
building energy consumption simulation. This section mainly
proposes corresponding building operation energy consump-
tion simulation evaluation models from the meso and macro
scales, and selects and modifies the corresponding datasets.

A. CONSTRUCTION OF ENERGY CONSUMPTION AND

RESEARCH ON ML BASED ON DATA-DRIVEN MODELS

In response to the difficulty of applying bottom-up simula-
tion methods, which mainly focus on individual buildings,
to urban and regional level building energy consumption
planning in current building energy consumption, a data-
driven approach is proposed to evaluate urban building
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energy consumption, which is achieved through overall
simulation. The existing building energy consumption simu-
lation process is essentially a bottom-up energy consumption
simulation system built around a limited number of individ-
ual buildings, with the basic process of “parameter input
energy consumption simulation data output”. The parameter
input categories include: climate environmental parameters,
building structural parameters, building thermal parame-
ters, HVAC parameters, and building operating parameters;
Energy consumption simulation mainly uses EnergyPlus as
the main energy consumption simulation engine, with cus-
tomized output time and output type; The data output terminal
can output detailed energy consumption data based on energy
usage, time interval, time accuracy, etc. The core advantage
of a bottom-up simulation system is the ability to output
highly analyzable energy consumption data including usage,
time accuracy, etc. through simulation; Correspondingly,
it involves complex modeling transformations, parameter set-
tings, and simulation efficiency in the simulation process.
Additionally, the current parameter setting in the process of
building energy consumption simulation is mainly manual,
lacking a relatively standard batch parameter setting method,
and its timeliness is low, making it difficult to meet the
timeliness requirements of urban scale building energy con-
sumption simulation. The use of data-driven building energy
consumption simulation models has standardized input for-
mats, allowing for independent input of relevant energy
consumption simulation parameters. The specific process is
shown in Figure 1.

From Figure 1, the actual process of using data-driven
building energy consumption models is the same as tradi-
tional models, following the basic principle of “input —
simulation — output”. However, in the comparison of the
input end, the optimized model building energy consump-
tion related database contains data attributes such as climate,
geography, and structure, rather than a single building ele-
ment. In the simulation comparison, the entire simulation is
composed of existing building energy consumption modules
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and machine learning modules used to generate training
data. In the output comparison, it mainly predicts build-
ing energy consumption through training related algorithm
models. Overall, the optimized model only requires less
data and existing learning algorithms to model existing
building energy consumption, thereby improving simulation
efficiency. At the same time, the training of machine learn-
ing models does not require high computational power, and
their database attributes provide the possibility of migrating
to the cloud. Compared to existing methods for building
energy consumption simulation, data-driven building energy
consumption simulation methods have inherent advantages
in meeting the requirements of urban building energy con-
sumption simulation. Essentially, they are urban building
information databases with geographic coordinate attributes
as their unique identity.

In addition, traditional single building energy consump-
tion simulation methods belong to a bottom-up simulation
method, which achieves energy consumption simulation
based on physical facts by setting the thermal zone, air
conditioning, walls, windows, and operating conditions of
the building body. The use of this model requires detailed
information on the structure, physics, and other aspects of
the building. With the continuous increase in the scale of con-
struction units, the demand for traditional methods in terms of
time, computational performance, and data acquisition is also
increasing. Therefore, it is necessary to develop a method that
can adapt to the characteristics of large-scale building energy
consumption simulation. Among them, the China Building
Energy Consumption Special Climate Dataset (CWSD) cur-
rently provides the highest level of meteorological data for
prefecture level cities, mainly in districts and counties [19].
Due to objective reasons, meteorological data for cities above
higher levels cannot reflect the meteorological environment
of the region as one meteorological data [20], [21], [22]. The
limiting factor of building geographic information data is that
at present, the geographic range of geographic information
data that can provide complete contour and height informa-
tion of buildings is mainly at the city level administrative
region, with the highest being at the municipal level. There-
fore, it is necessary to propose building energy consumption
models at both meso and macro scales.

The construction of building energy models at the same
scale is first defined by the scale, which is mainly constrained
by two variables: climate environment data and building
geographic information data. Climate data is mainly con-
strained by the research data source, namely CWSD. After
summarizing two variables, the study defined the adminis-
trative regions of prefecture level cities as boundaries for
scale division, defined building energy consumption sim-
ulation in prefecture level cities and below as mesoscale
building energy consumption simulation, and defined build-
ing energy consumption prediction in administrative regions
above prefecture level cities as macro scale building energy
consumption simulation. Develop targeted building energy
consumption simulation and prediction methods based on
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the needs and characteristics of urban building energy con-
sumption simulation at different scales. Among them, in the
analysis of mesoscale models, the key to the actual opti-
mization goal of large-scale building energy consumption
simulation is to standardize the input data and optimize the
operational core, and the ML algorithm provides new ideas
for achieving this goal. The main reason is that on the one
hand, using computers to standardize data input is its natural
advantage, and on the other hand, optimizing the computing
core under specific conditions is the advantage of ML. The
essence of applying ML to building energy consumption sim-
ulation is to train the computing core under certain conditions
to meet accuracy requirements. In ML, it generally divides
the relevant dataset into training, validation, and testing sets.
The training set is used to construct the ML model. The
validation set is used to assist in learning the model, and to
evaluate the relevant performance of the model and adjust
hyperparameters in the actual learning process. The test set
is used to evaluate the trained model. Among them, fea-
ture engineering analysis is the most core part of the entire
ML process, including data preprocessing, feature selection,
and dimensionality reduction. The standardized expression in
data preprocessing analysis is shown in equation (1) [23].
pi=t" 5 (1)
2
In equation (1), p; means the standardized data; § denotes
the mean of the data column; ¢ represents the standard devi-
ation of the data column. The normalized expression in data
pre-processing is shown in equation (2).
P — min

Ps_

= ———— % (mx — mi) +mi 2
max — min

In equation (2), P indicates the normalized data;min and
max represent the minimum and maximum data column
values; mx and mi represent the maximum and minimum
values within the set interval. Therefore, the process of build-
ing energy consumption prediction using ML is shown in
Figure 2.

From Figure 2, the initial settings of the energy con-
sumption model (including climate, structural, and thermal
parameter data) serve as the actual input ports, and the sim-
ulation core related to energy consumption is considered as
a function of complexity, while the energy consumption data
serves as the actual output result of this function. Overall, the
model includes three processes: simulation, training, and pre-
diction. In the simulation, random methods are used to select
the relevant proportions of individual buildings, to conduct
corresponding energy consumption simulations and obtain
energy consumption data, thereby constructing the corre-
sponding energy consumption data training set. In training,
the relevant characteristics of building energy consumption
are utilized to select a more suitable ML model and per-
form corresponding parameter adjustment and optimization
evaluation, to screen out the optimal algorithm model. The
remaining three body characteristic data of the building are
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input into the optimal algorithm model in the prediction to
make corresponding predictions on the energy consumption
data, to achieve the overall evaluation of urban building oper-
ation energy consumption.

At the macro scale, simulating the energy consumption
of individual buildings in the target area one by one can-
not meet the requirements of timeliness and computational
performance. The study utilizes the concept of standard
buildings, which calculates the energy consumption inten-
sity of standard buildings in the target area, combined with
socio-economic statistical data of the target area, including
the number of permanent residents and unit living area,
to achieve a preliminary estimation of regional building
energy consumption. The core step of the prediction method
is the calculation of building energy consumption intensity,
and its influencing variables include climate factors, eco-
nomic factors, and energy factors. Therefore in the analysis
of regional building energy consumption models at the macro
scale, the use of geographic information in building energy
consumption simulation methods in mesoscale models is not
applicable due to its corresponding geographic information
dataset with relevant information on the actual contour and
floor height of buildings. In response to this issue, a top-
down prediction method for building energy consumption is
proposed based on standard building energy consumption and
statistical data. The process is shown in Figure 3.

From Figure 3, energy consumption simulation of individ-
ual building units in the target area at a macro scale cannot
meet the requirements of time and computational perfor-
mance. Therefore, the study utilizes the concept of standard
buildings in conjunction with socio-economic statistical data
of the target area to conduct preliminary estimates of building
energy consumption. Reflected in the figure, climate factors
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such as unit energy consumption intensity, economic factors
such as regional GDP, and energy factors such as annual
power generation and total urban natural gas supply are used
to predict urban building energy consumption, that is, annual
electricity consumption and natural gas consumption. The
actual core of the prediction method is to calculate the energy
consumption intensity of buildings. It mainly uses statistical
concepts to select the most representative models among the
main housing types in the target area for simulation, and
calculates the weighted value of building energy consumption
unit intensity based on the proportion of each type of building,
and uses it as the standard building energy consumption
intensity for the region.

In the final experiment, the ML algorithm is divided into
“regression”’, “classification”, and “‘clustering” algorithms

139443



IEEE Access

G. Gao, S. Yang: Construction and Research of a Data-Driven Energy Consumption Evaluation Model

based on whether the predicted results are continuous or dis-
crete values. The ML algorithm is divided into “‘supervised
learning” and ‘“‘unsupervised learning” based on whether
there is labeled data in the actual training data. The for-
mer represents classification and regression, while the latter
represents clustering. Therefore, the performance evaluation
of the classification model is judged from four dimensions:
training time, accuracy, precision, and recall rate, and the
corresponding expression is shown in equation (3) [24], [25].

e
w_s—i-G A
+
f= O 3)
etl+9+n
=£+7r

In equation (3), ¥ denotes accuracy; ¢ indicates that this
class is judged as a positive class; & means that negative
classes are judged as positive classes; & expresses accuracy;
A indicates that the negative class is judged as negative; 7
refers to that a positive class is judged as a negative class; @
serves as the recall rate. In the hyperparameter optimization
of regression models, the Extreme Gradient Boosting (XGB)
model is selected as the data analysis model, which is an
improved model of the gradient boosting decision model. The
biggest improvement is to apply second-order Taylor expan-
sion to the loss function used in the actual fitting process, and
introduce the regularization concept of trees to optimize the
loss function and improve the fitting speed [26], [27], [28].
The expression of the relevant parameters for evaluating the
model is shown in equation (4).

N
1 < -
MSE = 3 (8 - §)? “

o

o=1

In equation (4), MSE means Mean Square Error (MSE);
N denotes the total number of samples; N expresses the
true value; R denotes the predicted value. Overall, at the
mesoscale, the XGB model in the ML algorithm is chosen
as the actual urban building energy consumption prediction
model for research, while at the macro scale, the clustering
algorithm is chosen as the core urban building energy con-
sumption prediction model. At the same time, both models
make further revisions to the dataset on a data-driven basis.
Among them, the K-means algorithm in clustering algorithms
performs best in dense clustering situations, and the actual
clustering time complexity is relatively good. Therefore, this
study chooses it as the preferred urban energy consumption
prediction model at the macro scale.

B. SELECTION AND CORRECTION OF URBAN BUILDING
ENERGY CONSUMPTION DATASETS

In data-driven building energy consumption modeling meth-
ods, the selection of relevant datasets is crucial. Therefore,
the study continues to investigate the impact of different
data-driven conditions on building energy consumption sim-
ulation from three aspects: climate and environmental data,
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building geographic information data, and building ther-
mal data. Among them, the construction of building energy
consumption datasets mainly utilizes Arc Geographic Infor-
mation System Server (ArcGIS Server), Energy Plus as the
core energy consumption simulation tool, and the conceptual
characteristics of Geo Pandas geographic data. In the selec-
tion and correction of climate and environmental datasets,
climate and environmental data is a prerequisite for simu-
lating building energy consumption. Analyzing and studying
the climate and environmental data in which buildings are
located can provide people with a deeper understanding of
the relationship between building energy consumption and
the climate environment in which they are located. The
climate and environmental data standards analyzed by the
research institute are all in the format of Energy Plus Data
(EPW), which covers the world and is used by Energy Plus
energy consumption simulation software. The relevant cli-
mate data in a relatively standard EPW file includes three
pieces of information: header, statistics, and hourly informa-
tion. Hourly information is the main research object, and the
relevant climate data is replaced according to needs.

The EPW format selected in the analysis of actual urban
building energy consumption data is CSWD, and its main
data includes outdoor design meteorological parameters and
actual meteorological hourly data for simulation analysis.
The basic idea for establishing a simulated meteorological
year is to select the best ‘average month’ for each period,
to establish a typical ‘meteorological year’. The ‘“average
month” is selected based on the temperature, humidity, sun-
light, wind speed and other indicators in the observation data.
In selecting the weights of each parameter, it is necessary to
comprehensively consider both its impact on building energy
consumption and its role in practical applications, and to
ensure consistency with the generation method and param-
eter weights used by CSWD to ensure the accuracy of data
comparison. After determining the climate parameters and
weights, it is necessary to standardize each parameter and
obtain the weighted average of the corresponding parame-
ters in the process of constructing a meteorological model
for simulation. The corresponding expressions are shown in
equations (5) and (6) [29], [30].

Vit = (Xjka — Xik) [k ®)

In equation (5), v means the standardized data; y denotes
the average value of the parameter;y represents the average
value of the parameter over the years; « indicates the stan-
dard deviation; j is the actual number of the parameter; k
expressess the month; / represents the year.

Kk = Zm/' |vjx.1] (6)

In equation (6), ¥ means the weighted average of the
standardized data; m; denotes the parameter weight. Among
the meteorological data provided by CSWD, there are five
types of observed meteorological data: temperature, dew
point temperature, relative humidity, solar radiation, and wind
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speed. Due to the high correlation between temperature and
dew point temperature, four types of meteorological data,
namely temperature, relative humidity, solar radiation, and
wind speed,are selected as the research objects. The con-
struction method is based on CSWD data and replaced by
corresponding location data. After performing single and full
permutations of four variables, a total of five typical meteo-
rological year files were obtained for the study. In terms of
actual energy consumption simulation, the control variable
method is mainly used to explore the proportion of climate
variables in building energy consumption. It replaces the four
data of temperature, relative humidity, solar radiation inten-
sity, and wind speed with the EPW file in CSWD to study
the changes in building heating, cooling, and total energy
consumption.

In the selection and correction of building geographic
information data, starting from the perspective of building
energy consumption simulation, the geographic data includ-
ing basic building information is analyzed and screened,
combined with the sources and merging methods of map
mapping, to summarize the content that needs to be corrected.
Specifically, geographic information data formed by merging
raster data will result in buildings being segmented on the
grid, which cannot reflect the actual contour of the building.
In GIS data, the main facade contour of a building is not a
straight line, but is composed of approximate straight lines
connected by multiple lines, which increases the complexity
of constructing and simulating energy models. Therefore, the
study aims to correct the dataset problem of this data through
two approaches, namely, to address the problem of building
shapes being cropped due to raster data. Firstly, ArcMap
software is used to partition the original geographic data into
files based on layer attributes. Secondly, it uses the Python
script compiler in ArcMap to summarize and process data at
various levels to eliminate rasterization effects. In response
to the impact of extreme values caused by drawing errors,
the range of building types is determined based on attributes
such as building plan area in the GeoPandas geographic data
processing tool library, and reasonable building contours are
selected as a standard.

In the selection and correction of building thermal data,
energy model construction typically involves reading out
building shapes through Shape files (Shp) with smaller “con-
cave” folds, which poses two major challenges to Honeybee’s
energy model construction. Firstly, it causes excessive folding
of building forms, increases computational complexity, and
prolongs computational time; Secondly, due to the existence
of a “concave” folded surface, Honeybee cannot accurately
identify the Zone, resulting in simulation failure and reducing
the effective sample size. Therefore, to improve the real-time
performance and available sample size of the model, it is
necessary to optimize the existing models. The principle
of building contour optimization in Shp is to construct an
abstract rectangle as a replacement model while keeping
the three core parameters of the original building contour
length, number of floors, and contour area unchanged (these
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three parameters can determine that the shape coefficient is
unique). The corresponding conversion rules are expressed
in equations (7) and (8) [31].

B: (By
Loy = -+ | 3¢ —

1 wi/) A0.5 7

In equation (7), Loy indicates the actual length of the long
side in the long direction; By denotes the length of the actual
contour of the building; @, refers to the area of the actual
contour of the building.

By
Dy = 7’ — Loy ®)

In equation (8), @ wy means the length of the actual short
side of the rectangle. In the actual mesoscale prediction analy-
sis of building energy consumption models, the content of the
dataset mainly includes two types of data: climate characteris-
tics and socio-economic data. Climate data includes data from
270 surface meteorological stations across the country, and
socio-economic data mainly includes data from provincial
statistics and statistical yearbooks. Among them, the charac-
teristics of climate data have an important impact on building
energy consumption. The study aims to explore the impact
of meteorological factors on building energy consumption
density with meteorological factorsand building energy con-
sumption density as the entry points. Firstly, by analyzing the
overall sensitivity of meteorological element data and energy
consumption data, meteorological elements with weak corre-
lation are eliminated. Secondly, by clustering the remaining
meteorological parameters as a whole, the optimal clustering
algorithm and number of classifications are selected. Finally,
through local sensitivity analysis within the region, the trend
of correlation between climate factors and building energy
consumption in different regions is studied.

The actual clustering analysis process of the study first
involves selecting a set of climate datasets and importing
them into a clustering analysis comparison script. The con-
tour coefficients and Calinski-Harabaz index coefficients of
each algorithm in clusters ranging from 2 to 10 are calcu-
lated, and the clustering performance of each algorithm in
each cluster is compared. The corresponding expressions are
shown in equations (9) to (11) [32], [33], [34].

7= "4 )
max {d, c}

In equation (9), Z means the contour coefficient;c denotes
the average distance from the calculated object to all objects
in the given cluster (reflecting the degree of separation); d
expresses the average distance (reflecting cohesion) between
the calculated object and all other objects in the cluster it
belongs to.

s N (e — )
- D

In equation (10), M refers to the contour coefficient of the
cluster population; D denotes the total number of objects in

M

(10)
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the cluster to which it belongs; N indicates the total number
of objects in a given cluster.
Fa) = tr (Eg) e—a (11
tr(Wy) a-—1
In equation (11), F (a) denotes the numerical results of the
Calinski-Harabaz index; E, expresses the inter class covari-
ance matrix; W, indicates the covariance matrix of intra class
data; e denotes the capacity of the data set; a expresses
the number of categories in the cluster. Secondly, the elbow
method and contour coefficient method are used to select the
actual number of clusters, with the core being the sum of
squares of errors, as expressed in equation (12).

G=3 2 [F-wl (12)

I'=13€Cy

In equation (12), G refers to the sum of squares of errors;
3 serves as the sample point;Cy expresses the set of sample
points; u serves as the center point. Finally, after obtaining
the optimal a value, necessary correlation analysis is con-
ducted on the relevant climate feature data within the cluster
to evaluate the trend of correlation changes between the rele-
vant climate feature variables in different groups and energy
consumption intensity. The expression of the correlation is
shown in equations (13) to (15).

Cov(Q.H)=J[(Q—-J[@D(@—-J[QD]  (3)

In equation (13), Cov (Q, I) represents the correlation coef-
ficient between variable Q and variable /. J represents the
mean.

2
v ) = 210 @)

In equation (14), Var [Q] denotes the total sample value of
variable Q; Oy, denotes the sample mean of the variable Q;
T expresses the total sample size.

Cov(Q. 1)
/Var [Q] Var [I]

In equation (15), r expresses the Pearson correlation
coefficient.

(14)

r(Q.1) = 15)

IV. APPLICATION ANALYSIS OF SIMULATION
EVALUATION MODEL FOR ENERGY CONSUMPTION IN
URBAN BUILDING OPERATION

The effectiveness of the urban building operation energy
consumption simulation evaluation model in practical appli-
cation still needs to be verified. Therefore, this section mainly
focuses on the simulation evaluation of building energy con-
sumption models at the mesoscale and macro scale.

A. SIMULATION AND EVALUATION OF BUILDING ENERGY
CONSUMPTION AT MESOSCALE

To verify the effectiveness of the proposed data-driven sim-
ulation and prediction model for urban building energy
consumption, the study evaluated it through experiments and
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divided it into two levels, namely meso scale and macro scale,
for analysis. At the mesoscale, the dataset is first initialized.
2000 sets of data were randomly selected as the test set
and processed everywhere in the Shp. Then, a classifica-
tion algorithm was selected to complete the classification of
building types. Finally, a regression model was applied to
predict building energy consumption (The reason for ran-
domly selecting 2000 sets of data is to filter extreme values
through area and body shape coefficient. Data with an area
greater than 5 square meters and a body shape coefficient less
than 1.5 were selected, resulting in a total of 20748 pieces
of data. The training set was divided into a 9:1 format and
a total of 2000 sets of data were tested.). The GeoPandas
library, as a third-party library specialized in processing and
analyzing geographic information data in Python, has both
Pandas data processing and spatial data capabilities. Com-
pared to ArcMap, GeoPandas has the advantages of faster
data analysis, editability, and scalability. Filter extreme value
data by filtering field data. In addition, building geographic
information data mainly includes contour and layer informa-
tion. The method of converting the dataset into image samples
is to first print the building contour sample data through
geopandas.plot, and convert the layer information into image
grayscale. The image size is unified as (2cm * 2cm, dpi=50),
and the training sample data is 2142. Secondly, the image is
converted into matrix data through Opencv and normalized.
Finally, through the train_ Test_ Split to split the sample
data, test_ Size is 0.25, with 1605 training sets, 536 test-
ing sets, random_ A state of 1 ensures that during repeated
training, the classification state remains the same as the
previous one.Among them, classification algorithms were
analyzed from the classification of building contour data
and image classification of building graphics. The former
selection tested the predictive performance of eight classi-
fication models in ML, including naive Bayes, K-nearest
neighbors, logistic regression classification, random forests,
decision trees, gradient enhanced decision trees, support vec-
tors, and sequential models (represented by A-H), on building
geographic information data. The latter chose the LeNet5 net-
work (The reason for choosing 8 ML algorithms is firstly that
they include regression, clustering, and classification algo-
rithms, which basically include all types of ML algorithms
and are more commonly used and mainstream. Secondly,
for the research and analysis of building energy consump-
tion, machine learning algorithms can be more suitable for
building geological information systems and can cope with
different working conditions. In addition, classification algo-
rithms constructed using different mathematical models will
exhibit certain orientations in training samples. Therefore, the
main content of the study is the analysis of building related
datasets. After screening, these 8 most suitable machine
learning algorithms were selected, which have higher suit-
ability compared to HMM models, LDA models, and neural
networks. Their application in building geographic infor-
mation data has better predictive performance). In addition,
in the experimental hardware environment, select the CPU
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FIGURE 4. Comparison results of evaluation data for different machine algorithms.

model of Intel (R) Core (TM) i7 and the Tesla PIOOGPU. The
operating system in the software environment is Windows 10
with the model Ubuntu 16.04, the programming language
is Python 3.8 and Visual Studio 2019, and the algorithm
programming environment is Python 1.4.0 and Open CV3.2.
The results are shown in Figure 4.

From Figure 4 (a), in terms of training time comparison,
the time of algorithms G and H were 138.69s and 90.00s,
respectively, which were much higher than other algorithms.
From Figure 4 (b), Algorithm D had the highest accuracy
comparison, at 83%. Algorithm F had the highest accuracy
recall rate in comparison, at 83%. From Figure 4 (c) and (d),
the training loss value of the LeNet5 network tended to be
flat at 69%, exhibiting cross prediction performance and
overall significant errors. Overall comparison showed that
algorithms B, D, E, and F all exhibited high prediction per-
formance, while in actual prediction, algorithm D had better
prediction performance, was more uniform and accurate, and
had higher effective classification for residential clusters.
Therefore, using algorithm D, also known as the random
forest algorithm, as a classification model, could significantly
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improve the accuracy of subsequent energy consumption
simulations. On this basis, the study began to evaluate the
feasibility of building energy consumption prediction models
at a moderate scale. 1000 pieces of data were selected as
actual samples for the energy consumption model, and the
relevant data was standardized. Subsequently, training and
testing sets were selected to construct a regression algorithm
model. Finally, the model was evaluated to select the optimal
algorithm for predicting and analyzing the building energy
consumption dataset.

The study analyzed and compared the test size of 0.25,
with 543 training sets and 181 test sets. Linear regression
(L) and fully connected layer model (F) were introduced to
predict building energy consumption compared with the XGB
model (X) proposed in the study. Among them, after hyper-
parameter tuning, the XGB model had a search frequency
of 1000 times, a runtime of 279s, an MSE value of 11.34,
an estimation of 245, and a maximum depth of 2. Therefore,
the MSE results of the three algorithms for cooling load pre-
diction in residential and non residential samples are shown in
Figure 5.
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FIGURE 5. Mean square error results of cooling load prediction using three algorithms in residential and non

residential samples.

In Figure 5, Y denotes residential and N means non res-
idential. From Figure 5 (a), the MSE value of model X in
residential sample prediction was 11.45, while the MSE value
in non residential sample prediction was 10.10. The former
was significantly lower than the comparison model, while
the latter was slightly higher than model L, but significantly
lower than model F. From Figure 5 (b), (c) and (d), model
X and model L could predict the building load with high
accuracy. The predicted results of Model X differed greatly
from the actual situation and could not accurately reflect the
actual building load. Overall, the XGB model was the most
effective in predicting building loads. The results of heating
load prediction are shown in Figure 6.

From Figure 6 (a), the MSE value of model c in residen-
tial sample prediction was 9.16, which was superior to the
comparative model. The M color value in non residential
sample prediction was 13.41, slightly higher than model L but
better than model F.From Figure 6 (a), (b) and (c), among the
predicted and actual curves, Model F had the best prediction
effect. Based on Figures 5 and 6, the XGB model exhibited
high performance in predicting building cooling and heating
loads. Therefore, the XGB model was applied to integrate the
heating and cooling load prediction data of different building
types of datasets to form a building energy consumption
dataset, and to analyze the correlation between the heating
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and cooling load of buildings and the eight variables of the
building. The eight variables were body shape coefficient,
building main direction angle, number of floors, contour area,
contour length, surface area, volume, and building area (rep-
resented by 1-8). The correlation between building cooling
load and 8 variables is shown in Figure 7.

From the four figures in Figure 7, it can be seen thatvariable
1 showed a significant positive correlation with the unit cool-
ing load of the building. There was no obvious relationship
between variable 2 and the unit cooling load. The remaining
variables expressed a weak negative correlation with the unit
cooling load of the building. Overall, the larger the building
shape coefficient, the higher the unit cooling load demand of
the building. The correlation between building heating load
and 8 variables is shown in Figure 8.

From the four figures in Figure 8, it can be seen thatthe
trend of building heating load and building cooling load
was basically consistent, indicating that the building shape
coefficient had a direct impact on the unit load of the building.
The larger the shape coefficient, the higher the unit heating
and cooling load, and the lower the energy-saving efficiency
of the building. To further confirm the results and evaluate
the effectiveness of using the data-driven XGB model on
building energy consumption at the mesoscale, the study took
the actual building energy consumption in a certain region as
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FIGURE 6. Mean square error results of heating load prediction using three algorithms in residential and non

residential samples.

an example. The main variables in the dataset were set to Y
for residential buildings and N for non residential buildings
according to the distribution of building categories. The box
distribution of energy consumption data is shown in Figure 9.

From Figure 9 (a), the coefficient of the residential
system was between 0.28 and 0.72, while for non resi-
dential areas, it was concentrated between 0.19 and 0.40.
From Figure 9 (b) and (c), the annual cooling load of resi-
dential units was concentrated between 127~161kWh/m2,
while non residential units were concentrated between
104~120kWh/m2. The heating load of residential units was
concentrated between 74~135kWh/m2, while non residential
units were concentrated between 46~61kWh/m2. Overall,
the distribution range of building shape coefficient in resi-
dential buildings was significantly higher than that in non
residential buildings, consistent with the interval distribu-
tion of unit cooling and heating load. This result confirmed
the impact of building shape coefficient on building energy
consumption and indirectly verified the effectiveness of the
XGB building energy consumption simulation and prediction
model driven by data. To further validate the effectiveness
of the mesoscale model constructed in the study for pre-
dicting building energy consumption, a prediction algorithm
using time series regression, a model using reinforcement
learning for building energy consumption prediction, and an
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improved whale algorithm were introduced for comparison
(represented by a~c). The comparison indicators were F1
value, accuracy, accuracy, and recall, and the results are
shown in Table 1.

From Table 1, the F1 value, accuracy, accuracy, and
recall values of the research algorithm are 89.5%, 91.2%,
90.1%, and 90.0%, respectively, which are higher than the
comparison algorithm. Overall, the XGB building energy
consumption simulation and prediction model driven by data
is effective.

B. MACROSCALE SIMULATION AND EVALUATION OF
BUILDING ENERGY CONSUMPTION

At a macro scale, the study utilized the regional energy con-
sumption spatial distribution method simulated by building
energy consumption engineering to analyze the annual heat-
ing and cooling of buildings in 270 regions of China(research
on building energy consumption simulation models appli-
cable to a wider range of building types in urban areas,
mainly included in building types in 270 regions). Firstly,
the performance of the K-means algorithm was verified, and
small batch K-means, spectral clustering, birch, selection,
and K-means algoriths were introduced for comparison (rep-
resented by X, P, I, Q, and K respectively). The results are
shown in Figure 10.
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TABLE 1. Comparison results of different algorithms and indicators.

- F1 value Accuracy Precision Recall
a 82.2% 85.6% 81.5% 79.1%
b 81.5% 83.4% 80.5% 80.5%
c 83.4% 85.7% 84.6% 87.1%
Research algorithms 89.5% 91.2% 90.1% 90.0%

From Figure 10 (a) and (b), in the comparison of con-
tour coefficients, algorithms K and I had the best overall
effect, with algorithm K having the highest value when the
number of clusters was 10, maintaining around 0.1. From
Figure 10 (c), in the comparison of Calinski-harabaz scores,
algorithm K also showed the best clustering performance.
Overall, the K-means algorithm had the best actual clustering
performance and was most suitable for clustering analysis
of climate variable datasets. Therefore, it would be applied
in subsequent analysis. In the elbow graph of the K-means
algorithm in Figure 10 (c), the slope area was flat when the
K-value was greater than 4, so the clustering effect was most
suitable when the K-value was selected as 4. The K-means
algorithm was applied to select a grouped dataset with a
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K-value of 4. The spatial distribution of clustering results
obtained by taking the whole country as an example is shown
in Figure 11.

From Figure 11, the study divided the country into four
regions, with Zone 1 mainly distributed in higher lati-
tude provinces, with Enable Heat Duty (EHD) as the main
source, accounting for 94% of the Enable Duty (ED). EHD
dominated in Zone 2, accounting for 82% of ED. The
load in Zone 3 was relatively average, with Enable Cool
Duty (ECD) and EHD accounting for 52% and 48% of
ED. Zone 4 was mainly composed of ECD, accounting
for 92% of ED. Based on the results in Figure 11, the
proportion of Total Cool Heat Duty (TCHD) and Total
Energy Consumption (TEC) of building heating and cooling
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TABLE 2. The proportion results of different indicators in different regions.

- TCHD TEC UP GDP
Zone 1 11.03% 8.18% 6.93% 5.84%
Zone 2 23.19% 24.63% 21.05% 19.41%
Zone 3 51.65% 49.30% 53.48% 55.68%
Zone 4 14.09% 17.84% 18.50% 19.02%

demand in China was analyzed. The results are shown in
Table 2.

In Table 2, UP represents the average income per user.
From Table 1, the TCHD values obtained from engineering
simulation and the TEC values obtained from statistical data
maintained a high degree of consistency in the proportion
of total partition load. Among them, the two accounted for
the largest proportion in Zone 3, with 51.65% and 49.30%
respectively. The proportion in Zone 1 was the smallest,
at 11.03% and 8.18%, respectively. Overall, the total energy
consumption of Region 3 accounted for 50% of the total
national load, which was closely related to the level of UP
value. On this basis, to observe the trend of changes in the
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impact of climate characteristic variables on building unit
load in more detail, the sensitivity of climate variables within
the group was analyzed. The partition sensitivity of ECD is
shown in Figure 12.

From the three figures in Figure 12, it can be seen that,the
correlation between temperature and ECD showed a mono-
tonic upward trend, with a maximum value of 0.8. The
correlation between radiation variables and ECD reached a
maximum value of 0.6 between Zones 2 and 3, and then
decreased. The correlation between ECD in Zone 2 of the
humidity class variables was opposite to that of other zones,
with a negative correlation. Overall, the impact of temper-
ature variables on building load was gradually increasing,
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opposite to that of other zones, showing a positive correlation.

The overall performance of other variables was the same as

that of ECD. Overall, different variables had different degrees

and ways of influence in different regions, which indi-
rectly verified the effectiveness of the four building energy
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FIGURE 11. Schematic diagram of spatial distribution of clustering results.

consumption intensity regions with similar climate charac-
teristics obtained using the K-means clustering algorithm
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FIGURE 12. Schematic diagram of partition sensitivity of enable cool duty.

proposed in the study in actual energy consumption predic-
tion. To further support this result, a quantitative regression
analysis was conducted on the climate driven energy con-
sumption of building heating and cooling, socio-economic
level, energy supply capacity, and final energy consumption.
The predicted TEC value was compared with the actual TEC
value. The results are shown in Figure 14.

In Figure 14 (a) and (b), total Energy Supply (TES) rep-
resents total energy supply. Based on Figure 14, the analysis
results of TEC, TCHD, and other indicators were obtained
by using the K-means algorithm to obtain four areas of
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FIGURE 13. Schematic diagram of zoning sensitivity results for enable
cool duty.

building energy consumption intensity with similar climate
characteristics. The correlation coefficients between TEC
and the other three indicators were 0.75, 0.93, and 0.94,
respectively. In Figure 14 (c), therefore, a general regression
equation was obtained, which could be used to predict and
evaluate the actual energy consumption in the region. More-
over, the predicted TCE values were in good agreement with
the actual values (the actual value data is sourced from the
National Bureau of Statistics’ total residential building load
data for 31 provinces in 2022). Overall, using the K-means
algorithm to simulate and predict energy consumption under
data-driven conditions was practical and feasible.
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To further verify the practicality of the prediction models at
the meso scale and macro scale, the study applied the two to
the energy consumption prediction of a building energy sys-
tem in a central commercial district of a city in eastern China.
The modeling time and prediction time were analyzed to
test the prediction time cost and verify its practicality. Firstly,
the prediction model is integrated into the building energy
system of the central commercial district. Secondly, historical
data and current relevant variable data are input, and finally,
predictions are made. Finally, the actual modeling time and
predicted time results are shown in Figure 15.

From Figure 15 (a), it can be seen that the modeling time
fluctuation at the mesoscale is very small, maintaining around
5000 seconds. The modeling time decreases as the amount
of data increases. From Figure 15 (b), At the macro scale,
the modeling time remains around 5000 seconds, and the
prediction time is relatively low. Overall, research on building
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energy consumption prediction models based on data-driven
foundations is feasible. It can effectively reduce the actual
calculation time in predicting the energy consumption of
actual urban energy systems, thereby quickly solving current
practical problems and saving a lot of decision-making time.
In addition, on the basis of saving prediction time, it can be
widely applied in the field of energy conservation, promoting
the energy efficiency of the entire central commercial district
building.

V. CONCLUSION

In response to the difficulty of applying bottom-up simulation
methods, which mainly rely on individual buildings, to urban
and regional level building energy consumption planning
in current building energy consumption, a mesoscale XGB
model and a macro scale K-means model were proposed in
a data-driven mode to simulate and evaluate urban build-
ing energy consumption, and their effectiveness was verified
through experiments. The experimental results showed that
the classification algorithm D had the highest accuracy
comparison at the mesoscale, at 83%. In the compari-
son of simulation prediction models built on the basis of
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classification algorithms, the MSE value of the XGB model
for residential sample prediction in refrigeration load was
11.45, which was better than the comparison model. The
application of XGB model in actual simulation prediction
has found a clear analysis of the correlation between build-
ing energy consumption and related variables. In addition,
in the comparison of contour coefficients at the macro scale,
the K-means algorithm had the best overall effect, with
the maximum value of algorithm K when the number of
clusters was 10. Applying it to an example made the spa-
tial distribution of load clear. In the sensitivity analysis of
ECD, the correlation between temperature and ECD showed
a monotonic upward trend, with a maximum value of 0.8.
Heating analysis showed similar results, and in the final
regression analysis, the predicted value of TCE was in good
agreement with the actual value. Overall, the proposed urban
building energy consumption simulation evaluation model
based on data-driven research is feasible and practical. How-
ever, due to the incompleteness of building data information,
the construction of high-precision building energy models
is hindered, so it is necessary to improve the data infor-
mation in the future. Due to the inability to quantitatively
describe and apply the influencing factors of the surrounding
environment of buildings to sample learning, the study only
considers the impact of local climate and building factors
on building energy consumption, avoiding the impact of
microclimate on building energy consumption. Meanwhile,
in the application of machine learning in the prediction
of building energy consumption, the data-driven transla-
tion of building energy consumption models cannot record
complete building information, and algorithm selection and
parameter tuning still need to be optimized. Therefore, in the
future, microclimate analysis and parameter optimization are
needed.
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