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ABSTRACT With advancements in deep learning (DL), artificial intelligence (AI) technology has become
an indispensable tool. However, the application of DL incurs significant computational costs, making it less
viable for edge AI scenarios. Consequently, the demand for cost-effective AI solutions, other than DL-based
approaches, is increasing. Reservoir computing (RC) has attracted interest owing to its ability to provide low-
cost training alternatives, holding great promise for edge AI applications. However, the training capability
of RC is constrained by its reliance on a single linear layer, while weight connections in the remaining
layers remain static during training. Moreover, accomplishing continuous learning tasks is difficult owing
to the catastrophic forgetting in the linear layer. Therefore, we propose the integration of self-organizing
multiple readouts to enhance RC’s training capability. Our method distributes training data across multiple
readouts, which prevents catastrophic forgetting of readouts and empowers each readout to adeptly assimilate
new data, thereby elevating the overall training performance. The self-organizing function, which assigns
similar data to the same readout, optimizes the memory utilization of these multiple readouts. Experimental
results show that an RC equipped with the proposed multiple readouts successfully solved a continuous
learning task by mitigating catastrophic forgetting because of the data distribution to the multiple readouts.
Additionally, the RC achieved higher accuracy in a sound recognition task compared with the existing RC
paradigm because of ensemble learning in the multiple readouts. Multiple readouts are effective in enhancing
the training capability of RC and can contribute to the realization of RC applications.

INDEX TERMS Catastrophic forgetting, continuous learning, echo state network, edge computing,
ensemble learning, reservoir computing, self-organizing map, sound classification.

I. INTRODUCTION
Deep learning (DL) [1] is a cornerstone of contempo-
rary artificial intelligence (AI) technology and has grown
indispensable across diverse fields [2], [3], [4], [5]. The
potency of DL lies in its capability to achieve cutting-edge
outcomes, facilitated by extensive training data that optimize
its intricate architecture. Consequently, the training phase of
DL demands substantial computational resources. In general,
the computations required for the training and inference of
deep neural networks (DNNs) are often accelerated using
graphics processing units (GPUs) [6], [7], [8].

The associate editor coordinating the review of this manuscript and
approving it for publication was Wei Liu.

Among various applications of AI, its utilization in edge
environments, exemplified by service robots [9], [10], [11]
operating within domestic settings, has garnered notable
attention and aspiration. However, current DL-based method-
ologies encounter challenges in catering to edge applications
owing to constraints imposed by limited training data, com-
putational resources, and energy efficiencies. Certain edge
scenarios necessitate AI computation to occur autonomously,
devoid of reliance on cloud servers, a prerequisite driven
by privacy concerns, particularly pertinent when consid-
ering familial data in the context of service robots. This
independence from cloud infrastructure, however, imposes
intrinsic constraints on available computational resources
and processing abilities. Fig. 1 presents a potential solution
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FIGURE 1. One of the solutions for edge AI implementation.

for edge AI implementation, entailing the linking of a
robot to an auxiliary laptop outfitted with GPUs. However,
it is essential to address the significant power consumption
associated with laptop GPUs, as their operation can swiftly
deplete the system’s battery reserves. Consequently, the
drive for AI solutions necessitating minimal training-related
computational expenditure, distinct from the conventional
DL paradigm, has gained momentum.

Reservoir computing (RC) [12], [13], a type of recur-
rent neural network, presents an attractive prospect for
edge AI applications, characterized by minimal training
overhead. Notably, RC exhibits a potential for deployment
on energy-efficient hardware platforms through specialized
circuits [14], [15], [16], [17], [18], [19], as well as leveraging
physical processes for computation [20], [21], [22], [23],
[24], [25]. This distinct characteristic positions RC as an
optimal candidate for edgeAI implementations, aligningwith
considerations of power consumption.

In general, the RC architecture comprises three funda-
mental layers: input, reservoir, and readout layers. Within
the reservoir layer, an intricate nonlinear transformation
transpires, projecting the input data into a high-dimensional
space. This transformation captures intricate spatio-temporal
patterns inherent in the input data, effectively encoding
their complexity. The patterns are then subjected to a linear
conversion process within the readout layer. This linear
conversion yields outputs, wherein a selection of reservoir
layer patterns, pertinent to the tasks at hand, contributes to
the generation of these outputs. A key advantage of RC is its
establishment of fixedweight connections, with the exception
of the readout, as depicted in Fig. 2(a). By contrast, neural
networks optimized via backpropagation [26], such as DNNs,
are capable of updating all weight connections, as shown
in Fig. 2(b). Therefore, RC training demands less data and
incurs lower computational burden compared with DNNs.

The readout function of RC, typically realized through a
linear model (such as the single-layer perceptron), presents
a limitation in its adaptability to diverse training data.
Moreover, in cases involving continuous learning [27], the

FIGURE 2. Training comparison: Reservoir computing vs.
backpropagation-optimized neural network.

optimized readout weight connections can be overwritten
by subsequent tasks, often leading to the challenge of
catastrophic forgetting [28]. This phenomenon results in the
RC effectively accommodating the new task while losing
competence in the previous task.

To improve RC’s training capabilities and prevent catas-
trophic forgetting, we propose an RC model featuring
multiple readouts [29]. Our approach distributes the training
responsibility among these readouts, thereby enabling each
to specialize in specific categories of training data. Concep-
tually similar to ensemble learning, this method augments
RC’s capacity for generalization. However, simply increasing
the number of readouts is inefficient within edge AI systems,
given their limited memory resources. Consequently, this
study introduces a self-organizing function that allocates the
same readout for similar data and employs different readouts
for dissimilar data.

The contributions of this study are as follows. This study
introduces a novel RC structure and its associated training
method. These enhancements not only boost the performance
of RC but also enable it to tackle continuous learning
tasks, an area where existing RC models often struggle.
Furthermore, the proposed method is applicable to the
physical implementations of RC [20], [21], [22], [23], [24],
[25] without any modification to the reservoir layer, which is
realized by physical phenomena, and therefore the method
is also expected to improve the performance of physical
implementations of RC, which is often constrained by
physical systems. This study can contribute to the realization
of RC applications.

The rest of this paper is organized as follows. Section II
introduces RC, with a specific focus on echo state networks
(ESNs) [12], the RC implementations employed in this study.
Section III describes the proposed method, while Section IV
delineates the experimental settings and ensuing results.

138840 VOLUME 11, 2023



Y. Tanaka, H. Tamukoh: Self-Organizing Multiple Readouts for Reservoir Computing

FIGURE 3. Echo state network.

Finally, Section V concludes the paper with a discussion
that includes a comparative analysis with previous research
endeavors.

II. ECHO STATE NETWORK
To implement the proposed RC model, this study utilizes
ESNs as RC implementations. This section describes the
structure and the information processing of ESNs.

An ESN is one of the RC implementations proposed by
Jaeger [12], which has input, reservoir, and readout layers
with Nin, Nres, and Nout nodes, respectively, as shown in
Fig. 3. The reservoir layer contains weight connections from
the input layer and recurrent connections. The readout layer
linearly maps the states of the reservoir layer to generate
output signals.

When an input signal u(t) ∈ RNin at time t is given, a state
of the reservoir layer x ∈ RNres is updated using Eq. (1):

x(t) = f (Winu(t) +Wresx(t − 1)), (1)

where Win ∈ RNres×Nin and Wres ∈ RNres×Nres are
weight connections between the input and reservoir layers
and recurrent weight connections in the reservoir layer,
respectively. f indicates a nonlinear function, where a
hyperbolic tangent function is often used.

To control the reservoir state updating speed, an RC model
that utilizes leaky integrator models as reservoir nodes was
proposed [30], and the reservoir state update process is
represented as Eq. (2),

x(t) = (1 − α)x(t − 1) + αf (Winu(t) +Wresx(t − 1)), (2)

where α (0 < α < 1) indicates the leak rate of the leaky
integrator models. If α is close to 0, the first-term effect on the
reservoir state update process becomes relatively big, slowing
the update process. Conversely, if α is close to 1, the reservoir
state update process becomes relatively fast.

In general, the reservoir layer is required to satisfy the
echo state property [12] that assures the reproducibility of
reservoirs. As shown in Eqs. (1) and (2), the reservoir state
is uniquely decided by an initial reservoir state x(0) and

FIGURE 4. Reservoir computing model with multiple readouts
(3 × 3 configuration).

time-series input u(t). Suppose that an initial reservoir state
continues to affect the reservoir state update process. The
reservoir state after feeding time-series inputs depends on the
randomized initial state, and therefore different outputs are
obtained in every execution, even if the same inputs are given.
To avoid this, the reservoir state after a significant periodmust
depend only on time-series inputs. If the hyperbolic tangent
function is used as the nonlinear function f , the echo state
property can be satisfied if the spectral radius of the recurrent
weight connectionsWres, which is the maximum value in the
absolute values of eigenvalues ofWres, is smaller than 1.
An output of the network y(t) ∈ RNout is computed by the

readout layer using Eq. (3):

y(t) = Woutx(t), (3)

where Wout ∈ RNout×Nres is the weight connections between
the reservoir and readout layers. Given a target signal z(t) ∈

RNout (1 ≤ t ≤ T ), the weight connections Wout can be
computed by the ridge regression as shown in Eqs. (4), (5),
and (6):

Wout = ZX⊤(XX⊤
+ λI )−1, (4)

X = [x(1), x(2), . . . , x(T )] ∈ RNres×T (5)

Z = [z(1), z(2), . . . , z(T )] ∈ RNout×T (6)

where λ is a coefficient of the regularization term of the ridge
regression that aims to avoid overfitting, and I ∈ RNres×Nres

is an identity matrix.
As mentioned above, only the weight connections between

the reservoir and readout layersWout have synaptic plasticity
and are updated in the training, whereas other weight
connections are fixed. Therefore, ESN’s capability to adapt
training data depends only on the readout layer, which is
usually a single linear model, and adapting complex datasets
is difficult. Moreover, catastrophic forgetting tends to occur
in continuous learning tasks.
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FIGURE 5. Online training with multiple readouts (the number of readouts is three).

III. PROPOSED METHOD
This study proposes an RC model with self-organizing
multiple readouts and its two types of training methods. The
first one is an online training method, which is effective for
continuous learning tasks, and the other is a batch training
method. This section includes subsections explaining the RC
model structure and the training methods.

A. MODEL STRUCTURE
Fig. 4 shows the structure of the proposed RC model
[29], which has an input layer, a reservoir layer, multiple
readouts, and an input similarity map that is implemented
by a self-organizing map (SOM) [31]. The SOM consists of
nodes aligned on a two-dimensional grid (3×3 in the figure).
Although the two-dimensional grid is adopted in this study,
the grid dimension is not restricted to two. The number of
SOM nodes corresponds to the number of multiple readouts,
and each SOM node is associated with each readout.

The similarity map is used for input data classification
to distribute the readout training. For this data classifica-
tion, an unsupervised learning method is desired to avoid
additional data labeling for the similarity map, which is
highly time-consuming. This study adopted the SOM for
the similarity map as one of the unsupervised learning
methods. Note that other unsupervised learning methods
like principal component analysis (PCA) and t-distributed
stochastic neighbor embedding (t-SNE) [32] can be utilized
(however, we did not adopt it because t-SNE requires
considerable computational costs).

The SOM receives an input signal and classifies it to decide
a winner node c using Eq. (7):

c = argmin
i

∥v−mi∥ (7)

where i is an index of the SOM node, and mi ∈ RM is a
reference vector of i-th SOM node. The winner node of the
SOM that has the nearest reference vector to v is selected
in this process. Here, v ∈ RM is a vector representing the

feature of the given task. The simplest way to represent the
task feature is concatenating the input vectors of all time steps
if they are already known using Eq. (8):

v = [u(1)⊤,u(2)⊤, . . . ,u(T )⊤]⊤ ∈ RNinT (8)

In addition to concatenation, an alternative approach
involves utilizing a spectrogram obtained through the Fourier
transform of the input vectors as v. In some cases, employing
the spectrogram yields superior outcomes compared to con-
catenation. This is attributed to the fact that the concatenated
vector derived from Eq. (8) lacks robustness against phase
shifts present in the time-series inputs. For similar reasons,
there is potential in utilizing the reservoir state x(t) as
v. However, in this setup, the winner node c dynamically
changes while the input vector is provided, and the batch
training method described in Section III-C cannot be utilized.

The reference vectors of the SOM are optimized via
unsupervised competitive learning using Eqs. (9) and (10):

mnew
i = mi + γ hi(v−mi) (9)

hi = exp(−d2i /2σ
2) (10)

where mnew
i is the updated reference vector generated after

this process. γ is the learning rate, and hi is a neighborhood
coefficient depending on the distance di between the i-th node
and the winner node on the SOM grid. σ indicates the width
of the neighborhood coefficient affection.

The reservoir layer of the model is the same as the reservoir
of the ESNs, and therefore the layer receives input signals
and updates its state using Eq. (1) or (2). Each multiple
readout with weight connections from the reservoir layer
Wout,i generates an output as shown in Eq. (11):

yi(t) = Wout,ix(t) (11)

where yi(t) is the i-th readout output at time t . Finally,
a readout output associated with the winner node (winner
readout) yc(t) is adopted as the network output.
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FIGURE 6. Batch training with multiple readouts (the number of readouts is three).

FIGURE 7. Variations in training data quantity during batch training.

B. ONLINE TRAINING
For the self-organizing function of the multiple readouts, we
propose a training method where weight connections of the
winner readout and its neighboring readouts are updated. This
training methodology is strategically devised to enhance the
winning readout’s adjustment to the data responsible for the
activation of the corresponding SOM node. Concurrently,
it encourages a coarse alignment of the neighboring readouts
with the same data source. As a result, this approach offers a
twofold advantage: first, the winning readout becomes adept
at specializing in data originating from a particular domain,
and second, the neighboring readouts acquire the capability
to generalize across data from diverse domains.

To control the readouts’ adaptation, the online training
algorithm adjusts the learning rate of the weight connection
update process as shown in Fig. 5. When input and target
signals are given to the model, optimal weight connections
for the taskWopt can be computed using the ridge regression
of Eq. (4). Here, the readout weight connections Wout,i are
updated to be close to the optimal weight connections. This is
achieved by utilizing the neighboring coefficient of the SOM
hi, with the aim of enhancing the extent of updates in the

winning readout among the multiple readouts. The update
process is conducted using Eq. (12):

W new
out,i = βhiWopt + (1 − βhi)Wout,i (12)

where W new
out,i is the updated readout weight connections after

this process and β is a learning coefficient.
Note that the learning coefficient β and the width of the

neighborhood coefficient affection σ are recommended to
be monotonously decreased during the training because the
updating effect of a newly given task tends to overwrite that
of previous ones if the learning coefficient is constant.

C. BATCH TRAINING
The online training algorithm requires the parameters to
be scheduled to achieve good results. The batch training
algorithm overcomes this problem at the sacrifice of memory
usage.

To control the readouts’ adaptation, the batch training
algorithm adjusts the amount of training data based on the
neighborhood coefficient of the SOM as shown in Fig. 6.
This method prepares memories associated with readouts and
stocks the training data in the memories. When T steps input
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FIGURE 8. Task A: Three-bit parity check.

FIGURE 9. Task B: Sinusoidal wave prediction.

signals and T steps target signals are given to the model,
T steps reservoir states [x(1), x(2), . . . , x(T )] are obtained.
Here, all reservoir states [x(1), x(2), . . . , x(T )] and target
signals [z(1), z(2), . . . , z(T )] are stocked in the memory for
the winner readout, whereas ⌊hiT ⌋ steps reservoir states
and the target signals are stocked in the memories for the
remaining readouts.

Fig. 7 shows three methods to adjust the amount of
training data in the batch training investigated in this
study. In the method shown in Fig. 7(a), first ⌊hiT ⌋ steps
reservoir states [x(1), . . . , x(⌊hiT ⌋)] and the target signals
[z(1), . . . , z(⌊hiT ⌋)] are stocked in thememory. In themethod
shown in Fig. 7(b), the middle of reservoir states [x(⌊ 1

2 (1 −

hi)T ⌋), . . . , x(⌊ 1
2 (1 + hi)T ⌋)] and target signals [z(⌊ 1

2 (1 −

hi)T ⌋), . . . , z(⌊ 1
2 (1 + hi)T ⌋)] are cropped and stocked in the

memory. In the method shown in Fig. 7(c), the reservoir states
and target signals are decimated to get ⌊hiT ⌋ step samples.
Here, one reservoir state and its target signal in every Tdec
time step is picked up and stored in the memory. Tdec is
computed using Eq. (13).

Tdec =

{
⌊1/hi⌋ (hi ≥ 1/T )
T (hi < 1/T )

(13)

After feeding the training data to the model, each weight
connection is computed by the ridge regression shown in
Eq. (4) using each stocked data. Because this algorithm

FIGURE 10. SOM reference vectors after training for Tasks A and B.

FIGURE 11. Output of Task A using the normal ESN.

FIGURE 12. Output of Task B using the normal ESN.

updates the readout weight connections once, the parameters
need not be scheduled.

IV. EXPERIMENT
A. EVALUATION OF ONLINE TRAINING
We conducted an experiment to evaluate the proposed RC
model’s performance with the online training algorithm.
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FIGURE 13. Output of Task A using the proposed method.

FIGURE 14. Output of Task B using the proposed method.

Here, we prepared two sets of input and target data that
were inspired by a continuous learning task in [33], in which
16-step time-series inputs were given to the RC model.

One of them was a three-bit parity check task (named
Task A), as shown in Fig. 8, where the input value u(t) (drawn
as a black line) was randomly selected from {0, 1} and the
target value z(t) (drawn as a red line) was computed using
Eq. (14):

z(t) = {

2∑
i=0

u(t − i)} mod 2 (14)

such that Nin = 1, Nout = 1, and T = 16. Note that the
target signals at t = 1, 2 is not plotted in the figure because
they cannot be defined. The other task was a sinusoidal wave
prediction task (named Task B), as shown in Fig. 9, where
the input value u(t) (drawn as a black line) and the target
value z(t) (drawn as a red line) were computed using Eqs. (15)
and (16):

u(t) = sin(π t/17) (15)

z(t) = u(t + 1) (16)

where Nin, Nout , and T were the same as Task A.
In this experiment, we first fed the time-series data

of Task A into the RC model. Here, as a vector rep-
resenting the task feature, a concatenated vector v =

[u(1), u(2), . . . , u(16)]⊤ was fed to the SOM such that M =

FIGURE 15. Input signal example from FSDD.

16, and the winner node and readout were determined by
Eq. (7). Based on the determined winner, we executed the
online training algorithm of Eq. (12). We also executed the
unsupervised competitive learning of the SOM of Eq. (9).
After the training of Task A, we fed the data for Task B and
executed the training algorithm in the same way as Task A.
Here, the number of nodes in the reservoir layer Nres was
100 and the grid size of the SOM was 3 × 3. The weight
connections between the input and reservoir layers Win were
randomly generated from a uniform distribution of [−1, 1].
The recurrent connections in the reservoir layer Wres were
generated from a uniform distribution of [−1.5, 1.5], and
then 50% of the connections were randomly selected and
set to zero. The hyperbolic tangent function was used as
the nonlinear function f . The leak rate of the reservoir layer
α was 0.95, and the regularization term coefficient of the
ridge regression λ was 0.01. The learning rate of the SOM
γ was 0.5, the width of the neighborhood coefficient σ was
0.8, and the learning coefficient of the multiple readouts
β was 0.95, which were fixed (not scheduled) at this time
because the tasks were simple.We repeated this procedure ten
times. Additionally, we conducted the same evaluation using
a normal ESN with 100 reservoir nodes.

Fig. 10 shows the reference vectors of the SOM after
training, which are aligned on the 3× 3 grid. Figs. 11 and 12
show the outputs (drawn as a black line) and targets (drawn as
a red line) of Tasks A and B for the normal ESN, respectively.
Because of the catastrophic forgetting, the outputs did not
follow the target signals in both tasks. Conversely, the
proposed RC model predicted the outputs with smaller loss
compared with the normal ESN in both tasks, as shown in
Figs. 13 and 14. This result reveals that the proposed model
and algorithm can avoid catastrophic forgetting to complete
the continuous learning task.

B. EVALUATION OF BATCH TRAINING
We also conducted an experiment to evaluate the proposed
RC model’s performance with the batch training algorithm
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FIGURE 16. Cochleagram of the signal depicted in Fig. 15.

TABLE 1. Accuracy comparison: ESN with a single readout vs. ESN with
multiple readouts in a speaker classification task.

TABLE 2. Accuracy comparison: ESN with a single readout vs. ESN with
multiple readouts in a digit classification task.

using the free-spoken digit dataset (FSDD) [34]. This dataset
comprises 3,000 audio files of English digits (‘‘zero’’ to
‘‘nine’’) pronounced by six persons and recorded at 8 kHz (50
audio files of each digit per person is included). We divided
the dataset into training and test data, with 90% of the data
being used for training and 10% for testing. Although the
audio data time step length of FSDD varies (its mean is
3499.5 samples and its standard deviation is 1180.9 samples),
all utterance sections are within the first 8,000 samples, and
therefore the first 8,000 samples of audio data were used
in this experiment. It should be noted that if the length of
the audio data was less than 8,000 samples, the remaining
sections were zero-filled to contain 8,000 samples.

Before feeding audio data from the FSDD to the model,
we used Lyon’s auditory model [35] to convert it into a
cochleagram, which is a time series of intensities of quantized
frequency channels. In this experiment, each cochleagram
had 64 frequency channels and 100 time steps. The sampling
rate of the cochleagram was 100.0 sample/s (with every
79 samples decimated out of every 80 samples), resulting in
Nin = 64, T = 100. Figs. 15 and 16 show an example of a
FSDD input signal and its cochleagram, respectively. Note
that because the utterance section of the input signal ends

FIGURE 17. Trained SOM reference vectors for cochleagrams.

approximately at the 2,500 th step, the remaining section is
zero-filled, as shown in Fig. 15.

Here, we constructed a SOM with a grid size of 8 × 8 and
fed training data from the FSDD to the SOM for pretraining.
The input signals obtained from the FSDDwere concatenated
using Eq. (8), with the specific purpose of aligning the
dimensionality, resulting in M = NinT , equaling 6,400. The
SOM’s learning rate γ and neighborhood coefficient width σ

varied in time during the SOM training: the learning rate γ

started from 0.1 and decreased monotonously to 0.001, and
the width σ started from 3.0 and decreased monotonously to
0.1. Fig. 17 shows the SOM’s reference vectors after training,
which are aligned on the 8 × 8 grid.
We conducted two sound classification tasks using the

FSDD: a speaker and a digit classification. We fed training
data from the FSDD to the reservoir layer and stocked
the reservoir states with the target signals based on the
neighborhood coefficient hi in the memories. Here, we used
the pretrained SOM shown in Fig. 17 to determine hi and
set the parameter σ as 1.0. The weight connections between
the input and reservoir layers Win were randomly generated
from a uniform distribution of [−30, 30]. The recurrent
connections in the reservoir layer Wres were generated from
a uniform distribution of [−0.999, 0.999], and then 50%
of the connections were randomly selected and set to zero.
The hyperbolic tangent function was used as the nonlinear
function f . The reservoir’s leak rate α was 0.5. After feeding
the training data, we computed the weight connections of
the multiple readouts by the ridge regression setting λ as
0.1. In this experiment, we investigated the test accuracy
when the number of reservoir nodes Nres was set to 100,
250, and 500, and compared the accuracy between an ESN
with a single readout and an ESN with multiple readouts.
We also investigated and compared the effectiveness of the
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TABLE 3. Accuracy rates of the SVM and the LSTM-based network in the
speaker and digit classification tasks.

three methods to adjust the amount of training data, shown in
Fig. 7.

Tables 1 and 2 show the accuracy achieved by the ESN
with a single readout and the ESN with multiple readouts in
the speaker and digit classification tasks, respectively. Each
accuracy is an average of five trials. The ESN with multiple
readouts outperformed the ESN with a single readout.

We also investigated the performance of a support
vector machine (SVM) [36] and a long short-term memory
(LSTM)-based neural network [4] for both tasks. The
LSTM-based network consisted of an LSTM layer and a
linear layer and we set the number of nodes in the LSTM
layer as 100, 250, or 500. The training of the LSTM-based
networkwas conducted for 5,000 epochs and the optimization
algorithm was Adam. The accuracy rates of the SVM and the
LSTM-based network, which are averages of five trials, are
shown in Table 3.

V. CONCLUSION
This study presents an innovative approach to enhance the
training capabilities of an RC model through the integration
of multiple readouts for distributed readout training. The
effectiveness of this approach was demonstrated through
a continuous learning task in which the proposed model
successfully avoided catastrophic forgetting, a challenge that
conventional ESNs struggled with. Experiment A showed
that the proposed model distributed tasks using the SOM,
as shown in Fig. 10, to avoid catastrophic forgetting and
accomplished the task as shown in Figs. 13 and 14, while
the conventional ESN was unable to accomplish the task as
shown in Figs. 11 and 12. Additionally, a sound classification
task utilizing the FSDD was performed. Experiment B
showed that the proposed model distributed training data
from FSDD using the SOM, as shown in Fig. 17, to make
readouts easily adapt data and outperformed conventional
ESN as shown in Tables 1 and 2.
A key advantage of the proposed method is its low training

cost. While Kawai et al. also proposed a reservoir-based
approach [33] for continuous learning, their method
employed a genetic algorithm for network optimization,
necessitating extensive training repetition. Conversely, the
proposed method required ten iterations for training in the
case of the task shown in Figs. 8 and 9.

In our experiment, we employed a 3×3 SOMconfiguration
for both Tasks A and B, which may seem redundant for
solving two distinct tasks. However, it led to the observation
of an intriguing property within the neighborhoods of the
winner readouts. Despite the absence of explicit data input,

FIGURE 18. Task A readout responses.

FIGURE 19. Task B readout responses.

the SOM nodes displayed intermediate reference vectors
between the inputs of the given tasks, as depicted in Fig. 10.
Moreover, the responses of the neighborhood readouts
demonstrated an intermediate nature between the outputs of
the given tasks. Figs. 18 and 19 show responses from all
readouts aligned on the 3 × 3 grid during the execution of
Tasks A and B, respectively. The graph, delineated by a red
line, serves to indicate the response generated by the winner
readout. Examining these figures reveals that the neighboring
readouts displayed a discernible degree of alignment with
the characteristics of the given tasks. These results can be
regarded as the neighboring readouts virtually learned tasks,
except for Tasks A and B. Therefore, transfer learning may be
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possible with a few adjustments using the weight connections
of the neighborhood readouts as initial values.

Tables 1 and 2 show that Method (c) showed the best
performance among the three methods in adjusting the
amount of training data during batch training. By using
Methods (b) and (c), the readouts could learn various time
steps of reservoir states, whereas Method (a) focused only on
the first parts of reservoir states. Thus, the performances of
Methods (b) and (c) were superior to that ofMethod (a). Inter-
estingly, the performance improvements achieved through the
introduction of the proposed method further improved when
the number of reservoir nodes Nres reduced. We therefore
conclude that the proposed method is effective for RCs with
few reservoir nodes.

Tables 1, 2, and 3 show that the proposed network was infe-
rior to the LSTM-based network in the speaker classification
task. However, the LSTM-based network required at least
900 epochs to achieve more than an accuracy rate of 95% in
the experiment, whereas the proposed network was optimized
with one epoch, and therefore, the proposed network is more
suitable for training in edge computing than the LSTM-based
network. A possible reason for the performance of the
LSTM-based network with 100 nodes was better than that
with 250 and 500 nodes in the speaker classification task is
overfitting which happened as the complexity of the network
increased.

The versatility of the proposed RC model extends beyond
sound recognition tasks, making it applicable to other
domains, including reinforcement learning [37]. Integrating
the proposed structure in a reservoir-based reinforcement
learning model [38] could enhance its performance by avoid-
ing catastrophic forgetting and enabling transfer learning
from previously acquired knowledge.

Although our implementation of the proposed RC model
was based on ESNs, the method is not exclusive to
this architecture and can be adapted to other reservoir
implementations. This versatility is particularly promising for
enhancing the training capabilities of physical RCs, such as
nanomaterial-based RCs [25].
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