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ABSTRACT The problem of formation tracking control for a group of quadcopters with nonlinear dynamics
using Barrier Lyapunov Functions (BLFs) is studied in this paper where the quadcopters are following a
desired predefined trajectory in a predefined formation shape. The BLFs are employed to formulate the
problem of formation trajectory tracking with a predefined accuracy. For this purpose, logarithmic BLFs
including both the trajectory errors and the errors between the quadcopters’ distances with the desired ones
(for the formation goal) are proposed. The method is firstly developed in a centralized scheme and then
extended to a distributed framework using appropriate asymptotically convergent consensus algorithms.
Therefore, the asymptotic convergence of the designed distributed algorithm to the centralized one is
guaranteed. Moreover, due to the under-actuated feature of a quadcopter system, a general hierarchical
scheme is considered for designing the controller. To this end, firstly a formation altitude tracking control is
designed and then using the generated control signal, the formation translational tracking control is developed
with the assumption of virtual inputs which are then employed to generate desired trajectory signals for
the attitude control subsystem. Finally, attitude controllers are designed separately for each agent using the
generated desired signals through logarithmic BLFs to consider a predefined accuracy. The efficiency of
the proposed method is demonstrated through simulations and comparisons with the similar approaches in
MATLAB-Simulink environment.

INDEX TERMS Formation tracking control, multi-quadcopter system, Barrier Lyapunov function (BLF),
consensus algorithms.

I. INTRODUCTION time-efficient, and cost-reducing [4]. When a group of

Unmanned aerial vehicles (UAVs), such as quadcopters,
are extensively used in many applications such as military,
search and rescue, surveillance, monitoring and navigation in
highly dangerous environments and especially in applications
with extreme environments where humans cannot access
[1], [2], [3]. However, in practice, it is required for a group
of UAVs to work with each other to handle a complex
mission effectively. For example, it is almost impossible for
a single quadcopter to search a vast area. Missions performed
by a group of UAVs (generally robots) are more reliable,
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UAVs works together, they should travel individually while
collaborating with each other to achieve a predefined task.
For this purpose, a formation control scheme generates the
appropriate control signals for a UAVs’ formation to complete
their mission.

The problem of formation control in multi-robot systems
(both aerial and terrestrial ones) is the main attention of many
recent research works [5], [6]. The proposed algorithms can
be categorized into two general centralized and decentralized
(distributed) schemes where different formation mechanisms
of leader-follower [7], virtual structure [8], and behavior-
based [9] can be implemented [4]. In order to design a
distributed scheme for each of the aforementioned structure,
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consensus algorithms [10], [11], [12] can be employed to
coordinate the agents for the formation control purpose.
Such approaches are normally named as consensus-based
formation control methods [13], [14], [15], [16], [17]. In the
consensus-based formation control, the main purpose is
coordination of the agents through consensus algorithms to
reach to a given formation. The formation control can also
be designed such that agents achieve a predefined shape
or formation through tracking a predefined trajectory [18].
Moreover, from the perspective of the sensed and con-
trolled variables, the formation control can be implemented
in position-based, displacement-based, and distance-based
control schemes [19].

The problem of formation control in multi-quadcopter
systems has been studied in some research works more
recently. In [20], the problem of finite-time formation control
of multi-quadcopter systems in a leader-follower structure is
investigated, where the finite-time stability of the proposed
distributed controller is shown and the proposed approach
guarantees the formation trajectory control using the Lya-
punov theory. In [21], a real-time nonlinear model predictive
control (NMPC) based leader-follower formation trajectory
control of quadcopters are tested on a fleet of CrazyFlie
2.0 quadcopters. The main contribution of the paper is to
show that a C++ implementation of MPC as a controller,
and not a planner, for real-time formation control of several
quadcopters, is feasible. In [22], a model reference adaptive
control (MRAC) based leader-follower formation producing
problem is studied for a group of quadcopters, where the rel-
ative position in the x-y plane and the relative heading angles
of the agents in the presence of disturbances are considered.
In [23], a consensus-based leader-follower based formation
tracking control for multi-quadcopter systems is presented
where the impacts of perturbations are eliminated using an
adaptive technique and definition of virtual control signals.

Barrier Lyapunov Functions (BLF) are basically bounded
scalar positive definite functions on a given open region
defined with respect to a system and approach to infinity on
the boundary of that region. They are normally used to design
a controller for a system such that state or output constraints
are not violated [24]. BLFs in single agent systems are mostly
employed to address constraints in the states, especially in
the transient time operation. Using BLFs for the formation
control of multi-agent systems can be considered as a relative
and appropriate idea as, according to [19], multiple agents
are driven to achieve prescribed constraints on their states
for the formation control. One of the main advantages of
using BLFs in the formation control scenario is its ability to
define a predefined accuracy for the controller which can help
not only for addressing constraints on the states but also the
ones caused by disturbances. As a result, more recently, the
BLF framework is used for the formation tracking control in
multi-robot systems where both constraints of the tracking
errors (between the real and the desired trajectories for each
robot) and the inter-robot distances are considered for a
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multi-robot system in 2D space (3 degrees of freedom) [25].
The proposed method is basically distributed and exponential
convergence is guaranteed on the distance tracking errors.

BLFs have been employed for the trajectory control of
single quadcopters under state constraints more recently [26],
[27], [28], [29]. For example, in [26] the problem of 3-D
trajetory following for a nonlinear under-actuated quadcopter
dynamics is proposed in which constraints are imposed on
its states using BLFs. The constraints include singularity
in Euler angles and a predefined accuracy in the trajectory
following. However, in spite of many existing research works
in formation control of multi-quadcopter systems, utilizing
BLFs for this purpose and in multi-quadcopter systems has
not been considered in the literature.

Toward this, in this paper, the BLFs are employed for the
formation tracking control of multi-quadcopter systems. This
goal is implemented through the steps of the backstepping
control design framework [30], [31]. The method is firstly
developed in a centralized scheme and then extended
to a distributed framework using appropriate consensus
algorithms. Therefore, as the consensus algorithms asymp-
totically converge to the desired values, the performance of
the proposed distributed method asymptotically converges to
the centralized one. Logarithmic BLFs are proposed for our
purpose in which both the trajectory errors and the errors
between the agents’ distances and the desired distances for
the formation of the agents are included using the Laplacian
of the connectivity graph. Since the quadcopter system is
under-actuated, a hierarchical method is employed where
first a formation control method is developed for the altitude
subsystem and then using the generated control signal, the
formation control is designed for the translational subsystem
with virtual inputs which are then employed to generate
desired trajectory signals for the attitude control subsystem.

The key novelty of our proposed method is by utilizing
BLFs in the formation tracking control of multi-quadcopter
systems, one can impose prescribed accuracy constraints on
the formation control as well as predefined tracking accuracy.
The contributions of this paper are summarized as follows:

(1) A centralized hierarchical formation tracking control
is designed for the altitude and translational subsystems of a
multi-quadcopter system using a proposed logarithmic BLFs
in a backstepping procedure.

(2) The designed controllers are extended to distributed
ones using asymptotically convergent consensus algorithms.

(3) The attitude controllers are designed separately for
each agent using the generated desired signals via BLFs to
consider a predefined accuracy and the state constraints.

The rest of this paper is organized as follows. In Sec-
tion II, the problem of multi-quadcopter formation control
is introduced and necessary preliminaries are presented. The
proposed centralized position control of multi-quadcopter
system is derived in Section III. The proposed centralized
controller is then transformed to a distributed one in
Section IV. The attitude controllers for each agent is designed
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in Section V. Simulation results are presented in Section VI.
Finally, Section VII provides conclusions and future work.

Il. PRELIMINARIES AND PROBLEM STATEMENT

In this paper, a group of quadcopters is considered which
are communicating with each other through a wireless
communication network as depicted in Figure 1. This
framework can be modeled using a connectivity graph
considering each quadcopter (agent) as a node and each
communication as an edge of the graph.
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FIGURE 1. A group of quadcopters communicating through a wireless
communication network.

A. GRAPH THEORY AND CONSENSUS PROBLEM

Let G = (V, £) be an undirected graph with a non-negative
adjacency matrix A = [a;] specifying the interconnection
topology of a multi-agent (quadcopter) system where V =
{vi,...,vy}and € € V x V are the set of nodes and edges,
respectively. Besides, let V; = {v; € V : a; # 0} denotes
the set of neighbors of node i, and L is the corresponding
Laplacian matrix [32].

Remark 1: It is assumed that the connectivity graph of the
quadcopters (related to the quadcopters connection topology)
is a connected undirected graph.

Now, let ¢;(t) € R™ denote the value of node v; which
represents the i-agent state vector of a high-pass consensus
filter. The consensus filter is a dynamical system with the
input and output vectors ri(t) € R™ and [;(r) € R™,
respectively, for i-th node, with the following dynamical
model:

ity = D ai(qi(t) — qi®) + D ay(rj(t) = ri(®)),
JeN; JEN;
li(t) = qi(t) + ri(1), (1)
Let g(t) = [q] (), ....quO1T, r@) = [rf(@®),....r5®OIT
and (1) = [f@),...,[%®)]". Then, the augmented
consensus system of (1) can be expressed as follows [33]:

g(t) = —Lq(t) — Lr(1),
I(t) = q(t) + r (1), )

where L = L ®I,, and ® refers to the Kronecker product and
I, is an m-dimensional identity matrix. It is worth mentioning
that through computation of the improper MIMO transfer
function of the consensus filter presented in (2), it can be
easily shown that it is a high-pass consensus filter. Using
this high-pass consensus filter in a connected undirected
graph, the asymptotic convergence of /;(¢) to 1lv vaz 1 1i(t) is
guaranteed as t — oo [34].
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B. BARRIER LYAPUNOV THEORY

To track a desired trajectory with a predefined accuracy,
Barrier Lyapunov Functions (BLF) are employed in this
paper. Consider the following continuous-time nonlinear
system:

x(1) = f(x@)), 3)

where x(t) € R" is the system state vector and f : R" —
R" is the system nonlinear vector function. Then, according
to [24], a BLF is a scalar continuous positive definite function
V : D — R, D C R" with respect to the system (3) which
has continuous first-order partial derivatives at every point
of D and V(x) — oo as x approaches the boundary of D.
Moreover, V(x(t)) < b, Vt > 0 along the solution of (3) for
x(0) € D with a positive constant b.
Now, consider a nonlinear system as:

X1(2) = fi(er (1)) + g10e1 (£))x2(2),
X2(t) = Hxi (1), x2(1)) + g2(x1 (1), x2())u(?), 4)

where x1(f) € R™, xp(t) € R™ are the system states,
u(t) € R™ is the system input, and f, g1, f2, and g are
smooth vector functions. The goal is x1(¢) to follow the
desired trajectory x14(¢) with a predefined accuracy. In other
words, if one lets ej(¢) := x1(¢t) — x14(¢), then the goal is
le1i(H)| < kp1,t = 0,i = 1,..., N, where kp; is a positive
predefined scalar. By extension of the idea of using BLF in
a backstepping procedure as presented in [24], [31], [35] to
the vector form case, the following BLF can be considered
for (4):

Viter() = tog o
e = O 2 T ey’
Viei(r), ea(t)) = Vi(e1 (1)) + Va(ex(r)), (%)

where Vs (ex (1)) = %eg(t)ez(t) with e3(¢) := xp(t) — a(z) and
a(t) is a stabilizing vector function to be designed. According
to Lemma 1 in [24] if the inequality of V(e (1), e2(r)) <
0 holds Vr > 0, then |eq;(t)| < kp1,t = 0if |le1(0)|| < kp1.

C. QUADCOPTER MODEL
A quadrotor UAV includes four rotors that generate propeller
forces. Schematic of the quadcopter with body coordinate
system is depicted in Figure 2. Variations on forces (f] to
f4) and moments (ty, to 7p7,) by adjusting rotors’ speeds
(w1 to wy4) produce attitude and translation change in the
quadrotor [1], [36]. Let a group of quadcopters (as depicted in
Figure 1) consisting of N quadcopters communicating with
each other constructs a connected undirected connectivity
graph. Consider the index i for the i-th quadcopter parameters,
i.e. f1; to f4;, T, 10 Ty, and wy; tO wa;.

The quadrotor attitude dynamics for the i-th quadcopter,
i=1,...,N can be written in the following form:

pi(t) = a1iqi(®)ri(t) — a2i2,(t)qi(t) + briuoi(t),
qi(t) = azipi®ri(t) + a4 Q2 (pi(t) + boiuzi(t),
Fi(t) = asipi(t)qi(t) + b3jug(t), (6)
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FIGURE 2. Schematic of quadrotor with coordinate axes [36].

where p;(t), qi(t), and r;(t) are angular velocities rotating
around x-axis, y-axis, and z-axis in the body frame, respec-
tively, the input signals up;(¢t), u3i(t), and u4;(t) are torques
in the direction of the corresponding body frame angles. It is
also worth mentioning that uy;(¢) = L,-k,-(—w%l.(t) + a)?h.(t)),
wsi(t) = Liki(—0} (1) + 0}(1), and usi(t) = X1, i (1),
where k; is the lift constant and L; is the length between center

Tyyi—1i
of the mass and the rotor axes. Moreover, a;; = %,
XXl

Li L L=l Li ;

@i = oo by = g, ay = F an =, by =
Li—1 - - -

as; = % b3 = IL’ , with the inertia tensors represented

i

as Iy, Iyy; and Iz, I; 1s the inertia of the propellers, €2,;(t) =
w1i(t) — w2i(t) + w3i(t) — w4;(t) describes the relative speed
of propeller.

The relationship between angular velocities in the body and
inertial frames are described as follows:

Gi(t) = pi(t) + sin(¢i(1)) tan(6;(1))qi(t)
+ cos(¢i(1)) tan(8;(1))ri(1),

0i(t) = cos(B:(1)gi(t) — sin(@i(t)ri(1),
sin(¢;(t)) cos(¢i(1))

Yi(r) = mqi(ﬂ + m”i(fl @)

where the roll angle ¢;(¢), pitch angle 6;(¢), and yaw angle
¥i(¢) determine rotations around x-axis, y-axis, and z-axis,
respectively. Finally, the quadcopter translational dynamics
is presented in the following:

W) = ”17(’) (cos(yi(r)) sin(6,(1)) cos(¢i(r))
T Sin(pi) sin(@(0).
5y = ¢ )( sin(Yi(1)) sin(6(1)) cos(@;(1))
~ cos(w,(r)) sin(¢i(1))).
(0 = —g+ "()cos(¢>,<r>>cos<9 (1), ®)

where [x;(7) yi(t) zi(1)]T represents the position of quadcopter
in the inertial frame, u1;(¢) defines the main thrust created by
combined forces of rotors, that is u;(t) = Z?: 1 Jii(1), g is the
gravity constant, and m; is the mass of the i-th quadcopter.

Now, in the rest of the paper, it is intended to solve the
following problems:
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Problem 1: How to design a centralized controller to
control the position (altitude and translation) of a group of
quadcopters to follow a desired trajectory in a predefined
formation when the position subsystem is under-actuated?

Problem 2: How to implement the proposed centralized
formation control algorithm in a distributed manner?

Problem 3: How to control the attitude subsystems of each
agent to track the generated desired trajectory from previous
steps with a predefined accuracy?

IIl. CENTRALIZED POSITION CONTROL

In this section, to solve Problem 1, a centralized controller
is designed for the position subsystem. As the position
subsystem is under-actuated, at first, the altitude subsystem is
controlled and then the translational subsystem is controlled
using virtual inputs. It is worth mentioning that, this general
hierarchical framework is similar to the one proposed in [26].
However, the main difference is that our proposed method
has been extended and developed for the formation tracking
control of a multi quadcopter system. In other words, several
agents should be able to track the desired trajectory in a
formation paradigm.

A. SYSTEM DESCRIPTION AND CONTROL GOALS

In this subsection, the centralized model of altitude and
translational subsystems are firstly introduced and then
the control objectives for trajectory tracking and formation
control are presented.

1) SYSTEM DESCRIPTION
The altitude subsystem, as presented in (8), is firstly
reformulated in the form of continuous-time state space
model for the i-th agent as:

x1i(t) = x2i(2),

Xi(t) = — + ( )

cos(¢i(1)) cos(0;()), C))

where x1;(t) = zi(t) and x»;(t) = zi(z). Now, let X{(¢) =
Lo @), ., xivO1T, Xo(t) = [x2a(@), ..., xav(®)]7 and
Ui(t) = [u11(0), . .., uin ()], then the following centralized
model is obtained:

X1(t) = Xa(1),
Xa(1) = —G + Bo()Uj (1), (10)

where G = gly 1 and

1
By (1) —dlag[g cos(i(1)) cos(0;(1))li=1,...N]-

It should be noted that in the singular orientation of
cos(¢;(1)) cos(6;(¢)) = 0, the quadrotor altitude control is not
possible. Hence, this singular orientation should be avoided
in the attitude control.

Now, in order to model the translational subsystem, since
the position subsystem is under-actuated, two virtual inputs
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are considered for the translational subsystem according
to (8) as follows:

() = cos(¥r(1)) sin(6;(¢)) cos(;(t))
+ sin(y;(2)) sin(¢;(2)),
uy;(t) = sin(v;(¢)) sin(6;(¢)) cos(¢i(1))
— cos((2)) sin(¢;(1)). (11)

Reformulating the translational subsystem according to (8)
and (11) in the form of the state space model for the i-th
subsystem, one can conclude:

X3i(1) = x4i(2),

() = M0

1

where x3;(1) = [x(t) yi)]", x4i(t) = [&(t) 3i(1)]", and
(1) = [uyi(t) uy,-(t)]T. The collective state-space model is
then can be formulated as:

X3(t) = Xa(1),

uyi(1), (12)

Xa(t) = Ba(t) ® LU, (1), (13)
where ® refers to the Kronecker product, X3(f) =
(3, (1), s 23y OTT, X = Dy (@), xgy OTT, Un(t) =
[l (@), ... ufy(O]T, and By(r) = diag[“2|i_;  n1. Tt

should be noted that u;;(¢) # 0,Vt > 0 as it is assumed
that the rotors are not ever turn off during the maneuver and a
minimum trust should be generated by the rotors for hovering.

2) CONTROL OBIJECTIVES

Two different types of control objectives are considered in
this paper. The first one is devoted to the tracking problem
and the second one is related to the formation control.

Let Xiq(t) = [x114(t), ..., xina(D)]T where x1;4(1),i =
1,...,N are continuous-time desired altitude trajectory
signals with bounded first and second order derivatives and let
E\(1) := X1(t) — X14(t) where E\(t) = [e11 (1), ..., ein()]".
The control goal for tracking the desired altitude trajectory
with a predefined accuracy is to design the control input Uj
such that:

leri(t)] < kp1, ¥Vt = 0, (14)

where kp is a positive predefined scalar.

Moreover, let X34(t) = [x3Tld(t), ... ,x3TNd(t)]T where
x3id(t)|§\; | are continuous-time desired translational trajec-
tory vector signals with bounded first and second order
derivatives. Besides, let E3(t) = X3(t) — X34(t) where
E;(t) = [eg1 @,..., e;rN(t)]T. It is supposed to design U, (t)
such that the following control goals are fulfilled. Firstly, the
desired translational trajectory X3,4(¢) should be tracked with
a predefined accuracy:

lesi®)ll < kp3, ¥Vt = 0,i=1,...,N, (15)

where kp3 is a positive predefined scalar
Moreover, the following conditions are considered
to keep the quadcopters in a desired formation with
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a predefined accuracy:

D (x1it) = x1i(0)] = Peria(®) = xjaOD* <k, (16)

ije€E
D lxsiCt) = x5O = lxsai(t) — x3q (DD < k. (17)
ije€E

where k.1 and k3 are positive predefined scalars.

B. ALTITUDE CONTROL
In this section, the altitude control problem is studied
considering both trajectory tracking and formation control as
presented in (14) and (16), respectively.

Theorem 1: Consider the altitude dynamic (10) with the
following control input

. e I L: E
Uit) = By (1) (Aatt) — 10)5 L)a;;(;)) o

— kaEx(t) + G), (13)

where

Ar(t)=X14(t) — kiapi (t)ae (1) (a1 (H)y + ab](t)ﬁ)_lEl (),
(19)
with k1 and ky as positive constants. Then, the state and
formation constraints (14) and (16) are satisfied Vt > 0,
IFIEVO)]| < kpy and ET(O)LE1(0) < k2.
Proof: First, using the fact that (|a| — |b])*> < (a — b)* it
follows that:

Z(lei(l) — x1j(O] = x1:a(8) — x1ja (D))
ije€E
< D i) — xij(0) — x1a(®) + xja®)*. (20)
ije€E
Therefore, since x1;(¢) — x1;(t) — X154 (t) + x1ja(t) = e1;(t) —

e1j(t), the condition in (16) can be replaced with the following
one:

D (x1it) = x1j(0O] = xria(®) — xyja(®))?
i,je€
< D (ent) — e < kZy. 1)
ije€E
Therefore, using the Laplacian matrix properties (L) the
following is obtained:

E[(DLE(t) = D (eni(t) —eij()* < k. (22)
ije&E
Now, the following BLF candidate is chosen:
VI(E1 (D) L k)
1(£1 =508 57 L .~
2 Tk} —EN(OEI(1)
1 k>

+ = log el . (23)
2 k4 —ETOLE@)

For the sake of simplicity, let ap1(¢) := kgl — ElT(t)E 1(¢t) and
a,1(t) = ke21 — ElT(t)EEl(t). Let Ex(t) = Xp(t) — Ax(¥)
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where Aj(?) is stabilizing vector parameter defined in (19)
and Ex(1) = [ea1(2), . . ., ean ()]T. Therefore:

. ETWE (1)  EN(OLE (1)
Vi) = —L 1 ) 24
1) ap1(t) + ae1(t) 4
Since E1(1) = Xa(t) — X14(t) = Ex(t) + Aa(r) — X14(2), (24)
can be rewritten as follow:
ET(O(Ex(t) + Ao(t) — X1a(1))
ap1(t) _
ET0LEL) + Aox(t) — X1a(1))
+
del (t)
ETa)(ael(t)IN + ap1 (DLYE2(t) + Aa(t) — de(l))
ael(t)abl(t)

Vi(t) =

(25)

where Iy is an N x N identity matrix. The selection of A, (¢)
in (19) leads to:

ET(t)(ae1(Oly + ap1 () L)E(t)

Vi) = ~ kiE{ (DE1(0).
Ae1 (NAp1 (1) 1

(26)

Now, a Lyapunov function candidate by augmenting

V1(E1(¢)) with a quadratic function is chosen in the next step
to cancel out the first term in V{(¢) through an appropriate
selection of the control input U1 (t), namely:

Va(E1(n), Ex(1)) = Vi(E(1) + %EzT(t)Ez(t)- 27
Then, it follows that:
Va(t) = Vi(t) + E; (1)(=G + By(OU1 (1) — Ax(1)).  (28)
Substituting (18) and (26) in (28) leads to:
Va(t) = —kiE{ (DE1(1) = koE3 (DE2() < 0, (29)

which proves that (14) and (22) holds, according to the barrier
Lyapunov theory as presented in II-B, V¢ > 0 provided
IE1(0)]| < kp1 and EJ(0)LE;(0) < k2. O
Remark 2: It should be noted that a.\(t)Iy + ap1(t)L is
a positive definite matrix due to the fact that L is positive
semi-definite and a.1(t) and ap|(t) keep staying positive as
Ey(0) starts such that E{ (0)E1(0) < kp, and E{ (0)LE(0) <
k2 and this leads to Vz(()) < Oas follows and this causes
ET(t)E1 (t) < k} and ET(t)CE1(t) < k2, Vt > 0.
C. TRANSLATIONAL CONTROL
In this section, the goal is to solve the translational control
problem considering both trajectory tracking and formation
control as presented in (15) and (17), respectively.
Theorem 2: Consider the transnational dynamic (13) with
the control input

Un(t) = (Ba(t) ® 1) ™" (Au(0)
a3y + a3 (L ® o)

E — kqE. s
aea(Daps(0) 30 = E(0)

(30)
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where

Aq(t) = X34(t) — Kaapz(t)aes(t)(ae()loy
+ aps(1)(L @ 1)) " Es(0), 31)

with k3 and k4 as positive constants. Then, the state and
formation constraints (15) and (17) are satisfied Vt > 0,
if |E3(0)|| < k3 and ET(0)(L ® 1)E3(0) < k.

Proof: Using the fact that (||a|| — [|b])* < ||a — b||?, the
following inequality can be concluded:

Z(lesi(l) — x3;(O — llx34i(2) — x3dj(t)||)2
ije€E
< Z ll23:(2) — x3j(t) — x30i(t) + X305 (D) ||*. (32)
ije€
Then, since x3;(¢) — x3;(t) — x34i(t) + x34j(1) = e3i(t) — e3;(?),
the condition (17) can be replaced with the following one:

E3(1(L @ IEs(t) = D lesi(t) — exi(0)|* < k. (33)
ije€E
The following BLF candidate similar to (23) is chosen:
Lok Ll k%

V3(E3(1)) 21 g —— (t) log 2D’ (34)
where ap3(t) = kiy — EJ(DE3(t) and ae(t) = k% —
ET(1)(L ® L)E3(t). Now, let Ex(t) := Xu(t) — As(t)
where A4(f) is a stabilizing vector parameter. It can be
designed applying the same procedure as in (24) and (25)
to Va(E3(1)) which leads to (31). Moreover, similar to (27),
a Lyapunov function candidate by augmenting a quadratic
function to V3 (E5(2)) is chosen leading to V4(E3(¢), E4(t)) =
V3(E3()) + ET(t)E4(t) Through computation of V4(t) and
by substltutmg the control input (30), it follows that V4(t) =
—k3E] (1)E3(t) — k4E] (1)E4(t) < 0O which proves that (15)
and (17) holds, according to the barrier Lyapunov theory as
presented in II-B, V¢ > O provided ||E3(0)| < kp3 and
E(0)(£ ® )E3(0) < k. O

Similar to Remark 2 it can be shown that a.3(t)loy +
ap3(t)(L®I) is positive definite and accordingly is invertible.

IV. DISTRIBUTED IMPLEMENTATION OF THE PROPOSED
POSITION CONTROL

In this section, Problem 2 is studied and it is shown
how to implement the derived control laws in the previous
section, i.e. (18) and (30), in a distributed way in each agent
communicating with the neighboring ones.

A. DISTRIBUTED ALTITUDE CONTROL

At first, consider the designed control law for the altitude
subsystem, that is Uj(¢) in (18). The i-th element of U;(¢)
is the altitude control law for i-th agent, u1;(¢), which can be
written as:

wii(t) = [Bz(t)]; (@) 21_((?)

Z(em) e1j(t) — kaeai(t) + g). (39)

ae (t)

142921



IEEE Access

N. Sadeghzadeh-Nokhodberiz, N. Meskin: Consensus-Based Distributed Formation Control

where o;(t) is the i-th element of Aj(¢). It is also worth
reminding that B>(f) is diagonal matrix and thus only
[B2(D)];; ! gets involved in uy;(¢) computation. According to
(35), the i-th agent is aware of its own and its neighboring
states, that is e1;(¢), eij(t).j € N; and e(r). However,
an important issue is how to compute «»;(?), ap1(t), and a.1(t)
in a decentralized way. Toward this, it is proposed in this
paper to employ consensus algorithms as introduced in II-A.

1) DISTRIBUTED COMPUTATION OF ap; (t) AND ap; (t)
As previously defined in (23), a1 (t) = k3, — E{ (1)E;(t) and
ae1(t) = kfl — ElT(t)EE1 (t), and information of all agents is
required to compute them. Toward this, as mentioned earlier,
high-pass consensus filter as introduced in II-A is employed
where ElT(t)E 1(¢) and EIF(I)EE 1(¢) should be computed for
ap1(t) and a,1(¢) computation, respectively. At first, consider
that ElT(t)El ) = vazl e%i(t). Using (1), we can compute
¥ ET(DE1 (1) substituting ri(r) = e7,(1) and rj(r) = e7,(¢) with
the corresponding consensus state of g4, (). Then simply,
the output of the consensus system, /;,, () is multiplied by N.
In other words, ap1;(t) = kgl —Nljq,, (¢) which asymptotically
converges to ap(?).

Secondly, to compute ElT(t)CE 1(2), the following equality
is employed:

N
> aijx — x)? = 2" Lx, (36)
ij=1

where x = [x1,...,xy]T is a N x 1 vector. Toward the

goal, each agent computes firstly ri,, (1) = Zje M,(el,-(t) —
elj(t))z, i =1,...,N, and also receives the corresponding
computed rj,,,(¢) from its neighbors and the values are
substituted in (1) with the consensus state of g4, (¢). Again,
clearly, the result of [, (#) should be multiplied by %
In other words, a,1;(t) = kZl — %liael (¢) which asymptotically
converges to de1(t).

2) DISTRIBUTED COMPUTATION OF ay; (t)

The main issue in computation of o;(¢) is how to compute
the i-th element of (a.1(1)ly + ap1 (1)L) " E( (1) according to
(19) as all of the agents’ states (ej;(t),i = 1,...,N) are
getting involved and only neighboring states are available.
For this purpose, each agent computes ape1;(t) := (@e1;(H)Iy+
ap1i()L)~" and put ri(t) = [ape1i(t)ieri(t) and ri(t) =
[aperi()]ije1j(1),j € N; in (1) with the consensus state of
Giay;(t). Finally, the filter output computed /;q,,(f) converges
to ]% Zjvzl [ape11;j(2)e1j(t). Hence, ar2;(¢) can be obtained as:

ai(t) = X1ia(t) — Nkiap1;(t)ae1i(t)lia; (t). 37

Besides, it is also required for each agent i to incorporate
in distributed computation of ap(¢),! = 1,...,N,l # i
through computation of consensus state of gy, (¢) for [ =
1,...,N,l # i with inputs of 7;(t) = [ape1;(t)]je1;(¢) and
ri(t) = lape1i(t)]ie1i(t). In order to clarify the proposed
distributed altitude control algorithm, Table 1 describes the
method in details as a pseudo code.
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TABLE 1. Pseudo code corresponding to distributed computation of ap;,
deq and ay; related to the altitude control.

Fori=1: N
for j € Nj: receive e1;(t), @jay, (1), Tjaer (t)s Tiaes (),
q]‘cle(t),l =1,...,N
Step 1: Compute ap1;(t):
o Consensus filter for computation of %E'lr(t)El (¢):
diay () = 3 @33 (@jan (D =iay, D)+ D ais(el; (O —ei(t),
JEN; JEN;
liay, (1) = iay, () + e%i (t)
o Computation of apq;(t):
ap1i(t) = kl%l = Nliay, (t)
Step 2: Compute ae1;(t):

o Computation of 744, (¢):
Pia (1) = Y (e1i(t) — e15(1))?
JEN;
o Consensus filter for computation of %E{(t)ﬁEl (¢):
Giaer (1) = Y i (Gjagy (D =Giagy )+ D @i (Tjagy () —Tiag, (1)),
JEN; JEN;
liaey (t) = Giaey () + Tia,y ()

o Computation of ae1;(t):

N
ac1i(t) = k2 — 7 liacy (t)

Step 3: Compute a2;(t)

o Compute ape1;(t) = (ac1i(t)In + ap1i(t)L) !

o Consensus filter for computation of % a,(fe’y (t)E1(t) (where
a(%) refers to the i-row of the matrix a)

‘jiam’, (t) = Z Qjj (Qjagi (t) — Qiag; (t))+
JEN;

> aijaperi(®)]ijen (t) — [averi(B)]iieri(t))
JEN;
Licg; (t) = Qiag; (t) + [averiii(t)e1s(t)

« computation of g (t) using (37)
Step 4: Compute u1;(t) using (35).
Step 5: Compute G;a,, (t) forl =1: N, 1 # i

Qiam (t) = Z [2%] (Qjﬂzl (t) — Qiayg; (t))+

JEN;
Z aij([aperi(D)]ije1; (1) — [apers(H)]iieri(t))
JEN;
send €1i(0). i (O Tines (0. iy 0 iy (01 =
1,...,

B. DISTRIBUTED TRANSLATIONAL CONTROL

Now, consider the designed control law for the translational
subsystem, that is U, () in (30). The i-th element of U, () is
the altitude control law for i-th agent, u,;(f), which can be
written as:

(1) = 1y o €30
(1) = [Ba (D) (dai(0) ap3(t)
~ o Z(e3i(t) — e3i(1)) — kaesi(1)),  (38)
JjeN;

where A4(t) = [, (1), ..., afy(®]T. Similar to ui(7), the
main issue in computation of u,;(¢) is distributed calculation
of ap3(t), a.3(t), and o4;(t) as the i-th agent is only aware
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of its own states e3;(t) and e4;(¢) and the neighboring states

e3j(t),j € Ni.

1) DISTRIBUTED COMPUTATION OF ap3(t) AND a3 (t)
Similar to ap1(¢), ap3(¢) can be calculated by computing
E3T (t)E3(t) using the consensus filter of (1). Toward this,
ri(t) = e}}(t)eg,-(t) and the corresponding ones in neighboring
agents, rj(t) = egj(t)e3j(t), j € N;, are computed and are
substituted in (1) with the consensus state of gjq,(¢). The
output of the consensus system, /j,,,(¢) is then multiplied by
N and is used to compute ap3;(t) = k§3 — Nljq,;(t). Moreover,
in order to compute a.3(?), it is required to compute kez3 —
E;r )L ® Ip)E3(t) in a distributed way. Similar to (36),
consider the following equation:

N
> aglyi =yl =2 (L @ Ly, (39)
ij=1

where y = [y?,...,y%]T is a 2N x 1 matrix where

yi = [yir, yiy]T is @ 2 x 1 matrix. Accordingly, each agent
computes riq,, (1) = Zje./\/,- llesi(t) — e3j(t)||2 and receives the
corresponding ones rjq;(¢),j € N; and uses (1) to compute
I%Eg(t)(ﬁ ® Ib)E3(t) with the consensus state of gjs,;(?).
Then, multiplying the consensus system output, /;4 , (¢), by %,
EX(1)(L ® 1,)E3(t) is obtained and simply a.3;(t) = kez —
7 lia,3(t) is computed which asymptotically converges to
ae3(1).

2) DISTRIBUTED COMPUTATION OF ay;(t)

According to (31), to compute the 2 x 1 vector of
a4;(t), it is required to compute (2i — 1)-th and (2i)-
th elements of ap3(t) = (a3()loy + ap3()(L ®
I,))"'E3(r). Toward this, each agent separately com-
putes ape3i(t) = (ae3i(Hloy + apsi(t)(L ® 1))~ and

replaces (1) = apa P (eyi() and ri(r) =
afe’;:21’2171:21)(063]0),i € MN; in (1) with consensus state
Of Giay (). Finally, the computed 3 >, T

(t)esj(1) is clearly multiplied by N which gives a; as follows:
a4i(t) = X3iq(t) — Nk3ap3i(t)ae3i(t)lia,, (1) (40

The pseudo code of Table 1 can be easily extended for this
procedure.

V. ATTITUDE CONTROL

In this section, we are going to solve Problem 3 in which
the proposed attitude control is presented for each agent.
Toward this, using u,;(¢) = [uy(t), u,i(H)]T in (38), the desired
trajectory of ¢;z(¢) and 6;4(¢) can be generated as follows
according to (11):

Sin(@ig (1)) = uyi(t) sin(ri(£)) — wyi(£) cos(Pi(1)),
(1) si (1 (1) si i(t
Sin6i(1)) = Ui (1) sin(¥r; (1)) + uy;i(2) sin(yfr;( )))’ @1
cos(¢i(1)
and 4 () can be freely chosen. It is worth mentioning that
similar to [26], BLFs are employed to control the attitude
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subsystem. However, the main and most important difference
is that in [26], the equation (7), representing the relationship
between angular velocities in the body and inertial frames has
not been considered. Therefore, the system structure for the
attitude control is more complicated and realistic in this paper.
Toward this goal, (6) and (7) are firstly rewritten as follows:

x5i(t) = gi(xsi(t))xei(t),
X6i(t) = fi(x6i(1)) + Beiui(t), 42)

where x5,(t) = [¢i(t), 0;(t), Yi(OIT, x6i(t) = [pi(t), qi(2),
ri(1T,

1 sin(¢i(t)) tan(6;(r))  cos(¢;) tan(8;())
gilxsi(t) = |0 cos(0;(1)) — sin(¢;())
0 sin(@i (1)) cos(¢i(t))
cos 6;(t) cos 6;(t)

a1iqi@®)ri(t) — a2i€2i(¢)qi(t)
azipi®)ri(t) + a4i 2 (Opi(?) | |
asipi()qi(t)

Bei = diag(by, | = 1,2,3), and u;(t) = [u2i(), uzi(?),
uai(O]F. As presented in Section II-B, the desired trajectory
vector x5 (1) = [¢ia(t), Oia (1), w,-d(t)]T is firstly defined and
the goal is ||e5;(¢)|| < kps; Where e5i(t) := x5;(t) — x5i4(t) and
kps; is a positive constant. Moreover, eg;(t) := x¢i(t) — Agi(t).
Now, the following BLF candidate is selected as presented
in (5):

filxei(1)) =

2

Vsesit) = Slog 05— (43
T2 K — el esi(o)

Therefore:

101 (x5i(0) Cei(t) + ai(1) = ksia (1))
apsi(t)

where aps;(t) = ||kpsil|> —eX(t)esi(t). Thus, Aei(?) is designed

as follows:

-1
AcD) = (8i(wsi0))  (isiu®) — ksiapsi(lesi(0),  @5)
where ks; is a positive constant scalar. This selection gives:
(1)gi(xsi(1)) ei(t)
apsi(1)
where the first term should be canceled out in the next

step. Now, a quadratic Lyapunov function is augmented to
Vsi(esi(t)) to cancel the additional term as follows:

Vsi(1) =

., (44)

- egi T
Vsi(t) = — ksjes;(t)esi(t), (46)

Vei(esi(?), eci(t)) = Vsi(esi(t)) + %egi(l Jeei(t). 47
This selection gives:
Veilt) = Vsi(t) + egi(t)éei(r)
= Vsi(t) + egi(D(fi(x6i (D) + Boiui(t) — Agi(1). (48)
Therefore, u;(¢) is designed as follows:

t) = B (= fitre) + Ay — £

— keieci(1)), (49)
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FIGURE 5. 3D controlled versus desired trajectories of the agents
corresponding to the centralized case in the first scenario.

where kg; is a positive constant scalar. Therefore, Vsl-(t) =
—ksied (Desi(t) — keieg;(1)egi(t) < 0 and it can be concluded
that ||es; ()]l < kpsi, YVt > 0, if [le5;(0)]] < kps;.

In order to clarify the proposed method, Figure 3 depicts
the general framework of the proposed method for the i-th
agent where dashed lines are related to data that should be
sent to or received by the neighboring agents and solid lines
are the internal signals where the blue ones are related to the
desired signals, the green ones are the control signals and the
red ones are the states measurements from the quadcopters.

VI. SIMULATION RESULTS
In this section, the efficiency of the proposed controllers
(both centralized and distributed) is demonstrated through
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Matlab-Simulink simulation. Three interconnected quad-
copters are considered where the interconnection of the
agents are depicted in Figure 4.

The physical parameters of the quadcopters are assumed
as Ly = 1.152 x 10~2kgm?, I,,; = 1.152 x 10~ %kgm?,
I = 2.18 x 10~ %kgm?, I,; = 5.2 x 10~ kgm?, [; = 0.28m,
m; = 1.47kg.

Two different scenarios are considered to evaluate the
proposed method. In the first one, helical paths in which
the agents form a line is considered in which the reference
trajectories for quadcopters are formulated as follows:

Xxq1(t) = 4sin(0.5¢), y41(¢) = 4 cos(0.51),
z41 = —0.1¢ + 0.5, Y41 = 0.1rad,

Xq2(t) = 4sin(0.5¢), y42(¢) = 4 cos(0.51),
zg2 = —0.1t + 1, ¥4o = 0.1rad,

xq3(t) = 4sin(0.5¢), y43(¢) = 4 cos(0.51),
zq3 = —0.1¢, Y43 = 0.1rad.

(50)
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FIGURE 7. 3D formation tracking control and formation shape
corresponding to the centralized case in the first scenario.
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FIGURE 8. Controlled versus desired Euler angles corresponding to the
centralized case in the first scenario.

In the second scenario, the quadcopters track the S-shape
paths in a triangle formation shape. The reference trajectories
are formulated in the following:

xq1(t) = 0.1¢, y41(t) = 4 cos(0.5¢),
zq1 = 0.1¢, Y41 = 0.1rad,
Xq2(t) = 0.1 + 0.5, y42(¢) = 4 cos(0.51),
zg2 = 0.1t + 1, Y42 = 0.1rad,
xqg3(t) = 0.1t + 1, y43(t) = 4 cos(0.51),
zq3 = 0.1t, Y43 = 0.1rad. 51)

A. FIRST SCENARIO

In this subsection, the first scenario is simulated and both
of the centralized and decentralized approaches are evalu-
ated from different aspects in details. Besides, comparison
study with the method of [20] is provided. The initial
conditions are considered as X;(0) = [0.25,0.5, O.OS]T,
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FIGURE 9. Control inputs corresponding to the centralized case in the
first scenario.
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FIGURE 10. 3D controlled versus desired trajectories of the agents for
0 to 30 sec corresponding to the decentralized case in the first scenario.

X,(0) = [0.081,0.081,0.0811T, X3(0) = [0,3.5,0,3.5,
0,3.51%, X4(0) = [1.5,0,1.5,0,1.5,01%, x5;(0) = [0, 0,
0.081T and x¢;(0) = [0, 0,017, i = 1,2, 3.

1) CENTRALIZED FORMATION CONTROL

Firstly, the results for the centralized controller is presented.
In this case, the parameters are selected as: k51 = 1m,
ko1 = 0.43m, kpz = 1.12m, k.3 = 0.14m and kp5 = 0.17rad.
Besides, ki = kp = k3 = ks = 1 and ks; = k¢; = 1,
i=1,2,3.

Figure 5 depicts the 3D controlled (real) versus the desired
trajectories of the agents. It is obvious from the figure that
the method is successful to track the desired paths. Trajectory
following errors tends to zero in a short time as depicted
in Figure 6. In Figure 7 the result of formation tracking
control and the formation shape of the agents are depicted.
The controlled and desired Euler angles are also depicted
in Figure 8 which also shows the accuracy of the method
in controlling the Euler angles. Figure 9 shows the input
signals. It is obvious that uy;, i = 1,2, 3 is less than 15N
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FIGURE 11. Position errors of the agents for 0 to 100 sec corresponding
to the decentralized case in the first scenario.
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FIGURE 12. Position errors of the agents for 0 to 1000 sec corresponding
to the decentralized case in the first scenario.

after transient time and uy;, u3;, ua;, i = 1, 2, 3 converges to
ON.m.

2) DECENTRALIZED FORMATION CONTROL

Now, the results for the proposed decentralized controller is
presented. In this case, the parameters are selected as: kp; =
IOm, kel = O.42m, kbg = 12m, ke3 = 0.14m and ka =
0.17rad. Besides, ky = 1075 k, = 50, k3 = 2.2 x 107,
ks =1land ks; = ks; = 10,i =1, 2, 3.

Figure 10 depicts 3D controlled versus desired trajectories
of the agents for the first 30sec. However, according to
Figure 11, the z axis errors do not converges to zero.
However, as it can be seen in Figure 12 the errors converges
asymptotically to zero as time grows to 1000sec. It is due
to the asymptotic behavior of the consensus algorithms.
The behavior of agent 2 is different from two other ones
as it is connected to two other agents at same time and
this causes the errors converges to zero significantly faster.
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FIGURE 14. 3D formation tracking control and formation shape of the
agents corresponding to the decentralized case in the first scenario.

Figure 13 depicts the 3D controlled versus desired trajectories
of the agents for the times between 970sec and 1000sec
which shows a more precise tracking. Moreover, the result of
formation tracking control of the agents for 30sec is depicted
in Figure 14. The controlled and desired Euler angles are
also depicted in Figure 15 for the first 100 sec which shows
a precise tracking of the Euler angles. Figure 16 shows
the input signals also for the first 100sec. It is obvious
that like the centralized case in the decentralized one also
uy;, i = 1,2,3 remains less than 15N after transient time
and uy;, uzj, usi, i = 1,2, 3 converges to ON.m. Figure 17
depicts distances between the agents. Although it has not been
proved that the proposed controller is collision free, this can
be investigated through simulation as depicted in Figure 17.

3) COMPARISON STUDY

In this section, the proposed method of this paper is compared
with the one presented in [20] where the finite-time formation
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TABLE 2. The numerical comparison of our proposed method (centralized
and decentralized ones) with the method of [20].

RMSE Torque Thrust Steady Settling
(posi- (N.m) force state time
tion)(m) (N) error 5% (sec)
(posi-
tion) (m)
Our pro- | 0.0273 0.0264 14.564 0.0218 1.92
posed
method
(central-
ized)
Our pro- | 0.0357 0.0132 14.565 0.0206 3854
posed (asymp-
method totic
(decen- conver-
tralized) gence)
Method 0.0489 0.0463 14.558 0.0203 5.77
of [20]
o 0z
| controlled =
0.2 0
0 50 100 0 50 100 0 50 100
sec sec sec
1 0.1
= < < 02
£os : oo H
E z = 0.15
AAAMAAL y
0 50 100 0 50 100 50 100
sec sec sec
0 MANNNANN .
0 50 100 50 100

sec

FIGURE 15. Controlled versus desired euler angles for 0 to 100 sec
corresponding to the decentralized case in the first scenario.

17 0.1
16 ] —
E w3l
z 15 Eoos —_—
14
1 P —
50 100 0 50 100
sec sec
17 0.1
16 [ ——uz] p—
Uz
z 15 Eoos —un
14
13 [1] S -
50 100 0 50 100
sec sec
17 0.1
. —
Uz
=15 Soos i
14
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FIGURE 16. Control inputs for 0 to 100sec corresponding to the
decentralized case in the first scenario.

tracking control is proposed in a leader-follower structure.
In this paper, a special structure is considered for the topology
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FIGURE 17. Distances between the agents corresponding to the
decentralized case in the first scenario.
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FIGURE 18. 3D controlled trajectories of the agents and the leader
corresponding to the method of [20] in the first scenario.

of the agents and the leader in which it is assumed that the
position of the leader should be in the average of the positions
of the agents. Accordingly, we consider agent 1 as the leader
to simulate the proposed method of [20]. Physical parameters
(moments of inertia, weights and /;), initial values and desired
trajectories are considered similar to our paper. Figure 18
depicts 3D controlled trajectories of agent 2 and agent 3 and
the leader (agent 1 in our method). The errors are shown in
Figure 19. It can be concluded from Figure 18 and Figure 19
that the method is successful in the formation tracking
control in finite-time. However, comparing Figure 19 with
Figure 11, it is obvious that although the convergence speed
in the method of [20] is less than our proposed decentralized
method (and not the centralized one), in its transient time,
it suffers from severe under and overshoots which is not
appropriate. Similarly, according to Figure 20, apart from its
transient response the method of [20] is successful in tracking
of the Euler angles. However, it can be seen from Figure 21
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FIGURE 19. Position errors of the agents corresponding to the method of
[20] in the first scenario.
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FIGURE 20. Controlled versus desired euler angles corresponding to the
method of [20] in the first scenario.

that the higher level of torques are required to control the
Euler angles rather than our proposed method (see Figure 16).

In order to provide a numerical comparison, Table 2
presents average of agents’ root mean square errors (RMSE)
and steady state errors in position, torques and thrust forces
as well as the settling times for our proposed methods
(centralized and decentralized) and the method of [20].
It is obvious from Table 2 that all of the methods are
successful in the formation tracking control in the steady
state according to their almost similar steady state errors.
However, for our decentralized approach due the employment
of asymptotically convergent consensus filters the settling
time is significantly increased (as expected) while our
proposed centralized method is significantly fast even almost
3 times faster the finite-time control method of [20]. The
RMSE is the highest in the method of [20] due to large
under and overshoots in its transient time and it is the
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FIGURE 21. Control inputs corresponding to the method of [20] in the
first scenario.
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FIGURE 22. 3D controlled versus desired trajectories of the agents
corresponding to the centralized case in the second scenario.

lowest in our centralized method. Although, the RMSE in
our decentralized approach is smaller than the method of
[20], it is bigger than the centralized one due to its slow
convergence time. From the control effort perspective, our
proposed decentralized method has better performance as it
requires less torque for the attitude control.

B. SECOND SCENARIO
In this subsection, the second scenario is simulated and
both of the centralized and decentralized approaches
are evaluated. The initial conditions are considered as
X1(0) = [—0.1,0.6,0.11T, X»(0) = [0.081,0.081, 0.081]T,
X3(0) = [-0.1,3.5,0.3,3.5,0.8,3.5]T, X4(0) = [0.08,0
,0.08,0,0.08, 01T, x5,(0) = [0,0,0.08]T and x(0) =
[0,0,01T,i=1,2,3.

The 3D controlled versus the desired trajectories of the
agents for both centralized and decentralized methods are
depicted in Figure 22 and Figure 24, respectively, and the
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FIGURE 23. 3D formation tracking control and formation shape
corresponding to the centralized case in the second scenario.
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FIGURE 24. 3D controlled versus desired trajectories of the agents
corresponding to the decentralized case in the second scenario.
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FIGURE 25. 3D formation tracking control and formation shape of the
agents corresponding to the decentralized case in the second scenario.

3D formation tracking controls and formation shapes for
both centralized and decentralized methods are depicted in
Figure 23 and Figure 25, respectively.

VOLUME 11, 2023

VIi. CONCLUSION

The problem of formation tracking control in multi-quadcopter
systems was studied in this paper. Toward this, firstly
the problem was solved for a centralized case in which
predefined accuracies in the trajectory tracking and formation
control were satisfied through definition of logarithmic
BLFs in a backstepping structure. Due to the under-actuated
nature of the quadcopter system, at first, a centralized
formation control was designed for the altitude subsystem
and then through definition of virtual inputs, a centralized
controller was designed translational subsystem. Then, the
centralized controllers were implemented in a decentralized
way using high pass consensus filters. Each agent, then
employed the virtual inputs to generate the desired roll
and pitch trajectories were the attitude control system to
track the desired trajectories with a predefined accuracy
were designed using logarithmic BLFs in a backstepping
structure. Finally, the efficiency of the proposed method
were demonstrated through simulation for both centralized
and decentralized cases for two different spiral and S-shape
scenario with line and triangle formation shpes, respectively.
As expected, it was shown in the simulation that the results
of the decentralized approach asymptotically converges to
the centralized one due to the use of asymptotic convergent
consensus filters. The proposed methods of this paper (both
centralized and decentralized ones) were compared with the
proposed method of [20] from different aspects of formation
tracking precision both in transient and steady state times as
well as control effort aspect.

Although it was shown in the simulation that the proposed
method is collision free, the extension of the work to the col-
lision free one with mathematical proofs is suggested as the
future work. It is also proposed to extend the work to case in
which the agents’ controllers are derived in a distributed way
at the beginning to omit the embedded consensus filters and
make the method faster with less computational complexities.
The proposed method can also be extended in several ways of
multi-quadcopter systems with directional graph topology or
for the systems in the presence of communication constraints
such as protocol based or event triggered ones.
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