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ABSTRACT Unmanned Aerial Vehicles (UAVs), sometimes known as drones, evolved from military to
civilian applications, opening up novel perspectives in a variety of everyday services. The rapidly growing
consumer interest in amateur drones equipped with high-end cameras compromises the everyday safety and
privacy of people. In the literature, a variety of sensing techniques based on different physical phenomena
have been proposed for drone detection. Among acoustic, optical, or radar detection systems, passive
radiofrequency sensing is the only one that can identify a drone even before it takes off and additionally
indicate the operator’s location. A spectrogram-based method is developed and optimised in terms of
computing location, resulting in the possibility of sensor grid deployment over a standard Ethernet network.
The detection phase involves hardware-accelerated energy sensing to extract the data frames from the
background noise. Drone presence is then identified usingmachine learning based solely on preamble pattern
recognition, which reduces the computational effort. The presented procedure is evaluated in an isolated
setting employing an open-source dataset and tuned across multiple neural network architectures. Next, the
complete sensor processing chain is examined in a real-life scenario. The analytical energy detector stage
reaches a margin of roughly−8.7 dB in the signal-to-noise (SNR) ratio.With 1.1M parameters, the proposed
neural network achieves 99.93% simulation accuracy in up to −9.5 dB SNR range. Even after quantization
for embedded platform implementation, the device can be used as a stand-alone early intrusion detector or
as part of a distributed sensor grid.

INDEX TERMS Convolutional neural network, drones, field programmable gate array, software defined
radio, spectrogram, surveillance, unmanned aerial vehicles.

I. INTRODUCTION
The history of UnmannedAerial Vehicles (UAVs), commonly
referred to as drones, reveals that while the initial interest
in the technology was purely military, a variety of civilian
applications have emerged. Since the Federal Aviation
Administration (FAA) of the United States granted the
first commercial licence in 2006, global public awareness
of drone technology has progressively expanded. Despite
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the significant economic implications of COVID-19, the
commercial drone sector has grown steadily over the past two
years and is expected to reach USD 54.81 billion by 2030
[1]. Furthermore, according to the most recent FAA report
[2], the number of recreational drones in the United States
is predicted to peak at roughly 1.82 million units by 2027,
achieving a total annual growth rate of 1.6%.

The unique attributes of UAV operations provide new
potential in various domains, including agriculture, inspec-
tion, package delivery, and mining. However, the increasing
demand for aerial services and the growing number of
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amateur drones in the airspace directly endanger people’s
safety and privacy. Because the majority of common con-
sumer models include high-quality cameras with real-time
video transmission capabilities, they may be used for harass-
ment or stalking. In addition to everyday minor incidents,
extremely hazardous events like drone intrusions into nuclear
power plants, airport operations holdups, drug trafficking,
and weapon smuggling are becoming increasingly frequent.
Over the past two years, reports of UAV sightings from pilots,
residents, and law enforcement have expanded rapidly, and
the FAA currently receives more than 100 notifications each
month [3]. The preceding examples highlight the significance
of developing drone surveillance systems to operate in both
highly specialised and widely applicable general scenarios.

Numerous sensing strategies based on various physi-
cal phenomena have been presented in the literature for
drone detection. The researchers utilise electromagnetic [4],
acoustic [5], video [6], and radar [7] data for algorithm
development. Each of these techniques has drawbacks, and
as a result, several systems with heterogeneous sensors and
data fusion methods are demonstrated to satisfy practical
requirements [8].

Based on the drone propeller sound distinction, the acous-
tic method is affected by noisy environments in metropolitan
areas, which significantly reduces the sensing range. Fur-
thermore, wind direction and temperature might affect the
sensor’s useful area even further. The acoustic approach is
purely passive, thus it does not require any additional licences
and basic detection tasks can be performed with easily
accessible low-cost equipment even at embedded devices
[9]. While sensor range can be extended with sophisticated
microphone arrays [10], this method provides relatively
limited coverage in comparison to other techniques and is
ineffective when it comes to gliding drones. Also, acoustic
sensors can recognise a swarm, but they could have trouble
identifying specific drones inside it.

To accurately identify drones using video in low-light con-
ditions, high-resolution cameras and high-quality optics are
needed, which have a significant financial impact. To achieve
a detection range of around one kilometre with a high optical
zoom, it is necessary to move the camera continuously to
monitor the surroundings [11]. However, when an object is
spotted, a video feed enables accurate tracking and location
of the intrusion. Advanced Deep Learning (DL) techniques
have demonstrated strong performance in object detection
lately, however, the majority of current approaches struggle
to achieve a good balance between detection performance and
model size. Despite a lot of effort being made in the area of
optimisation in [12], the network’s inference time still falls
short of the standards for real-time performance. In summary,
this technique is also passive, sensitive to weather conditions
such as fog or rain, and faces the standard challenge of
occlusion handling in object detection.Moreover, one camera
can only follow one drone at a time, making swarm incursions
hard to manage.

The radar technique, based on the detection of elec-
tromagnetic backscattering, is the most sophisticated and
expensive option, yet to cover great distances, an active
beam is needed. It requires additional frequency licences,
and system deployment near an airport may be constrained.
Apart from that, radar can detect and track multiple objects
in the protected area, regardless of weather conditions. It is
also possible to use the micro-Doppler shifts in radar echoes
generated by rotating blades to distinguish between the drone
object and the bird [13]. Although the passive radar concept is
feasible [14], ever smaller drone sizes, low altitude operation,
low flying speed, and the urban environment highly reduce
this detector’s accuracy.

Passive Radio Frequency (RF) sensing, based on the
assumption that the drone is communicating wirelessly
with the controller, is, in the authors’ opinion, one of
the most effective approaches to civilian surveillance. This
technique requires no licences and can detect multiple
objects regardless of weather conditions and daytime. With
a simple antenna, the omnidirectional detection range could
reach over one kilometre, while with a more sophisticated
antenna set, it can be extended even over ten kilometres.
In comparison to acoustic and visual, the equipment required
to accomplish real-time wideband frequency monitoring is
more complicated and requires more computational power.
The unique feature of the RF approach is the possibility of
identifying a drone startup procedure, even before it takes off
and indicating the operator’s location. This technique is only
ineffective against autonomous drones that do not transmit
telemetry or video data and operate on a pre-programmed
route. This scenario is more common in military operations
than in regular life.

The current article introduces a novel three-stage approach
to passive RF drone detection based on a distributed sensor
grid concept. The first stage refers to signal acquisition
and hardware-accelerated time-frequency-domain transform
calculation in a Software Defined Radio (SDR) device.
Following that, we propose drone presence identification
onboard an embedded computer as part of a remote sensor.
Finally, drone model recognition can be performed in the data
fusion centre. The first stage is characterised by the author’s
previous works that deal with expanding the real-time
bandwidth of a low-cost SDR device [15] and increasing the
broadband scan speed [16]. The current study focuses on the
implementation of the drone presence identification method
and serves as an opportunity to present the whole system
idea. The algorithm is tuned in a laboratory environment with
an augmented open-source dataset across multiple machine
learning models that are evaluated in terms of performance
and computational complexity. Additionally, a real-world
dataset that the authors explicitly prepared for this study
is used to assess the effectiveness of the entire remote
processing chain. The provided system architecture allows for
the development of a scalable distributed detection network
that can be customised to various scenarios, which, together
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with fusion centre drone model recognition, will be the
subject of future study.

The structure of this paper is organised as follows: the
systemmodel, including the problem statement, is introduced
in Section II, and the related work is discussed in Section III.
The detection algorithm and implementation details are
presented in Section IV. Finally, an experimental setup with
test results is provided in Section V, whereas conclusions and
ideas for future development are outlined in Section VI.

II. SYSTEM MODEL
The majority of commercially available drones transmit RF
signals using unlicensed Industrial, Scientific, and Medical
(ISM) frequency ranges. The 2.4 GHz and 5.8 GHz bands
are used for flight control communication with the Ground
Control Station (GCS), as well as to broadcast live video
and transfer telemetry data. Even autonomously operating
models require an active radio connection to send telemetry
and real-time video streams. Monitoring over-the-air trans-
missions, in conjunction with advanced processing, can be
applied to develop a drone surveillance system. Although
the effectiveness of this technique can degrade due to signal
coexistence with WiFi, Bluetooth, or ZigBee broadcasts,
it has the indisputable benefit of being licence-free and
independent of ambient environmental conditions.

Certain simple drone variants rely on WiFi control
channels and may be operated entirely with a smartphone
application. We typically deal with smaller objects, whose
operational distance is limited by the power of amobile phone
radio module in this situation. Using more advanced drone
models with larger payload capacities may result in more
hazardous scenarios. Those high-end versions employ pro-
prietary communication protocols, and a specialised external
device is required for control in order to provide a greater
effective flight range. Although the specifics of these trans-
missions are not part of any standard, heuristic observations
suggest that Frequency Hopping Spread Spectrum (FHSS),
Direct Sequence Spread Spectrum (DSSS) and Orthogonal
Frequency Division Multiplexing (OFDM) techniques are
often applied. For spectrum sensing in situations where little
or no prior information exists, a blind signal detection scheme
has to be implemented. The high-frequency oscilloscope
[17], spectrum analyzer [18], or SDR [19] are possible
base devices for the RF capture instrument. Despite the
fact that both the oscilloscope and the spectrum analyzer
provide excellent precision, they are better suited for work
in laboratory environments due to their high cost, size, and
power consumption. Considering the aforementioned, the
SDR platform is the foundation for the proposed system.

A fundamental challenge for the RF detection process
is the large concentration of physical obstacles affecting
radio propagation mechanisms and the high density of
wireless operating devices in urban or industrial areas.
Establishing electromagnetic situation awareness by employ-
ing a distributed spectrum monitoring system can offer
greater area coverage than a single sensor unit in this case

FIGURE 1. Concept of a distributed detection system based on an
example allocation of nine sensors for the protection of an industrial
facility. The arrangement of the sensors can be selected so that the
detection areas overlap. Intrusion detection allows coarse localisation to
take place immediately.

[20]. A powerful data fusion centre that can analyse both
ambiguous and fragmented input data might be part of the
infrastructure, in addition to a potentially unlimited number
of simpler sensing elements [21]. Furthermore, the possibility
of a more flexible zone coverage configuration will be
advantageous if external high-power transmitters affecting
the sensor’s dynamic range are present within the detection
range. The cost of each individual nodemust be kept as low as
possible for such a notion to be practical, hence, the purpose
of this research is to develop a method based on low-cost
SDR and commercially available components. This concept
is illustrated in Fig. 1.

III. RELATED WORK
This section is focused on a brief overview of RF-based
drone detection approaches, whereas a more detailed survey
of all existing techniques can be found in [22]. The methods
of interest may be divided into two categories, depending
on how the information is acquired. Firstly, WiFi signal
interception is driven by Media Access Control (MAC)
layer statistical metrics analysis. When a manufacturer’s
MAC address range is available, packet sniffing can be
used to collect more precise data for further drone type
classification [23]. Received signal strength (RSS) statistics
from a commercially available WiFi device can also be used
to detect intrusions in domestic scenarios [24]. Despite the
reliability and variety of commercial receivers, the strategy is
still beyond the scope of this study due to the modest market
share of drones that feature WiFi control and the restricted
operational range compared to proprietary protocol-driven
variants. Therefore, this work is focused on the principle of
spectrum sensing, which relies on raw radio signal analysis
and the development of sophisticated detection algorithms.

The physical-layer traffic analysis, focused directly on
corresponding In-Phase and Quadrature components (IQ)
signal samples, is presented in [25]. To extract radio packets,
Power Spectral Entropy (PSE) and a hysteresis threshold-
ing approach are combined in the paper. Following that,
a Physical-Layer Protocol Statistical Fingerprint (PLPSF)
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is calculated for classification based on temporal features
such as packet length and inter-packet duration. Although
the method provides scale permanence, frequency invariance,
and a high detection rate even at a low signal-to-noise ratio
(SNR), the 100 ms signal segments have to be captured for
analysis. The technique is highly effective at distinguishing
between drone models from various vendors, though some
misclassifications occur because of WiFi traffic’s significant
unpredictability and user-dependent nature.

As features for classification, [17] employs a variety
of Machine Learning (ML) methods in conjunction with
time-domain statistical characteristics such as slope, kurtosis,
skewness, shape factor, and variance. However, due to the
heavy exploitation of unlicensed spectrum, time-domain
approaches have limited performance. Signal transformation
into the frequency-domain reduces out-of-band interference
and can increase classification accuracy. frequency-domain
features are extracted and used to assess six different ML
techniques in [26]. Both domain strategies are analysed in
[27]. Moreover, a procedure that employs a merged training
set of data at various noise levels has been proven to be
successful for drone classification even at SNRs not explicitly
included in the model training phase. Despite the fact that
only a 250 µs time segment is required for processing,
the proposed algorithm’s multistage architecture makes it
challenging to characterise in terms of computational cost and
final detection latency.

To enhance the detection and classification performance
of drone monitoring algorithms, multiple DL models have
recently been studied and compared. The predefined net-
works analysed in [28] reveal that MobileNet V2 is able
to outperform SqueezeNet and ResNet in terms of accuracy
at the expense of computational complexity. Three custom
networks from [29], [30], and [31] are evaluated in [32] on
the same dataset against a novel model that is presented and
extensively optimised. Although the proposed approach is
based on time-domain 250 µs signal segments with minor
input signal processing, it has the potential to achieve high
accuracy and be used in portable real-time systems while
having a relatively low level of complexity. In contrast,
to increase accuracy in low SNR conditions, special prepro-
cessing techniques are applied to the time-frequency signal
representation in [33] prior to utilising DL. The method’s
findings imply that distinguishing using the spectrogram is
more accurate, however, the classification of multiple drone
controller signals remains challenging.

A two-stage strategy for noise-resilient detection based on
spectral entropy and Convolutional Neural Network (CNN)
classification is presented in [34]. At first, the coarse Fast
Fourier Transform (FFT) is performed to monitor the radio
spectrum. When the possible UAV presence is detected by
entropy drop, a higher-resolution time-frequency transform
is recalculated on the same data segment and passed to
classification. A verification made on a publicly available
dataset demonstrates improved classification accuracy at an
SNR of −10 dB when time is prioritised over frequency

resolution during the execution of a transform. Furthermore,
in [19], a two-stage technique with a combined detection
and classification framework is compared in a variety of
scenarios. The two-stage approach employs Goodness of Fit
(GoF) sensing for detection and the Deep Residual Neural
Network (DRNN) for classification. Despite the fact that the
single-step strategy based on the presented You Only Look
Once (YOLO-lite) framework is faster, both strategies yield
satisfactory detection and classification results. According to
the authors, it is difficult to extract signal features essential
for further jamming implementation when applying the dual
procedure. Understanding the relevance of this issue, we shall
also investigate this conclusion further in this study.

Implementing an early warning system for UAV intrusion
based on commercially available components is an interesting
and practical solution presented in [35]. The results show
that a classifier could be effectively implemented on the
Raspberry Pi and BladeRF-SDR, hardware that does not
require extensive financial outlays. The processing times of
the captured 80ms data segment range from 15 to 28 seconds.
While the overall system accuracy is satisfactory, the authors
concluded that the low-cost computer would be more suitable
to operate as a repeater of the raw SDR data for solutions
requiring a fast response. The concept of a central control
unit with enhanced processing capabilities is also discussed
in this study, and the challenge of transferring unprocessed
SDR data across a Local Area Network (LAN) is described
in greater detail in the following section.

IV. PROPOSED SOLUTION
This section describes the architecture of the proposed
two-step procedure for a drone RF monitoring solution in
terms of where the computations are physically performed.
Aside from the algorithm itself, one of the key concepts
of this research is to preprocess data locally inside remote
sensors to reduce the amount of information transmitted to
the central classification unit. The first phase of the proposed
framework, which is based on frequency-domain operations,
is to capture the signal and create the real-time spectrogram
inside the SDR platform with hardware acceleration. The
USB input is then analysed by a portable computer, which
performs signal detection to distinguish the relevant data from
the noise. The transfer of the truncated spectrum fragment to
the central unit is initiated only after a successful detection
in the previous phase, thus reducing the LAN traffic. Fig. 2
reveals the spectrogram of drone control and video signals
captured in an isolated laboratory environment where no
other transmission occurs. In this example, it can be observed
that the signal of interest occupies under 8% of the analysed
spectrum. Assuming 24-bit IQ standard SDR precision and
83 MHz sampling mandatory for ISM 2.4 GHz imaging, raw
time-domain data transmission requires around a 1992 Mbps
transfer rate. Since the majority of embedded computers
feature 1000 Mbps LAN ports, transfer minimisation is a
key challenge to the deployment of a distributed sensor grid.
In addition, while the presence of a drone in the protected
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FIGURE 2. Spectrogram of drone signals captured in an isolated
laboratory environment in 2.4 GHz ISM band. The fixed-frequency
wideband signal belongs to the video transmission and the
variable-frequency narrowband one is the control channel. The relevant
information is contained in 8% of the analysed spectrum.

FIGURE 3. Elements of the detection and identification chain. The main
components, such as the antenna, the SDR, the embedded computer, and
the fusion centre, are shown with data the product of each section’s
processing: (a) spectrogram, (b) signal detection and drone presence
identification, (c) further drone model classification. While the drone is
not observed the LAN transfer rate from the multisensor grid is negligible.

zone is an abnormal situation, maintaining a constant network
load at a high level is unacceptable. Fig. 3 shows a flowchart
of the process in more detail.

A. SDR SPECTROGRAM
The standard off-the-shelf SDR delivers the raw time-domain
IQ [36] samples without performing any sophisticated signal
processing. While most high-end SDRs use 10 Gigabit
Ethernet [37], mid-range ones often employ direct USB
3 connection [38]. As mentioned before, capturing a contin-
uous frequency range from 2.400 GHz to 2.483 GHz in the
form of dual 12-bit digital samples generates around a 2 Gbps
stream. This is a substantial amount of data for the embedded
computer to analyse in real-time. Furthermore, executing
the frequency-domain transform is merely the initial step of
a more comprehensive signal processing procedure. Thus,
we first implemented a hardware spectrogram accelerator
in [15] as a firmware enhancement for a sensor with full
83 MHz bandwidth coverage based on a low-cost SDR. The
spectral estimator is obtained by separating a constant input
data stream into segments with 50% overlap and computing
the Fourier Transform on every segment.

To provide a theoretical basis, suppose the received signal
is represented in discrete-time notation as:

x[n] = s[n] + z[n], (1)

where s[n] is signal of interest and z[n] stands for noise.
The discrete-time form of the short-time Fourier Transform
(STFT) can be expressed as:

STFT ≡ X (m, ω) =

∞∑
n=−∞

x[n]w[n− m]e−jωn, (2)

where x[n] represents the sampled received signal,w[n] states
for the window function, n indicates the sample number, and
m is the position of the analysis window. The spectrogram
representation of the function’s power spectral density (PSD)
is given by the squared magnitude of the STFT as:

spectrogram ≡ |X (m, ω)|2. (3)

The characteristic of the window shape is selected to
precisely measure the processed signal’s duration in order
to identify transients such as the start or end of a frame.
According to [39], manywindow functions attenuate valuable
information around the sample frame’s boundaries. When
applying a window type other than a uniform one, the overall
signal power is reduced as a result of the time-domain
tapering. Themagnitudes in the frequency-domain after using
the Fourier transform are no longer equal to their true values.
This is explained by Parseval’s Theorem [40] about energy
preservation across time and frequency domains:

N−1∑
n=0

|x[n]|2 =
1
N

N−1∑
k=0

|X [k]|2 , (4)

where x[n] is signal and X [k] represents its Discrete Fourier
Transform (DFT). The reduction in the magnitude of the
spectral components is defined as Coherent Power Gain
(CPG) [41] and for a window w[n] of length L is given by:

CPG (dB) = 20 log10
1
L

L−1∑
n=0

w[n]. (5)

For a uniform window expressed as:

w[n] =

{
1 for 0 ≤ n ≤ L − 1,
0 otherwise,

(6)

the CPG parameter is equal to unity or 0 dB, while for other
windows is actually a loss.

Apart from its low complexity, ideal for hardware accel-
eration, a uniform window is applied in SDR firmware to
enhance the accuracy of time event detection and energy
conservation in exchange for some spectrogram distortions.
As a result of the pipeline processing within the Field
Programmable Gate Array (FPGA) onboard SDR, the
spectral estimator is delivered for further analysis in real-time
with a latency equal to twice the window length.

VOLUME 11, 2023 138763



P. Flak, R. Czyba: RF Drone Detection System Based on a Distributed Sensor Grid

FIGURE 4. Components of the proposed signal processing chain for
wideband spectrum sensing and ROI extraction.

B. PORTABLE COMPUTER SPECTRUM SENSING
In this study, spectrum sensing is directly related to differen-
tiating the signal of interest from noise. The signal processing
chain implemented to extract the relevant data is presented in
Fig. 4. A number of approaches for completing this task have
been proposed in the literature. The fundamental benefit of
the Energy Detection (ED) approach is that, unlike Entropy
Detection, Goodness of Fit Test, or Eigenvalue-Based
Detection, it does not require complex signal processing.
Another notable advantage is that, unlike Cyclostationary
Feature Detection, Waveform-based Detection, and Matched
Filter Detection, it does not require prior knowledge of the
characteristics of the signal under analysis [42]. There are
also several frameworks that explicitly use machine learning
for signal detection [43]. These methodologies are unfeasible
for the sensing component proposed in the current study due
to the restricted computational power of portable devices and
the emphasis on real-time processing. In addition, to improve
response time in the future, the detection algorithms will be
transferred to an FPGA chip, onboard a selected SDR, where
there is no room for neural operations.

The ED technique simply entails measuring the received
signal energy at the receiver side and comparing it to a
threshold. Following spectrogram computation, this process
is executed in the frequency-domain in this study. Assuming
that H0 relates to the energy of the noise-only region and
H1 is the signal plus noise region of the spectrum, the sensing
decision θ is given by:

θ =

{
H1 for E ≥ λ,

H0 for E < λ,
(7)

where, if the energy of the frequency bin E is higher than the
threshold λ, the measured sample is accepted as signal and
noise, otherwise classified as noise only.

To address the issue of noise reduction before the thresh-
olding process and minimise the false alarm detection rate,
some smoothing filter architectures were instigated in the
author’s previous study [15]. The best solution for suppress-
ing high frequencies while simultaneously minimising spatial
spread was a Gaussian filter, which preserved the signal
edge without compromising crucial details like the occupied
bandwidth and the precise length of the signal. The 2D
Gaussian convolution can be written as:

G(x, y) = S(x, y) ⊗ k(x, y), (8)

where ⊗ denotes convolution, k(x, y) is a Gaussian kernel,
S(x, y) is the input signal andG(x, y) is the convolved output.
In the digital domain, the discrete kernel forms a matrix of
size n × n, with radially symmetric coefficients. Different

FIGURE 5. Comparison of the effectiveness of global and local
thresholding in the case of a non-flat wideband noise floor. Some signals
may not be detected with a global threshold applied.

kernel sizes and their effects on the signal detection process
are further examined in the experimental part. Exemplary
kernel k(x, y) can be expressed as:

k(x, y) =
1
16

1 2 1
2 4 2
1 2 1

 . (9)

The common signal thresholding variations examined in
the literature can be considered fixed or adaptive. Besides
being straightforward, the fixed technique, in which the
threshold is not dynamically recalculated, suffers from
fluctuating background noise, especially in the crowded ISM
band. As the proposed sensor should provide signal detection
in various environments, the adaptive technique is chosen
for implementation. Moreover, when dealing with non-flat
responses caused by impedance mismatches in wideband
measurements, filter roll-off, or group delay of analogue
elements, local thresholding for every single frequency
bin is preferred. Fig. 5 shows an example of a received
signal spectrum where the Noise Floor (NF) is not flat.
In reality, global threshold detection is insufficient over a
wide bandwidth due to those fluctuations, especially when
some signals have low SNR. Multiple approaches for local
thresholding are examined using real-life drone recordings
since the subject of ED itself has been thoroughly explored in
numerous studies. Based on the fixed nature of sensor usage
and the accidental style of drone incursions, we can optimise
the threshold calculation with regard to long-term analysis.

The approach proposed in [44] is capable of handling the
slow time-varying NF characteristic, frequency dependency,
presence of a signal, and computing cost minimisation all
at once. In comparison to the current state-of-the-art two-
dimensional Forward Consecutive Mean Excision (FCME)
[45] algorithm, the proposed method delivers comparable NF
estimation performance at a reduced runtime, according to
the authors. The primary concept behind the work shown
above is to propose a metric that tracks NF changes and is
easier to compute than generating a new threshold for every
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subsequent signal frame. Numerical experiments indicate that
the suggested strategy identifies signals properly while taking
into account the low fluctuation dynamics of background
noise and has a 10 times faster runtime. This feature is
especially important for embedded device implementation
because, considering at least 83 MHz sampling by SDR
and 1024 FFT length with 50% overlap, the threshold
recalculation has to be performed in around 6.2 µs.
In this paper, we use the Non-Parametric Amplitude

Quantization Method (NPAQM) [46] to distinguish between
H0 and H1 states in power spectrum data. We utilised this
technique in our prior research [15] because, unlike FCME,
it is not iterative. To provide the starting point for NPAQM
threshold selection, the sample set obtained by the FFT frame
of length L is sorted in ascending order as y(1) < y(2) < . . . <

y(L) and expressed as:

Yl = {y1, y2, . . . , yL}. (10)

Next, the quantization of the amplitude range is suggested
to choose the most suitable threshold candidate while
reducing the computation work.With ceiling function ⌈·⌉, the
quantization levelM , is determined as:

M = ⌈1 + log2 L + log2(1 +
|g|
σg

)⌉, (11)

where the modulus function |·| of distribution skewness g is
obtained with:

g =

1
L

∑L
i=1 (Yi − Yl)3

( 1L
∑L

i=1 (Yi − Yl)2)
3
2

, (12)

and Yl is the mean of the input sample set Yl , where:

σg =

√
6(L − 2)

(L + 1)(L + 3)
. (13)

The calculation step q, is then written as:

q = ⌈
y(L) − y(1)

M
⌉, (14)

where y(L) and y(1) relates to max(Yl) and min(Yl) respec-
tively, since the incoming data was already sorted. The list
of potential threshold candidates can now be prepared as
follows:

Y (m) = {y(1), y(1) + q, . . . , y(1) + (M − 1)q}, (15)

and simplified to:

γi = {γ1, γ2, . . . , γM } . (16)

At this point, the data is divided into two subsets: noise
subset ω(γi) and the signal plus noise subset S(γi). It is
presumed that samples with values below the threshold are
noise-only, whereas samples with higher values are signal-
plus-noise. The sets of ω(γi) and S(γi) are calculated as
follows:

ω(γi) =
{
Y(l) < γi

}
=

{
y(1), y(2), . . . , y(k)

}
, (17)

S(γi) =
{
Y(l) ≥ γi

}
=

{
y(k+1), y(k+2), . . . , y(L)

}
, (18)

for all elements in (16), where k is the number of elements
smaller than γi. Calculation of the between-class variance of
both subsets for each threshold element in (16) is determined
as:

σ 2(γi) = Ps(γi)Pω(γi)[S(γi) − ω(γi)]2, (19)

where Ps(γi) is the probability of signal elements and S(γi) is
the mean of the subset (18), Pω(γi) is the probability of noise
elements and ω(γi) is the mean of the subset (17). Now, the
probabilities can be declared as:

Ps(γi) =
k
L

, Pω(γi) = 1 −
k
L

, (20)

where k is the number of elements in each subset. Finally,
the first-order difference function is carried out with (19) in
range m = 1, 2, . . . ,M − 1 written as:

λm(γi) = |σ 2
m+1(γi) − σ 2

m(γi)|. (21)

The optimal threshold is determined by the value that
minimises (21), which can be presented as:

λ(γ eff ) = min λ(γi), for γi = {γ1, γ2 . . . , γM } . (22)

The authors in the same article [46] also presented a
novel heuristic technique as a supplement to the NPAQM,
leveraging the degree of proximity between the calculated
threshold λ(γ eff ) and the mean of the total sample set Yl ,
to enhance performance in noise-only regimes. The heuristic
implies that the sample collection contains components that
are nothing but noise when:⌈

γ eff
⌉

≤ ⌈µY ⌉ , (23)

and: ∣∣∣µY − γ eff
∣∣∣ ≤ 10 ×

[
y(F) − y(1)

]
, (24)

where mean µY is defined as:

µY =
1
L

L∑
l=1

Yl (25)

Although determining an appropriate threshold is a crucial
step in the detection chain described here, additional
morphological image processing is also carried out to further
facilitate the entire procedure [47]. Following the basic
nonlinear convolutions of morphological signal processing
[48], erosion can eliminate noise, while dilatation can then
restore any incorrectly eliminated signal areas. Considering
spectrogram as A and B as structuring element (kernel) in Z2,
the dilatation of A by B can be expressed as:

A⊕ B =

{
z|

[
(B̂)z ∩ A

]
⊆ A

}
, (26)

while erosion is defined as:

A⊖ B = {z|(B)z ⊆ A} . (27)

A non-linear time-frequency filtering occurs when the
two methods are combined. Both erosion and dilation are

VOLUME 11, 2023 138765



P. Flak, R. Czyba: RF Drone Detection System Based on a Distributed Sensor Grid

FIGURE 6. Time-domain representation of a wireless signal in the
802.11n/ac protocol with region boundaries. STF is Short Training Field,
LTF is Long Training Field, and DATA is the actual signal. STF and LTF
together form a repeatable preamble.

processes that may be used repeatedly, but neither procedure
is often reversible. The purpose of the morphological opening
is to dilate the eroded image in an effort to restore as much of
the original image as possible:

A ◦ B = (A⊖ B) ⊕ B (28)

The closing is the dual operator of the morphological
opening:

A • B = (A⊕ B) ⊖ B (29)

It also fuses tiny cracks and long, thin gulfs, fills in gaps,
and eliminates small holes in the spectrum image. The
selection of the order of these operations is investigated in
the experimental section.

C. SIGNAL CLASSIFICATION
Consider the basic wireless digital communication system,
where the transmitter is responsible for signal generation
while the receiver has the more difficult function of deter-
mining what message is being sent. Estimating and correcting
for frequency or phase offset between local and remote
clock generators in this configuration requires specialised
procedures. Most widely known wireless systems operating
in the ISM band, such as Bluetooth and WiFi, use algorithms
based on the premise that some portion of the data is known.
When a sequence of these distinctive symbols, generally
with high correlation properties, is placed before the message
itself, it is called the preamble. Fig. 6 illustrates an example
of a WiFi frame in the time-domain.

While the preamble sequence is consistent and data-
independent, it may be used to identify protocols in the
ISM band as well as distinguish drone signals. The primary
challenge in this strategy is to give a comprehensive picture
of the spectrum while using a fast sample rate and optimum
time-frequency transform length to achieve the necessary
resolution. To avoid blurring the spectrum representation,

FIGURE 7. Various preambles displayed as ROI spectrograms cutout with
64 × 64 pixel areas: (a) Dji Mavic 2, (b) Dji Matrice 300, (c) Yuneec
Typhoon, (d) Bluetooth, (e) Dji Phantom 4, (f) Dji Mavic Mini, (g) Dji Mavic
Pro, (g) Wifi.

no temporal averaging should be applied to reveal an indi-
vidual frame pattern. Additionally, the USB data stream from
the SDR sensor cannot be interrupted due to the possibility of
transient miss detection and preamble omission. In previous
studies, a portion of the spectrum image was typically scaled
down on the input layer of a neural network. In contrast,
the proposed approach relies on Region-of-Interest (ROI)
cropping. Due to the significantly smaller size of the input
data, this presents an opportunity to optimise the machine
learning model for embedded computing. Fig. 7 provides a
comparison of various preamble patterns for drone control
signals. Following successful drone signal categorisation, the
entire radio frame is packaged and transferred to the central
computer via the LAN interface. To ensure that no vital
information about the hopping pattern is lost, additional detail
about the centre frequency is appended to the ROI metadata.

V. EXPERIMENTAL RESULTS AND DISCUSSION
We executed a number of experiments and tune procedures
to demonstrate the potential of our two-step approach for
distributed drone intrusion identification. Initially, an open-
source dataset [49] was used to alter the detection per-
formance and preamble extraction mechanism. It provides
high-quality recordings of ten drone signals, both video and
telemetry, acquired in an isolated laboratory environment.
The constant background noise and high SNR of the attached
data enabled straightforward ground-truth annotation of the
signal frames using global thresholding and bounding box
recognition from the OpenCV library [50]. To conduct
experiments with the classification framework, the dataset
was augmented with WiFi and Bluetooth signals generated
in a Matlab environment. Finally, the proposed approach
was validated using real-world signals captured with a
cost-effective enhanced SDR sensor.

A. DETECTOR PERFORMANCE
To evaluate the detector’s performance, various levels of
Additive White Gaussian Noise (AWGN) were injected into
the raw signal to model the drone and the distant position
of the receiving antenna. In most cases, signal and noise
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power from the time-domain are used to calculate SNR.
Alternatively, the power of any type of noise or wideband
signal can be evaluated in the frequency-domain by summing
the FFT bins on a linear scale, according to [51]. The
advantage of this approach is that the selection of the
bins that contribute to the signal, and hence the spectrum
components, is flexible and can be used for a very wide
range of measurements. The signal and noise power can be
estimated independently as follows:

Psingal(dB) = 10 log10(
S∑
s=1

|X (s)|2), (30)

Pnoise(dB) = 10 log10(
N∑
n=1

|X (n)|2), (31)

where X (s) and X (n) are the frequency bins for signal and
noise, respectively. The final SNR may be determined as:

SNR (dB) = Psignal(dB) − Pnoise(dB). (32)

To assess the quality of each signal detection result, the
Intersection-over-Union (IoU) was utilised. The metric is
defined as the proportion of overlap between a frame’s true
location and a predicted position in the spectrogram. The
computation of the IoU ratio can therefore be determined as
follows:

IoU =
Area of Overlap
Area of Union

. (33)

Various IoU levels for drone control signals are compared
in Fig. 8. It can be observed that with SNR degradation, the
predicted area is increasing. The signal can be considered
detected if the IoU between the exact and estimated spectrum
positions is greater than a threshold. Dual threshold values are
provided since future classification is expected to function at
64 × 64 and 32 × 32 pixel ROIs. A smaller analysis region
obtained with better detection performance will aid in further
neural model size reduction.

In statistics, accuracy refers to the extent to which a binary
classification test precisely detects or eliminates a condition.
In other words, accuracy is the ratio of valid predictions,
both true positives and true negatives, to the total number
of instances studied. Binary accuracy and other metrics for
performance evaluationmay be expressed using the following
formulas:

Accuracy =
TP + TN

TP + TN + FP + FN
, (34)

Precision =
TP

TP + FP
, (35)

Recall =
TP

TP + FN
, (36)

F1-score = 2 ×
Precision × Recall
Precision + Recall

, (37)

where TP are the true positives, TN are the true negatives,
FP are the false positives, and FN are the false negatives.
Finally, the detection accuracy in terms of the Gaussian

FIGURE 8. Various IoU values and bounding box detection displayed on
ROI spectrograms cutout with 64 × 64 pixel areas: (a) IoU 1.0, (b) IoU 0.8,
(c) IoU 0.6.

filter kernel is presented for 0.8 and 0.6 IoU thresholds
in Fig. 9. It is shown that even at positive SNR, accuracy
is not perfect in the absence of any smoothing filter, and
the detection performance improves in negative SNR as
the kernel size grows. Additionally, as the detection curve
gradually saturates, increasing the mask size above 7×7 does
not provide much benefit. The proper sequence of applying
morphological operators led to further improvement, as seen
in Fig. 10. With open and close functions following threshold
application, a kernel of seven was finally selected to facilitate
hardware implementation in future FPGA acceleration. The
proposed classification approach, which is based on the
spectrogram analysis of a single radio frame, offers more than
150 detection opportunities per second for a typical drone
model. Thus, even if some frames remain undetected, the 20%
accuracy attained at −8.2 dB SNR still gives a high potential
for intrusion detection.

B. CLASSIFICATION SIMULATION
This section employs both laboratory and simulation tech-
niques to assess the performance of the proposed binary
classification model. Laboratory recordings of ten drone
models, the same as in the previous section, were sup-
plemented with WiFi and Bluetooth signals created in
the MATLAB environment. The same sample rate and
initial SNR were maintained during this process. Additional
waveforms contained 100 frames of each protocol: 802.11ax,
802.11n/ac, Bluetooth 2.0, and Bluetooth Low Energy, with
500k, 1M, and 2M data rates. Again, all the signals were
subjected to the AWGN channel up to the detection limit of
−9.5 dB SNR, with a 0.5 dB step. The entire dataset was split
randomly into train, validation, and test sets in a 6:2:2 ratio.
The procedure of network fitting was then performed ten
times to evaluate the whole dataset, and the total performance
was calculated by averaging the results of all trials. The
network was evaluated on a platform using an AMD Ryzen 5
3.4 GHz six-core CPU without GPU support.

The major purpose of similar studies is to categorise
a particular drone model, even though the presence of
an intrusion is frequently the first step in a hierarchical
framework [52]. The authors of [30] accomplish both tasks
with the same network, although when dealing with binary-
only problems, a more efficient architecture can be provided,
like in [31]. The approaches for classifying drone signals
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FIGURE 9. Detection accuracy in terms of SNR for various Gaussian filter
kernel sizes and reference comparison without a filter.

can be performed in the time-domain [29] or frequency-
domain [33]. Although the proposed sensor design, where the
spectrogram is produced by SDR hardware, does not suit the
time-domain technique, certain accuracy and computational
complexity metrics are included for comparison. The essen-
tial characteristics of binary classification models, explored
in interesting research [32] that additionally demonstrate
customised network evaluation, are summarised in Table 1.
The attached findings of the time-domain and periodogram-
based methods show high accuracy and fast processing times
with 1D CNN layers, however, neither has been tested under
various SNR conditions. Therefore, only general parameters
of the proposed method are provided for comparison. The
previous techniques use bandwidths that are significantly
broader than the signal being identified, which can reduce
performance in complex electromagnetic scenarios. On the
other hand, spectrogram-based frameworks that handle
negative SNR have more complicated two-dimensional input
tensors and, consequently, 2D CNN layers.

In this study, Keras was used to train neural networks,
with Tensorflow serving as the backend in the Python

FIGURE 10. Detection accuracy in terms of SNR showing the impact of
additional morphological operations sequence.

TABLE 1. Binary classification results and model parameters for
time-domain signals input or periodogram analysis. Speed measurements
according to [32]. The results of the proposed method are included for
reference.

environment. Spectrogram classification networks from [27]
and [33] were revised to accommodate the reduced ROI pixel
input size and retrained on the current dataset. Although
the general structure of the original solutions remained
unchanged, the activation function in the last layer was
modified to be sigmoid. The aforementioned networks
served as a reference in the subsequent evaluation, while
the particular proposed design is shown in Fig. 11. The
hyperparameters of the training process included batch size
of 128, Adam optimiser with default learning rate, and binary
cross-entropy loss function.

Table 2 illustrates the characteristics of various network
models adapted to the 64 × 64 ROI classification technique.
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FIGURE 11. Proposed neural network structure for ROI detection.

TABLE 2. Binary classification results and model parameters based on
spectrogram analysis for reduced input tensor size to 64 × 64 area. Speed
measurements according to own desktop evaluation platform.

The observed differences in trainable parameters and Million
Floating Point Operations (MFLOPs) are essential for
binary drone identification complexity analysis due to the
small performance variations between the evaluated meth-
ods. For example, the original full spectrogram approach,
based on CNN, offers 0.485 M trainable parameters with
507.9 MFLOPs while utilising a 356 × 452 input tensor
size, according to [33]. The same network structure with a
reduced ROI input of 64× 64 allows for parameter reduction
to 0.39 M and 213.4 MFLOPs. Using convolution filters in
conjunction with pooling is a standard approach applied to
image classification or object detection due to its inherent
translation invariance property. Utilising a pre-processed
spectrogram region does not benefit from CNN’s ability to
disregard positional changes or translations, so convolution
layers were eliminated from the final solution.

The reference DNN [29], constructed upon three dense
layers with 128 filters each, has fewer parameters and lower
estimatedMFLOPs than the proposed network. Nevertheless,
the proposed, only two-layer layout with 256 filters, performs
better in terms of speed without accuracy loss. A calculation
period of 0.31 ms is particularly important because it is
still less than the 0.625 ms minimum recorded Bluetooth
transmission time slot.

To further tune the performance, the 32×32 ROI variation
was also evaluated with the same dataset. Following this
method, the parameter count was reduced to 0.32 M and the
accuracy was dropped to 99.78% with a computation time
of 0.14 ms. The reliability of the proposed network for both
ROI versions in the entire detection range up to −9.5 dB
is compared in Fig. 12. In reference to 64 × 64 ROI, the
smaller variation offers computation speeds that are 0.17 ms
faster with an overall accuracy drop of 0.15%. More detailed
information regarding particular accuracy in terms of SNR is
outlined in Fig. 13. It can be demonstrated that the greatest
contribution to accuracy loss emerges in the SNR region of
−3 dB to −9 dB in all cases.

FIGURE 12. Confusion matrix for average drone detection accuracy in
entire 20 dB to −9.5 dB SNR signal range obtained with the proposed
model.

The proposed methodology compared to prior publications
that also address the issue of determining the presence of
a drone in the various SNR values, is shown in Fig. 14.
The approach provided in [53] operates on the raw RF
time-domain signals fed directly into the network model and
does not require any feature extraction techniques. The model
trained with the data from 0 dB to 30 dB SNR achieves an
average accuracy of 97.53%. Another approach [54] uses
the Wavelet Transform (WT) that utilises a variable window
function, in contrast to the STFTwhich slides a fixed window
through the signal. The authors employed the SqueezeNet
machine learning model, which has a 98.9% accuracy at
10 dB SNR. A multistage detector is implemented in another
system [55], where a set of 15 statistical factors is employed
to characterise the drone’s RF frame in both the time and
frequency-domains. At 10 dB SNR, the detection accuracy
is 99.8%, with a false alarm rate of 2.8%. In comparison,
the proposed framework preserves over 99% drone presence
identification accuracy in the entire presented SNR range.

C. REAL-LIFE RESULTS
In order to prepare the provided technique for real-life
application, an additional process had to be conducted. The
neural network deployment on the embedded computer was
possible after the transformation to the TensorFlow Lite
model. The first step of this procedure was the post-training
model conversion to lite format, which initially kept float
precision unchanged. This operation decreased the 64 ×

64 stored model size from 12.9 MB to 9 MB without
compromising accuracy.

Quantisation is the process of transforming a neural
network operating on 32-bit floats to a smaller representation,
such as 8-bit integers, resulting in decreased model size
and memory utilisation. This strategy reduces network
latency and improves power efficiency since operations
may be conducted using integer data types, requiring fewer
computations on processor cores. This improves network
speed and reduces memory access, thus improving total
power efficiency. Quantisation has advantages, but it can
reduce overall precision. Additional 8-bit optimisation of
the network structure, tailored to embedded computer
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FIGURE 13. Binary detection accuracy for different network models in
terms of SNR. In every situation, the SNR range of −3 dB to −9.5 dB
contributes the most to accuracy loss.

FIGURE 14. Binary detection accuracy for different methods in terms of
SNR. The proposed framework preserves over 99% drone presence
identification accuracy even at low SNR.

deployment, provided further model size reduction to 2.3MB
in the cost of 0.02% accuracy loss in relation to the original.

Comprehensive laboratory experiments facilitated the
development of the final method for embedded platform
implementation and complete processing chain verification.
Frequency-domain signals from six drone models, together
with WiFi and Bluetooth devices, were captured with an
enhanced SDR sensor. Data were collected in an open space
at the local airport area in Gliwice, Poland, where the final
system may be installed. To construct a real-life dataset, all
transmitters were moved in a range of 10 m to 350 m from the
receiving device. The single board embedded computer with
an i.MX 8MPlus processor [56] was selected as a capture and
calculation platform to achieve real-time performance. The
integrated onboard Neural Processing Unit (NPU) complies
only with the integer quantised model.

The sampling frequency of the proposed detection chain
was 96 MHz, which is quite different from the simulated
environment’s sampling of 120 MHz. As a result, annotation

FIGURE 15. Drone detection accuracy for complete detection chain in a
range of 150 m (a) and 350 m (b). The 0.17% and 1.51% of false-positive
observations will not have a significant impact on LAN load.

FIGURE 16. Binary detection accuracy for the quantised network model in
terms of object distance from a sensor.

and training are needed as the prior network was unable to
be utilised in its previous form. Regardless of ROI size, the
processing time was shorter than the period of a single radio
frame, hence the approach with a 64×64 area was chosen for
improved overall reliability. From a sensor detection range of
up to 150 m, a final accuracy of 99.94% is noted, and more
specific characteristics are shown in Fig. 15 and Fig. 16. It can
be concluded that all drone signals were perfectly detected
and classified, with only a 0.17% false alarm rate for 150 m
distance. Whereas examining the extended range of up to
350 m, a final accuracy of 99.38% and a 1.51% false alarm
rate is noted. Considering the device’s intended use case, such
an insignificant number of false positive observations will not
have a vast influence on the transmission rate to the fusion
data centre.

VI. CONCLUSION AND FUTURE WORK
In this paper, a drone surveillance framework based on
an RF sensor grid with local intrusion detection and a
fusion centre concept for further classification was presented.
While transferring raw time-domain data from the entire
2.4 GHz ISM frequency band requires about 2 Gbps in a
single sensor scenario, setting up a multisensor grid will
result in a massive LAN load even without drone presence.
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Local signal preprocessing and transferring only the relevant
information, which is contained in 8% of the complete
spectrum, make the distributed sensor grid idea practical.

Instead of raw IQ data, the cost-effective USB SDR
receiver was utilised to deliver a spectrum estimator to
the embedded computer. Therefore, the entire software
processing power was utilised for signal sensing and
neural computations. A local binary classification strategy
built on customised neural network architecture resulted in
substantially reduced LAN traffic when no drone presence
was detected due to a 0.17% false alarm rate in the range
up to 150 m and 1.51% in the range of 350 m. For
higher negative SNR immunity and operation in complex
electromagnetic environments, the proposed method utilised
two-dimensional spectrogram representation rather than
time-domain or periodogram approaches. Furthermore, the
separation of sensing tasks and trimming of data to preamble
regions of interest simplified the overall network architecture.
The results were verified in both a simulated environment
with noise augmentation and an outdoor scenario. The final
signal detection performance indicated an SNR margin of
−8.7 dB and drone identification with 99.93% accuracy in
simulation. Real-life experiments showed 99.94% accuracy
in the sensor range of up to 150 m and 99.38% in the range
of 350 m with classification tasks computed on an embedded
device.

Future work will focus on further optimising the frame-
work, including the implementation of the signal detection
procedure in FPGA hardware. This will result in even lower
latency and improved embedded computer offloading for
drone countermeasure algorithm development. In addition,
the simulation environment will be expanded to include more
complex radio channel impairment models and multi-object
presence scenarios. Apart from drone intrusion detection,
multi-class classification and sensor grid fusion problems
will be investigated with more advanced neural network
architectures. Finally, after the detection challenges are
accomplished, neutralisation by radiofrequency jamming
techniques will be established to form a complete counter-
drone system.
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