
Received 10 November 2023, accepted 29 November 2023, date of publication 5 December 2023,
date of current version 18 December 2023.

Digital Object Identifier 10.1109/ACCESS.2023.3339564

Prediction of Water Quality Using SoftMax-ELM
Optimized Using Adaptive
Crow-Search Algorithm
S. R. SANNASI CHAKRAVARTHY 1, N. BHARANIDHARAN 2,
VINOTH KUMAR VENKATESAN2, (Member, IEEE), MOHAMED ABBAS3,
HARIKUMAR RAJAGURU 1, T. R. MAHESH 4, (Senior Member, IEEE),
AND KRISHNAMOORTHY VENKATESAN 5
1Department of ECE, Bannari Amman Institute of Technology, Sathyamangalam 638401, India
2School of Computer Science Engineering and Information Systems, Vellore Institute of Technology, Vellore 632014, India
3Electrical Engineering Department, College of Engineering, King Khalid University, Abha 61421, Saudi Arabia
4Department of Computer Science and Engineering, JAIN (Deemed-to-be University), Bengaluru 562112, India
5Department of Mathematics, Units of Basic Sciences, Arba Minch University, Sawla Campus, Arba Minch 4400, Ethiopia

Corresponding author: Krishnamoorthy Venkatesan (krishnamoorthy.venkatesan@amu.edu.et)

This work was supported by the Deanship of Scientific Research at King Khalid University (KKU) through the Research Group Program
under Grant R.G.P.2/283/44.

ABSTRACT Water is a predominant source in the survival and development of all human lives. On top of all,
predicting water quality is a significant one since water is essential in regulating our human body. In recent
days, the advent of machine learning techniques has been supporting a lot in water quality prediction.
Accordingly, Adaptive Crow Search Optimized SoftMax-Extreme Learning Machine (AdCSO-sELM) is
proposed to improve the ELM performance by making the flight length adaptively with respect to the
iterations. Here, the research novelty lies in making the CSOA parameters as a dynamic one which in turn
provides promising ELM performance. Finally, the proposed AdCSO-sELM provides a superior accuracy
of 96.54% for classifying water potability using the Kaggle dataset.

INDEX TERMS Crow search algorithm, extreme learning machine, neural network, optimization, water
quality.

I. INTRODUCTION
Out of all natural resources, water is considered as the ulti-
mate one for the survival and development of all lives. It is
well-known that 66 percent of the earth is composed of water
but evidently, only one percentage of water is consumable,
and the remaining water is not consumable since they are
either saline or salt water [1]. It is important to note that water
plays a significant role in a country’s wealth and economy.
This directly provides an impact on both the utilization and
development of water bodies. The changes in the quality
of water are meticulously associated with human activities,
seasonal deviations, and climatic environments. The quality
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variations in river water are indicative of gradual changes, and
uncertain and non-linear factors. This makes the process of
accurate water quality prediction more difficult [2]. At the
same time, predicting water quality is highly significant for
managing and planning of water resources and its environ-
ment. Based on the predicted outcomes, the prediction of
the water pollution problem can be determined priorly and
so the effects of water pollution can be avoided earlier. Fur-
thermore, the primary growth of a nation highly depends on
the abundant supply of water and its quality to preserve the
ecosystem [3].
The accessibility of a safer and adequate amount of drink-

ing water plays a critical role in the basic healthcare of human
lives. This is because the quality of drinking water has a
substantial impact on a healthy life [4]. The proportion of
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elements in potable water needs not to threaten human life,
and it needs to maintain the appropriate proportion regu-
larly. The good quality of water should have the following
attributes.

• Lower turbidity.
• Devoid of harmful agents.
• Lack of saline.
• No substances with an unpleasant smell or taste.
• Lower levels of hazardous elements such as lead which

provide unsafe or negative health effects either in the
short or long term.

A. ELEMENTS IN WATER
The standards to be followed in maintaining water quality
differ among nations. As a common standard, the WHO pro-
vided guidelines for maintaining the lower and upper bounds
of various inorganic elements existing in drinking water [5].
Accordingly, the sample admissible amount of elements [5]
present in drinking water is listed in Table 1.

TABLE 1. Sample elements in water.

B. PROBLEM STATEMENT
All humans need to access safer and enough water for
drinking, domestic use, food management, and recreational
activities. A nation’s economic growth might be substantially
increased by better availability of water and a better ecosys-
tem. Sufficient water availability for the usage of personal
and domestic purposes is the basic right of every human being
irrespective of nation. On every year, several people around
the Earth face health issues such as kidney failure due to water
contamination [6]. Additionally, the issue of contaminated

water leads to typhoid, cholera, diarrhea, and other health
problems [5]. Unfortunately, classifying water quality using
laboratory procedures is time-consuming and requires more
resources. However, a lot of systems are emerged in recent
days for classifying water quality but they are not promising.
Hence, a shed of light on the design of an automated as well
as promising classification framework is the need of the hour
for classifying water quality with minimal effort.

II. RELATED WORKS
The very important resource for the existence and survival of
lives is water. All human needs are linked directly with water
availability for several purposes such as drinking, catering,
and other domestic usage [7]. Hence, it is highly significant
in classifying water quality with state-of-the-art techniques.
Several researchers have proposed their work toward the
adopted research problem. The following discussion provides
a review of previous research that employed artificial intelli-
gence techniques for classifying water quality.

Juna et al. [8] proposed an automated classification of
water quality based on KNN imputation andMulti-Layer Per-
ceptron (MLP). The work efficiently took care of the missing
attributes and yielded better classification performance. In the
work, they used a 9-layered MLP model with KNN impu-
tation. For comparison, the work utilized existing Machine
Learning (ML) algorithms. The results suggested that their
proposed model with KNN imputation provided an accuracy
of 99% for predicting water quality. On the whole, the com-
bination of the KNN imputer, MLP model, and thorough
evaluation of different models contributes to the convincing
results achieved by the proposed approach. Nasir et al. [9]
developed a dependable approach for predicting water qual-
ity. The work utilized the existing ML algorithms such as
decision tree, SVM, random forest, MLP, and CATBoost
models. The work results that the CATBoost model yielded
a superior accuracy of 94.5% for predicting water quality.
Stacking ensemble models were applied, combining all clas-
sifiers, and so the above work provided convincing results.
Another work proposed by Radhakrishnan and Pillai [10]
used three ML models for predicting water quality. The algo-
rithms used are Naïve Bayes, SVM, and decision tree and the
work applied these algorithms on multiple datasets. Finally,
they compared their performance and attained a better clas-
sification accuracy of 98.5% using the decision tree model.
The efficient way of tuning parameters for the decision tree
model contributes to the convincing results achieved by the
proposed approach.

Aldhyani et al. [11] adopted long short-term memory
(LSTM) and non-linear auto-regressive neural networks
(NARNETs) models for predicting water quality. Addi-
tionally, the work employed KNN, NB, and SVM for
experimental comparison. The results of LSTM and NAR-
NET deep learning (DL) models overlapped with distinct
regression results of RLSTM and NARNETs as 94.21% and
96.17%. Also, the SVM algorithm provided a maximum
performance of 97% accuracy. According to the study, the
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kernel function employed for the SVM algorithm made the
results more convincing than other models. For water distri-
bution systems, a DL-based architecture was developed by
Shahra et al. [12]. At this point, the work attained a higher
accuracy with lower computation. Here, the research utilized
SVM and ANN where the neural networks performed better
than the SVMmodel, i.e., SVMandANNyielded an accuracy
of 89% and 94%. The superior results obtained for SVM in
this research are due to the employment of the right choice of
kernel functions.

Mohammed et al. [13] presented an adaptive neuro-fuzzy
model for categorizing the inputs as safe or unsafe water for
drinking purposes. The dataset used was a real-time based
time-series comprised of pH, turbidity, color, and bacteria
counts as attribute values. In this way, they got an accu-
racy result of 92% in detecting contamination inputs. The
work utilized three membership function assignments for
each input variable, resulting in convincing performance.
Abuzir et al. [14] employed NB, MLP, and j48 ML models
for classifying water quality. For this, they adopted a database
comprised of ten distinct feature values. Additionally, the
dimensionality reduction of the database was also done with
different approaches. The work investigated 3 distinct cases:
first is the consideration of all attributes, next is the consider-
ation of only 5 feature values, and finally experimented with
only two feature values. Using all feature values and carrying
out feature selection, the work provided better performance
for the MLP model. Hassan et al. [15] employed ML models
for classifying the quality of Indian river water. The ML
models include ANN, RF, SVM,multi-nomial log regression,
and bagged-tree algorithms. The work exposed that the pri-
mary attribute values including nitrate, pH, dissolved oxygen,
biological oxygen demand, and total coliform had a huge
impact on water quality prediction. The feature correlation
and selection to the employed machine learning classifiers
contribute to the convincing results achieved by the proposed
approach. The work of Sillbery et al. [5] utilized SVM and
attribute realization (AR) models for predicting the water
quality of the Chao Phraya River. While using the AR-SVM
applied to 6 feature values of river water inputs, the research
provided an accuracy range between 86-95%. This result is
due to the integration of AR and SVM algorithms for the
water quality prediction. The work of Ahmed et al. [16]
utilized the dataset with four attributes of temperature, TDS,
pH, and turbidity for predicting water quality. The out-
comes of the experimentation revealed that the MLP model
provided a better 85.05 % accuracy employing (3,7) con-
figuration. A simpler MLP model with only four attributes
contributes to the convincing results achieved by the proposed
approach.

The systems employing IoT technology are highly
used in the data acquisition of water quality databases.
Kakkar et al. [17] employed the above technology for
database creation in residential overhead containers. Once
the creation of the database was done, the work utilized
ML and DL models for predicting water quality. Due to the

employment of a stacked model of ensemble H2O AutoML
algorithm, this work provided better results. Malek et al. [18]
considered the data range between 2005 and 2020 in the
Kelantan River Basin located in the Malaysian region. Here,
they experimentedwith 13 chemical and physical attributes of
water quality. As a final point, the experimentation revealed
that the use of a gradient-boosting model with a 0.1 learning
ratemade the work to provide amaximum accuracy of 94.9%.
Rustam et al. [19] employed a simple ANN architecture
to predict water consumption as well as water quality. The
workwas investigated using two databases; one for predicting
water quality and another one for water demand. The experi-
mentation revealed that the ANN model yielded an accuracy
of 96% whereas the R2 value was obtained as 0.99 for pre-
dicting water consumption. ANN with one hidden layer and
a couple of dropouts and activation layers contribute to the
convincing results achieved by the proposed approach.

A. RESEARCH OBJECTIVES
The research in water quality classification is an emergent
one and the research community is working toward the best
solution in order to support human lives. A simple water
distribution system will not provide good health for human
lives if the distributed water is not properly treated. And
there may be a chance of contamination in the distribution
system. Because of this contamination problem in drinking
water, quality prediction has become a hot topic of inter-
est for the survival of human lives over the past decade.
Subsequently, a larger work toward predicting water quality
has emerged in the literature. Comparatively, the research
problem still lacks of having promising methodologies and
so several methodologies have been proposed in recent days.
Moreover, the available datasets for this research area have
more missing values and this will lead to non-promising
results. The proposed work intends to solve the above-said
challenges using the subsequent contributions. At first, the
cleaning of the dataset, i.e., the missing values is taken care
of using a KNN imputer. By making use of this approach, the
classification accuracy is significantly enhanced as compared
to the research without imputation. Next, a novel hybrid
classification architecture, Adaptive Crow Search Optimized
SoftMax-Extreme LearningMachine (AdCSO-sELM) is pro-
posed for the water quality classification. Here, the proposed
method integrates the classification performance of ELM
with the faster convergence of crow-search optimization. Fur-
thermore, the crow-search optimization parameters are made
as dynamic ones for attaining promising results.

Thus, the research work is organized in the following
ways: this section describes studies related to the research
problem. Section III describes the input dataset, visualiza-
tion, and its preprocessing. The mathematical background of
conventional ELM and Crow-Search optimization algorithms
is discussed in Section IV. The proposed AdCSO-sELM is
detailed in Section V whereas Section VI deliberates the dis-
cussion of results. Finally, the work concludes in Section VII.
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III. MATERIALS AND METHODS
The discussion on the input dataset, data visualization,
pre-processing, and proposed framework to classify water
potability is done in this section. Figure 1 portrays the
work-flow of the proposed framework used for predict-
ing water quality. The work starts with the collection of a
database that holds the acquired records of different attributes
of water. The data are visualized and several missing values
are found so pre-processed for tackling the missing values
using KNN imputation. Then the proposed AdCSO-sELM
architecture is applied to the research problem. Before this,
the data is divided into testing and training sets. Finally,
the performance of the proposed framework is analysed and
compared with the existing approaches used for determining
the quality of water as either potable or non-potable for
humans.

FIGURE 1. Work-flow for predicting water quality with AdCSO-sELM.

A. INPUT DATASET
The research employed data inputs taken from the Kaggle
website [20]. This repository site is prominent for research
data and is publicly accessible across the research commu-
nity. The database utilized in this research is available on the
above website as ‘Water Quality’. The database comprises
of ten columns with 935 instances of attributes. The output
classes of the dataset are represented as either 1 or 0 where
0 indicates that the features representing the elements of water
are not safer to drink and 1 depicts that the features illustrating
the elements of water are safer to drink. This can be shortly
represented as potable (1 as target) and non-potable (0 as
target). The illustration of the above dataset is tabulated in
Table 2.

TABLE 2. Attributes of input dataset with its description.

FIGURE 2. Distribution of output class targets of input dataset.

B. DATA VISUALIZATION
The visualization of the dataset supports scholars to expose
the hidden relationships and patterns among the feature val-
ues. Figure 2 illustrates the data distribution of the employed
water quality dataset. As in the plot, the number of features
representing potability and non-potability is 1278 and 1998.
Thus, the dataset contains 3276 instances with a binary class
percentage of 60.99% and 39.01%. This plot reveals that
the employed dataset is imbalanced so a robust classification
model is required for the research problem. The next plot,
Figure 3 illustrates the cluster map [21] plot of the input
dataset. This plot provides a visual insight into the correlation
among the feature inputs. As in the plot, the color scale
denotes the correlation’s direction and strength whereas the
neutral color portrays a weaker correlation, the light and
darker colors are a sign of positive and negative correla-
tions. The obtained correlation coefficients are annotated over
the colors. In this way, the plot reveals that the correlation
between the target class and feature vectors has no direct
correlation. This indicates that it is better to go ahead with all
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FIGURE 3. Cluster map visualization to illustrate correlation among data.

the feature attributes for further classification stages. How-
ever, the absenteeism of correlation will lead to a challenge
in performing the classification process due to higher non-
linearity. Thus, a robust classifier is always a demand for the
considered research work.

A sample characteristic visualization of the hardness
attribute of the dataset is plotted in Figure 4. The plot creates
a histogram showing the distribution of water hardness from
the dataset. The histogram illustrates the distribution of water
hardness with the corresponding frequencies. The x-axis rep-
resents water hardness in milligrams per liter (mg/L), while
the y-axis represents the number of samples. The bars in the
histogram are colored according to the drinkability of the
samples. In addition to the histogram, three vertical lines are
added at hardness levels of 76, 151, and 301 mg/L. The lines
are shown as dashed lines and are used to classify the water
hardness into different categories. Four annotations are also
added to describe the different degrees of hardness.

The next plot of Figure 5 denotes a bar plot used to reveal
the presence of missing values of the input dataset. As in the
plot, the downloaded water quality dataset has missing values
in three attributes out of nine which are sorted graphically
in Figure 5. The attributes having missing values are sulfate
(781), pH (491), and Trihalomethanes (162). The missing
values are denoted as red bars. Thus, the framework requires
a promising imputation technique for handling these missing
values.

FIGURE 4. A sample characteristic visualization of hardness attribute of
the dataset.

FIGURE 5. Bar plot for revealing the presence of missing values in input
dataset.

C. CLEANING OF MISSING VALUES USING KNN IMPUTER
Nowadays, data acquisition is done through several sources
and utilized for insight analysis, validation, classification, and
other processes. It is a more common problem that there may
be a chance ofmissing information in the dataset since it deals
with a huge volume of data. This, in turn, the usage of the
created dataset to be limited due to missing values in one or
more attributes. This might be due to several reasons such
as the aging of components but the primary reason is human
error. At this point, it is important to take care of null values
in the dataset since they are important for prediction.

The total number of instances in the input dataset is 3276 as
shown in Figures 2, 4, and 5. If the research does not take
care of the missing values as represented in Figure 5, then
the final prediction might be inaccurate since the influence
of missed 1434 values changes the prediction to a different
extent. Hence, the imputation of missing values is mandatory
for any research problem. The study utilized the standard as
well as popular KNN imputer [22] from the sci-kit library
for handling the missing values of Figure 5. The technique
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FIGURE 6. Swarm plot visualization of dataset after KNN imputation.

is widely used as an alternative to traditional imputation
approaches. The idea behind the KNN imputation is to make
use of Euclidean distance values for determining the nearest
neighbors to replace missing values. Herein, the Euclidean
distance is computed by increasing the weight of non-missed
coordinates and not considering the missing values. The com-
putation of Euclidean distance is mathematically defined as:

Dxy

=
√
Squared distance from present coordinates × weight

(1)

where

weight =
total number of coordinates
number of present coordinates

(2)

The missing values are now imputed using the KNN
algorithm and thus the dataset is complete for further visu-
alization. The swarm plot [23] visualization of the dataset
after KNN imputation is illustrated in Figure 6. This type
of plot allows researchers to make data visualizations that
plot numeric distributions of inputs against output targets
effectively. From this seaborn plot, it is revealed that the input
feature vectors employed are highly non-linear and overlap
between the classes. Thus, the research employs robust ELM
for further investigation of water potability.

IV. BACKGROUND OF ELM ARCHITECTURE AND
CROW-SEARCH OPTIMIZATION ALGORITHM
A. EXTREME LEARNING MACHINE (ELM) ALGORITHM
The ELM architecture resembled the architecture of neural
networks as given in Figure 7 but it is faster than the conven-
tional neural networks [24]. For the employed classification

FIGURE 7. The architecture of ELM.

problem, the computation of the hidden layer output matrix
is mathematically given by [24]:

Hβ = T (3)

whereT = [y1, y2, . . . yL]T and β = [β1, β2, . . . βL]T denote
the output and weight vectors of the architecture. The hidden
layer computation matrix can be expanded as [24],

H (w1 . . .wL , b1 . . . bL , x1 . . . xN )

=

 G(w1x1+b1) · · · G(wLx1+bL)
...

. . .
...

G(w1xN+b1) · · · G(wLxN+bL)

 (4)

whereG(.) is the ELM activation function and the final output
weight solution is determined as:

β̂ = H†T (5)

As in equation (5), H† denotes the Moore Penrose
pseudo-inverse of H . The research utilized the numpy
library’s pinv function to determine the H†. Herein, the pinv
function computes the generalized inverse of a matrix by
making use of the singular-value decomposition technique
(SVD). Finally, the function of the ELM algorithm is sum-
marized as [25]:
(i) The input weights and hidden biases (bi and wi) are

randomly initialized.
(ii) Compute the values of the hidden layer output

matrix, H
(iii) Predict the output weights as H†T
(iv) Finally, β̂ is taken to make a prediction on new inputs

T = Hβ̂

B. NEED FOR ELM OPTIMIZATION
The discussion in the previous sub-section reveals that
the Extreme Learning Machine model is faster and more
competent in providing solutions for several non-linear clas-
sification problems. At the same time, the characteristics of
poor generalization and stability made ELM to yield poor
classification performance. The randomly selecting nature of
ELM’s input weight and hidden bias parameters is the pri-
mary reason behind its reduced performance. Consequently,
optimization of ELM is a need of the hour for getting better
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performances. Thus, a simple as well as adaptive crow-search
optimization with faster convergence capability is adopted
for optimizing ELM parameters namely input weights and
hidden biases.

C. CONVENTIONAL CROW-SEARCH OPTIMIZATION
ALGORITHM (CSOA)
It is important to note that special care is given in selecting
an algorithm for effectively optimizing ELM parameters.
If not, then the complexity of the overall framework might be
increased with reduced performance. Thus, a simpler crow-
search optimization algorithm involving the least parameter
tunning (only two parameters) is employed.

In 2016, a researcher named Askarzadeh [26] introduced
this algorithm which is influenced by the behavior of intelli-
gent crows and it considers the following principles:

(i) All crows are to be involved as an individual of the
group.

(ii) Any crow in the group can recall the concealed food
spot.

(iii) Every crow will follow others in the group for stealing
food.

(iv) However, all crows can probably remember and protect
their food against others.

As discussed above, consider M as the size of the flock
within a D-dimensional environment. And let the jth crow’s
position with respect to the iteration as yj,t where j ranges
from 1 to M . From the above principles of algorithm, every
crow should effortlessly remember the hidden food spots; let
N j,t indicates the hidden place memory of jth crow at t itera-
tions and tmax represents the maximum iterations. Also, N j,t

denotes the so far best position attained by the jth individual.
Consider that at t iteration, a jth crow starts to track the

obscured food-spot of zth crow. This probably provides the
following cases [26]:

Case 1: The zth crow has no idea about jth crow’s tracing of
its obscured food spot. Subsequently, the jth crow approaches
the zth crow’s obscured food. This makes the position of the
jth crow as an updated one at further (t+1) iterations as [26],

yj,t = yj,t+1
+ Rj × fl j,t × (N z,t

− yj,t ) (6)

Here, Rj indicates a random number generated through uni-
form distribution [0, 1] and fl j,t denotes the jth crow’s flight
length with respect to t iterations.
Case 2: In another scenario where the zth crow has enough

awareness about jth crow’s tracing of its obscured food spot.
Because of this, the zth crow intends tomislead jth crowwithin
the search space.

Finally, the above cases are mathematically represented as
[26]:

yj,t+1
=

{
yj,t + Rj ∗ fl j,t

(
N z,t

− yj,t
)

,Rz ≥ APj,t

else choose a random position
(7)

Here, Rz indicates a random number generated through uni-
form distribution [0, 1] and APj,t is the awareness probability.

The value of AP decides the better convergence of the
crow-search algorithm within the search space.

The optimization process starts with initializing the param-
eters:D,M , tmax ,fl and AP respectively. The study considers
the M value as the number of input feature vectors of the
employed pre-processed dataset. Next, the value of y illus-
trated in equations (6) and (7) represents the position of each
crow and is randomly initialized within the space. During
execution, the crows’ position will be evaluated and checked
through the use of a fitness function (RMSE). Consequently,
all crows within the search-space should start to update their
positions as mentioned in equation (7). However, the position
updation is examined for its feasibility. And its mathematical
representation representing fitness function (Fn) can be given
as [26]:

N j,t+1
=

{
N j,t+1, Fn

(
yj,t+1

)
is better than Fn

(
N j,t

)
N j,t , otherwise

(8)

V. THE PROPOSED METHOD: ADCSO-SELM ALGORITHM
The ELM model is optimally tuned using crow-search
optimization having two parameters namely awareness prob-
ability (AP) and flight length (fl). Additionally, the proposed
model is enhanced by making the above parameter (fl) as an
adaptive one with respect to the iteration.

The impact of parameter, fl in updating the position of
crows inside the search space is illustrated in Figure 8. Here,
if the flight length value is lesser than l as in Figure 8(a), then
the next position of jth crow will be located in between yj,t

and N z,t . And if the flight length value is greater than l, then
the next position of jth crow will be located outside the line
as given in Figure 8(b). Thus, the algorithm’s search ability
highly depends on the value of fl. If fl is too larger, then the
algorithm tends to search globally and has poor convergence.
In the next case, if fl is too smaller, the algorithm could easily
fall into local optima.

The aforesaid point reveals that the value of fl can be set
critically to balance the tradeoff between exploration and
exploitation. It is also noted that the crows have goodmemory
capability by nature so that they can hide around thousands
of foods at different locations during rainy or autumn seasons
and they can fly differently to retrieve their food. And in the
algorithm, the above point is valid only if the fl parameter
is set as dynamic. Hence, for imitating the crow’s natural
intelligence, fl in the research problem is made as adaptive
with respect to the iterations (Adfl).

The flowchart of the proposed algorithm is portrayed in
Figure 9. As in Figure, the crow’s natural intelligence is
mimicked by making the fl as a time-varying parameter.
As a result, in order to support random exploration in the
whole search-space, the value of fl is made to be higher at
initial iterations. Once initiated, the value of fl is made to
be lower for increased iterations to improve the exploitation
of a better solution attained so far. This is due to the chance
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FIGURE 8. Position updation of j th crow with (a) fl < 1 (b) fl > 1.

of attaining better solutions near the current solutions would
become higher in the successive iterations. In this way, the
fl parameter of the conventional CSA algorithm is made
as adaptive during the execution of the algorithm. In short,
the value of Adfl would start with an initial value and later
become smaller progressively with time i.e., iterations. Thus,
the mathematical representation can be expressed as:

Adfl =

(
Iter
tmax

Adflmin

)
+ Adflmax −

(
Iter
tmax

Adflmax

)
(9)

Here, the minimum and maximum bounds of fl during the
iteration are represented as Adflmin = 0.1 and Adflmax = 2.
Additionally, Iter and tmax represent the current iteration and
maximum iteration count (100). By using the above equation,
a better balance of exploration and exploitation is attained in
the work. Figure 10 illustrates how the flight length varies
with respect to iterations where the crow’s flight length is
made adaptive between 0.1 and 1.981. Additionally, the plot
reveals that the value of fl is decreasing as time progresses as
discussed earlier. It is also to be noted that the adaptive flight
length does not have a substantial impact on the complexity
of the proposed framework. The reason behind this is that fl
will be calculated for the solutions using equation (9) while
updating each crow’s position during every iteration of the
algorithm.

VI. EXPERIMENTAL STUDY AND ANALYSIS
The outcomes of the classification of water quality using
the proposed method are discussed here. The research exe-
cution is implemented using Python 3.6 IDE installed on
a Windows 10 OS system with 8 GB RAM and Intel i7

FIGURE 9. Flowchart of AdCSO algorithm.

processor. For comparative analysis, the study employed
the four existing algorithms namely standalone ELM, Sup-
port Vector Machine (SVM) [27], Naïve Bayes (NB) [25],
K-Nearest Neighbors (KNN) [27], Multilayer Perceptron
(MLP)) [25], Particle Swarm Optimized ELM [28], and Con-
ventional Crow-Search Optimized ELM algorithms. For the
classification phase, the work utilized the stratified partition
of a 70:30 ratio of training and testing set of inputs.
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FIGURE 10. Time-varying flight length of CSA.

A. EXPERIMENTATION ON SELECTION OF ACTIVATION
FUNCTION FOR ELM
The algorithmic implementation of ELM always has the chal-
lenge in its selecting the number of hidden neurons [29].
Additionally, for handling the employed non-linear dataset
(as shown in Figure 6), the research needs to select the appro-
priate activation function. The research experiments seven
distinct activation functions and hidden neurons that ranged
up to 350. The experimentation is carried out using conven-
tional ELM architecture. Figure 11 shows the ELM’s mean
accuracy (5-fold cross-validation) comparison for different
activation functions and hidden neurons.

As in Figure 11, the experimentation of selecting the
number of hidden neurons and activation functions [30]
includes the employment of SoftMax, tanh, sigmoid, ReLU,
leaky ReLU, parametric ReLU (pReLU), and ELU functions.
Based on the experimental plot, the research selects the
number of hidden neurons as 100 and the type of activation
function as softmax. This is because the selected activation
function provides superior performance at each selection of
hidden neurons at both the training and testing phases. The
SoftMax activation function is actually a soft version of
argmax function and it is mathematically defined as [31]:

yi =
exi−max(x)∑n
j=1 e

xj−max(x) (10)

FIGURE 11. ELM’s mean accuracy comparison for different activation
functions and hidden neurons.

FIGURE 12. SVM’s mean accuracy comparison of different kernel
functions.

Here, the numerator is used for calculating the exponential of
difference between the ith element and themaximum element,
max(x) in the input vector. The denominator is for calculating
the sum of the exponentials of all elements in the input vector
after adjusting for the maximum value. The idea of subtract-
ing themax(x) from each element before exponentiating is for
preventing potential issues with an overflow that could occur
usually while exponentiating larger values. This calculation
does not affect the final result because it cancels out in both
the numerator and denominator of equation 10. Thus, the
output of the above equation is a vector with probabilities of
each feasible outcome.

B. RESULTS OF THE PROPOSED WORK AND ITS
COMPARATIVE ANALYSIS
For classification problems, the literature study reveals
that the Support Vector Machine is the most widely used
algorithm next to Neural network algorithms. For handling
non-linear inputs (Figure 6), the SVM with three distinct
kernel functions namely linear, poly, and radial basis function
(RBF) [32] is used. The comparison of mean accuracies
obtained using 5-fold cross-validation is plotted in Figure 12.
This plot reveals that the SVM employed with the RBF
kernel function (Mean accuracy of 64.98%) provides superior
performance over others.

For PSO-ELM, the control parameter values are set are as
follows: cognitive factor (c1), social factor (c2), and interia
weight (w) are typically tuned as 2, 2, and 0.7. Additionally,
as discussed before, the SoftMax activation function provides
a better non-linearity as compared with others. Thus, PSO-
sELM is employed for the comparative performance analysis
of the study. As given in Figure 9, the initial parameters of
the proposed AdCSO-sELM are set for obtaining the experi-
mental results. The study employed the performance metrics
that are derived using the confusion matrix (CM). This CM
contains the elements of four parameters namely true positive
and negatives, false positive and negatives represented as TP,
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TN, FP, and FN. The employed metrics are classification
accuracy, sensitivity, specificity, and precision. To attain a
better balance between precision and sensitivity, the F1 score
metric is employed for the analysis. And for further valida-
tion, Cohen’s kappa metric [33] is adopted for validating the
performance analysis.

TABLE 3. Classifier’s performance for classification of water potability.

The attained results for the employed binary classifica-
tion problem after 5-fold cross-validation are tabulated in
Table 3. Herein, the NB, KNN with K = 3 provided a
classification accuracy of around 64.15-64.36%. But the
performance of MLP neural network is higher than the
above-mentioned classifiers with the performance of 67.28%
of sensitivity, 62.14% of specificity, 65.27% of accuracy,
73.54% of precision, and 70.27% of F1 score. Also, noted
that the performance of the SVM classifier employed with the
RBF kernel and ELM algorithm employed with the SoftMax
activation function provides an overlapping performance.
That is, both these classifiers provide an accuracy of 63.85-
64.98%, 71.94-73.22% of precision, 66.78-67.11% of sensi-
tivity, 59.27-61.62% of specificity, and 69.26-70.03% of F1
score. However, the performance of traditional SVM-RBF is
slightly better than the conventional sELM architecture in the
water potability problem. This is due to the better generaliza-
tion ability of SVM for unseen data and thus provides slightly
better performance than ELM architecture. This makes the
SVM classifier as a benchmark and popular choice for several
classification problems.

For further improving the performance, the conven-
tional sELM is optimized using particle swarm optimization
(PSO-sELM), and due to this optimization, the performance
of sELM has been elevated from 63.85% to 78.82% in terms
of classification accuracy. In addition, the resultant values of
precision and F1 score are elevated to 83.65% and 82.37%.
This, in turn, confirms that ELM is faster but needs appro-
priate optimization for selecting input weights and hidden
biases. Herein, PSO tends to focus more on exploration,
which might lead to faster convergence but might miss out on
fine-tuning the solution in complex search spaces. In general,
PSO demands careful tuning of parameters, and in dynamic
environments, PSO might struggle to adapt effectively. The

adaptive nature of the CSOA parameters could make the
optimization well-suited for dynamic and changing environ-
ments. This adaptability allows CSOA to adjust its flight
lengths with respect to iterations, potentially leading to better
convergence in our employed work. Thus, the research is
moving forward to obtain superior performance using sELM
together with better optimization. In this way, the simple
and efficient crow-search algorithm is adopted for optimizing
sELM (CSO-sELM).

The CSO-sELM provided a better classification perfor-
mance than PSO-sELM, that is, the algorithm provided a
sensitivity of 88.15%, specificity of 86.42%, accuracy of
87.47%, precision of 91.03% and F1 score of 89.57%.
This is found to be the better performance obtained so
far for the employed binary classification problem. This is
because of the ability of crow-search optimization algorithm
to explore a wider search space with the potential for global
optima. However, the research problem always needs to attain
the best performance. Hence, the optimization process of
crow-search algorithm is further fine-tuned, i.e., one of the
parameters, flight length is made to be adaptive throughout
iterations as shown in Figure 10. During the experimentation
of the proposed algorithm, here also, the SoftMax activa-
tion provided better non-linear mapping of features over
other functions. Consequently, the proposed AdCSO-sELM
provides a superior classification performance of sensitivity
(95.83%), specificity (97.65%), accuracy (96.54%), precision
(98.46%), and F1 score (97.12%).

FIGURE 13. Performance comparison of proposed algorithm for water
potability problem.

The above discussion is graphically compared in Figure 13
and reveals that the proposed AdCSO-sELM provides the
algorithm-best performance over others in classifying water
potability. This plot also includes the visualization of the
standard deviation error bar for all classifiers. The standard
deviation (SD) error bars of Figure 13 provide information
on how spread the performances are around the mean value.
Herein, the smaller bars represent the lower spread i.e., the
performances are clumped around the mean whereas large
bars represent the higher spread i.e., the performances are
more variable from the mean. In this way, the conventional
NB, KNN, MLP, SVM-RBF, and sELM have been reported
with larger errors over other algorithms. The CSO-sELM has
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been reported with smaller SD errors whereas the proposed
algorithm provides the least SD errors.

C. STATISTICAL KAPPA ANALYSIS OF THE PROPOSED
RESEARCH
For further statistical validation, the study employs Cohen’s
kappa (κ) coefficient to validate the attained results. For the
employed binary classification problem, κ coefficient pro-
vides a statistical evaluation of agreement between classifiers
when classifying instances into either of two classes (potable
or not potable). The κ supports in assessing the reliability
of the classification process beyond what would be expected
by chance alone. Herein, κ = 0 represents that the observed
agreement is the same as would be expected by chance alone
(least performance). The κ value ranged between 0.00 -
0.20 representing slight agreement, 0.21 - 0.40 representing
fair agreement, 0.41 - 0.60 representing moderate agree-
ment, 0.61 - 0.80 representing substantial agreement, and the
value ranged between 0.81 - 1.00 represents almost perfect
agreement.

The comparison of accuracy with kappa values is plotted in
Figure 14. In this plot, the NB, KNN, MLP, SVM-RBF and
sELM (κ = 0.26 to0.29) algorithms have a fair agreement
in classifying water potability whereas the PSO-optimized
sELM algorithm has a moderate agreement (κ = 0.56) in
this binary classification task. The CSO-optimized sELM
algorithm provides a substantial agreement (κ = 0.74) and
the proposed AdCSO-sELM algorithm provides an almost
perfect agreement (κ = 0.93) among others for predicting
water quality. Thus, the results obtained are validated using κ

metric that validates the superior performance of the proposed
algorithm in classifying water quality as discussed in Table 3
and Figure 13.

FIGURE 14. Accuracy and kappa comparison of the proposed method.

D. COMPARISON WITH STATE-OF-THE-ART FRAMEWORKS
Finally, the proposed methodology is compared against the
existing research studies and it is summarized in Table 4. For
this, the recent research works that are associated with the
employed research problem are chosen. The listed research
works utilized the distinct water quality or monitoring dataset
for classifying water potability. As from the comparison
findings summarized in Table 4, the proposed methodology
outperforms other frameworks due to the right choice of

TABLE 4. Comparison of the proposed framework with the recent
research works for predicting water quality.

classification model with appropriate parameter tuning for
the water quality prediction task.

E. EVALUATION USING FURTHER DATASETS
To further evaluate the robustness of the proposed framework,
the research makes use of two more larger and complex
datasets. These datasets named WQ_1 [37] and WQ_2 [38]
are taken from the Kaggle web repository. TheWQ_1 dataset
comprises of 21 columns out of which the last one is the
output target. This deals with checking the quality of water as
either safer or not for human activities with 7,996 instances.
This includes the feature attributes that are the composi-
tion of elements in water such as uranium, silver, selenium,
radium, perchlorate, mercury, nitrites, nitrates, lead, virus,
bacteria, fluoride, copper, chromium, chloramine, cadmium,
barium, arsenic, ammonia, and aluminium components. The
next dataset, WQ_2 consists of 10,48,575 instances with
the elements of Air Temperature, Water Temperature, Total
Dissolved Solids, Manganese, Chlorine, Conductivity, Sul-
fate, Odor, Copper, Fluoride, Turbidity, Color, Zinc, Lead,
Chloride, Nitrate, Iron, and pH values. This dataset also
deals with checking the quality of water as either safer or
not for human activities. In addition to this information, the
abovementioned two datasets have the missing values. And
these missing values are imputed using the KNN algorithm as
discussed in Section III. In a similar way, the results obtained
after applying the proposed AdCSO-sELM algorithm with a
similar set-up are comparatively analysed in Figure 15.

From the plot of Figure 15, it is evident that the proposed
AdCSO-sELM algorithm provides an improved classifica-
tion performance as compared with other models. That is,
the proposed framework provides an improved accuracy of
97.37% for the WQ_1 dataset and 95.73% for the WQ_2
dataset, respectively. This performance is appropriately vali-
dated using Kappa statistical analysis where improved kappa
values of 0.87 and 0.89 are obtained for the above datasets.
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FIGURE 15. Comparative analysis of the proposed framework with WQ_1
and WQ_2 datasets.

Thus, the proposed model works well with any newer case of
inputs employed for water quality prediction.

F. DISCUSSION OF FINDINGS
◦ The summary of the study intended to enhance the

ELM performance for the water potability classifica-
tion problem is given below.

◦ The research novelty lies in enhancing the clas-
sification performance of sELM through the suc-
cessful implementation of the proposed Adaptive
Crow-Search Optimized SoftMax-Extreme Learning
Machine (AdCSO-sELM).

◦ The work utilized the Crow-search algorithm as com-
pared with the firefly algorithm [39], grey wolf
optimizer [40], dragonfly algorithm [41], grasshopper
optimization algorithm [42], Harris Hawks optimiza-
tion [43], Hybrid Capuchin and Rat swarm algorithm
[44] due to its adaptive nature and comparatively easier
to implement or tune for the employed requirements of
the water quality prediction task.

◦ The above framework is then utilized to improve the
s-ELM’s classification performance in predicting the
quality of water as safer (potable) or not (non-potable).

◦ As compared with recent existing methods, the pro-
posed algorithm performed well for the employed
binary classification task.

◦ The study compared the classification performance
of the proposed framework with conventional NB,
KNN, MLP, ssSVM-RBF, s-ELM, PSO-sELM, CSO-
sELM and reported that the AdCSO-sELM outper-
forms them and thereby establishing the novelty of the
framework.

G. LIMITATIONS OF THE PROPOSED FRAMEWORK
Several real-world societal problems always require more
precise results using machine learning or deep learning
algorithms. In this regard, the research community is work-
ing towards providing the best solutions. In this way,

the proposed framework is successfully implemented and
promising results have been obtained. However, as from the
plot of Figure 13, the sensitivity of the proposed framework
is reported to be slightly lower than the specificity. This
reveals that the ability of the proposed methodology needs to
be improved to correctly classify unsafe (non-potable) water
samples minimizing the risk of classifying unsafe water as
safe. Consequently, this problem should be taken care of in
our future research.

VII. CONCLUSION AND FUTURE WORK
Nowadays, the world is running towards more sophistication
and this has a severe impact on the environment. This con-
tamination provides a negative effect on human health and
so becomes a cause of several diseases. Due to this, finding
appropriate water for drinking purposes is essential for human
life. The study in the research intended to design a promising
framework for predicting water as either potable or not for
drinking purposes. For evaluation, the work utilized the Kag-
gle water quality dataset. Themissing values in the dataset are
imputed using the KNN algorithm. After visualization, the
dataset is found to be highly non-linear, and subsequently, the
SoftMax function is chosen as an activation function of ELM
architecture. Based on the experimentations, the performance
of ELM can be optimally improved using a simple meta-
heuristic crow-search algorithm. This, in turn, the research
proposed an Adaptive Crow-Search Optimized – SoftMax
Extreme Learning Machine (AdCSO-sELM) for obtaining
robust performance for the employed binary classification
problem. Accordingly, the performance of AdCSO-sELM
is compared with the existing frameworks and found to be
more competent than others. That is, the proposed framework
provides a superior classification accuracy of 96.54% and a
precision of 98.46% with a kappa validation of 0.93. Addi-
tionally, the proposed framework is evaluated using two more
larger and complex datasets and found that theAdCSO-sELM
model is robust for water quality prediction. The future work
will be in the extension of evaluating the proposed framework
with real-world time-series data in an IoT environment. Fur-
thermore, it is intended to employ multi-class data for further
evaluation with deep-learning architectures.
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