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ABSTRACT Heartbeat serves as a vital sign of health, aiding the diagnosis of various health issues. The
autonomic nervous system (ANS) is responsible for regulating heartbeat, and physical activity (PA) can
influence the heart rhythm. Changes in heart rate can signal alterations in PA. However, poor measurements
or extreme conditions can result in the loss of heartbeat data, which can negatively impact the analysis
of heartbeats. To accurately monitor the Heart Rate Variability (HRV) and cardiovascular health, a proper
model to compensate for lost data is necessary. This study investigated the effect of different PAs on
InterBeat Interval (IBI) prediction and the possibility of using models trained on unrelated activities to
predict the next IBI. The IBI series is divided into piecewise stationary sections based on PA, that is,
running, walking, and sitting, as verified by a statistical test. Various machine and deep learning methods
have been used to model the IBIs related to specific activities. The models were then used to predict the
next IBI for the testing sets of related and unrelated activities, and the error changes were compared for each
permutation of training and testing. The models were tested using a Physionet archived dataset. The findings
suggest that linear models offer the least prediction error, whereas PA-relevant training could minimize
errors in most scenarios. However, in cases where specific PA data are not available, the proposed CNN
model demonstrated superior generalization capabilities. These findings can improve HRV error correction
techniques and enhance cardiovascular health and ANS monitoring.

INDEX TERMS Machine learning, piecewise stationarity, time series prediction, heart rate, interbeat
interval, physical activity.

I. INTRODUCTION
The electrical conduction system in the heart consists of
a specialized conduction pathway that is responsible for
cardiomyocyte contractions and blood pumping. Conduction
is initiated by the sinoatrial (SA) node located in the right
atrium, which is the spontaneous source of cardiac impulses.
After contraction of the muscles in the atria, the atrioven-
tricular (AV) node conducts the impulse as the blood enters
the ventricle to the His bundle and passes to the Purkinje
fibers, causing the papillary muscles to contract and constrict
the chordae tendineae. Subsequently, ventricular muscle
contraction occurs. This depolarization of the myocardium
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can be recorded by an electrocardiogram (ECG) signal [1],
[2]. ECG signals reflect physiological changes in response to
physical activity (PA) [3]. Sympathetic and parasympathetic
inputs from the autonomic nervous system (ANS) to the
SA node control heart rhythm. The sympathetic nervous
system is triggered by PA, emotional excitement, or different
pathological circumstances. Activation of the sympathetic
nervous system causes the release of norepinephrine from the
adrenal gland, a neural ganglion located on the kidneys, and
an increase in heart rate. Shorter InterBeat Intervals (IBI),
i.e., R-R intervals, could result from increased sympathetic
input to the SA node. The vagus nerve in the parasympathetic
nervous system controls the SA node, which lowers the
heart rate and can cause longer IBI [4], [5], [6]. This
effect is illustrated in Figure 1. Therefore, IBIs may exhibit
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nonstationarity in response to changes in PA. The relationship
between IBI in (s) and heart rate (HR) in (beats/min) is shown
in Equation 1. The normal human IBI range varies from
0.6-1 s that corresponds to normal sinus rhythms
of 100-60 bpm [1], [7].

Modeling the human heartbeat based on previous obser-
vations is useful in various applications, e.g., heart rate vari-
ability (HRV) analysis [8], error correction [9], personalized
healthcare monitoring, early detection of heart abnormalities
[10], and sleep apnea diagnosis [11]. Therefore, paying
attention to the sufficiency and relevance of the recorded
data when such models are trained is crucial. Additionally,
modeling IBIs based on PA may open an avenue for
identifying changes in PA. In their study, Svane et al.
demonstrated the effectiveness of Recurrent Neural Networks
(RNNs) in correcting artifacts during physical exertion.
The study found that RNNs employed for error cor-
rection outperform existing techniques in deriving HRV
measures [12].

Our approach aims to establish the feasibility of accurately
predicting the next IBI by utilizing related and unrelated
segments of the IBI series input based on PA by employing
several machine learning models. This study addresses the
question of whether utilizing piecewise stationary sections
of the heart IBI series can enhance the prediction accuracy.
To achieve this, the IBI time series was sectioned into piece-
wise stationary sections based on the PA. We investigated
the possibility of more accurate modeling and improved
prediction based on machine learning models trained using
these sections.

Factors such as electromagnetic interference, muscle
movement, transmission media, variations in device usage,
and signal processing limitations affect the occurrence
of artifacts and errors when measuring heartbeats. These
uncertainties make it difficult to construct deterministic
or physics-based models that can accurately predict IBIs.
Machine learning techniques excel when the underlying
phenomenon is broad and uncertain. They can learn complex
patterns and relationships that traditional rule-based or
deterministic models cannot easily capture. In addition,
the inherent variability in the heart rate renders traditional
statistical analysis methods ineffective. Machine learning
algorithms can handle the variability and noise present in
the data, allowing them to adapt and make predictions based
on the learned patterns, even in the presence of artifacts and
errors, in contrast to deterministic models that may struggle
to account for the diverse and complex factors that affect IBI
measurements.

The remainder of this paper is organized as follows.
Section II reviews previous related studies. Section III
describes the methods and metrics used for the detailed
evaluation. Subsection III-B presents a statistical test to
assess the stationarity of the IBI series for each subject, both
collectively and individually, based on the PA. This analysis
sets the foundation for evaluating the changes in accuracy,
as discussed in Section V. In Sections IV and V, we examine

the performance of the models and explore how they are
impacted through the connections to the autonomic nervous
system. Section VII presents recommendations for further
study and potential areas of exploration.

HR(bpm) = 60(s/min) ×
1

IBI (s)
(1)

FIGURE 1. Demonstration of IBI, the duration between two R-Waves,
indicated with a dotted line in an ECG signal. The left segment
corresponds to a period of rest, and the right segment corresponds to a
period of High-Intensity activity.

II. LITERATURE REVIEW
The prediction of heartbeat has been the primary focus
of previous studies; however, IBI prediction has not been
directly explored. In a study by Luo et al., a multi-feature long
short-term memory (LSTM) model network was developed
using various physiological parameters to predict heartbeat
[13]. Staffini et al. conducted a similar analysis on HR
data by comparing three different forecasting models (an
autoregressive (AR) model, a long short-term memory net-
work, and a convolutional long short-term memory network),
and found that the AR model provided the most accurate
predictions [14]. Alharbi et al. used a number of deep learning
techniques for an HR time series, including an RNN, LSTM,
gated recurrent unit (GRU), and bidirectional LSTM for the
prediction of HR 5-15 min in advance, and concluded that the
GRUmodel works best in 5min scenarios [15]. Another study
by Oyeleye et al. studied several machine learning models on
an accelerometer’s univariant HR time series and found that
the ARIMA model with a walk-forward validation and linear
regression works best for data with an arbitrary duration, and
the decision tree regressor and support vector regressor work
best for more extended duration data [10]. Masum et al. [16]
explored different machine learning algorithms for predicting
blood pressure and HR using univariate and multivariate
forecasting models employing LSTM, BI-LSTM and CNN
(Convolutional Neural Network) machine learning algo-
rithms. In [17], to estimate the HR, the authors used a
convolutional neural network architecture that takes the time-
frequency spectra of synchronized photoplethysmography
(PPG) and accelerometer signals and outputs the estimated
HR. The use of Feedforward Neural Networks (FFNN) for
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heartbeat prediction based on activity has been studied in
several prior research efforts. Biswas et al. [18] presented
a deep learning framework for estimating heart rate using
a single-channel PPG signal. In [19] and [20], the authors
suggested a multilayer FFNN that used PA and HR data to
make predictions. In [21], a predictivemodel based on cycling
cadence was suggested, which outputs HR predictions based
on HR and cadence.

III. METHODS
Themethods used in this research consist of the use of several
machine learning and deep learning algorithms to predict the
next IBI, namely:

• Autoregressive (AR)
• Autoregressive Moving Average (ARMA)
• Generalized Linear Model (GLM)
• K-Nearest Neighbors (KNN)
• Gradient Boosting (GB)
• Artificial Neural Network (ANN)
• Convolutional Neural Network (CNN)
• Long Short-term Memory (LSTM)
For each subject, these models were trained on the training

set chosen from one activity, and then the trained model was
used to make predictions on the test set of the same activity
and the two other activities. For example, we used the AR
model trained on the Run series of a given subject to make
predictions on the test set of the Run, on the Sit, and the Walk
series. The error measures obtained for each activity were
then compared across subjects. The error measures used to
measure the accuracy of the models were the Mean Squared
Error (MSE), Root Mean Squared Error (RMSE), and Mean
Average Error (MAE):

MSE =
1
n

n∑
i=1

(yi − ŷi)2,

RMSE =

√√√√1
n

n∑
i=1

(yi − ŷi)2,

MAE =
1
n

n∑
i=1

∣∣yi − ŷi
∣∣ (2)

where, in Equations 2, ŷ is the prediction made by the models
and y is the true value. The efficiency of each model, when
used to make predictions for each activity, was compared
using the Percentage Error Change (PEC) andMeanAbsolute
Scaled Error (MASE) [22]:

PEC =
eoth − erel

erel
× 100 (3)

MASE =
MAErel
MAEoth

=

1
n

∑n
i=1

∣∣yrel/i − ŷrel/i
∣∣

1
m

∑m
i=1

∣∣yoth/i − ŷoth/i
∣∣ (4)

where in Equation 3, erel is the error obtained from the
relevant (same) activity, eoth is the error obtained from the
other activities when a relevant model, i.e., the model trained
on the relevant activity, is used to make the prediction. The

PEC is the percentage amount in which the prediction error
changes when other activities are used to test the model.
PEC > 0 indicates an increase in the error when using the
IBI series other than the original activity on which the model
was trained. The numerator in the MASE in Equation 4 is
the MAE obtained from the test set of the pertinent model,
and the denominator is the MAE obtained from the error
measures of the two other activities. A MASE > 1 indicates
a deterioration in the predictions.

A. DATASET
This study used the Pulse Transit Time PPG dataset from
the Physionet archive to predict the instantaneous IBI. The
dataset contains ECG recordings acquired at 500Hz from
22 healthy subjects from university students without a history
of cardiovascular or respiratory disease, female and male,
with an age range of 20 to 53 years, and with a mean of
28.52 years while performing three physical activities, i.e.,
sitting, stationary walking, and running in random order
[23], [24]. The selection of PAs is aimed to encompass a
wide range of heart rate and cardiovascular responses at
various levels of physical stress. Conducting these activities
in a random order helps to ensure that the results are not
biased by the sequence in which the activities are performed.
The study compares IBI prediction results for each of the
subjects’ PAs with themselves and then aggregate results;
consequently, the impact of confounding variables such as
age and sex is less significant. Each participant acts as
their control, which can inherently account for individual
differences. This approach helps isolate the effect of the
variable of interest, i.e., IBI response to different PAs,
by reducing the variability caused by individual differences
[25], [26]. The study did not specifically target faculties or
departments more likely to include athletes in the participant
group. During each experiment, participants were instructed
to perform walking and running exercises in place with
controlled movements with minor forward/backward motion.
Walking was performed at a moderate pace, which was
neither relaxed nor rushed. Running was also performed
at a light pace, not completely relaxed, but not rushed.
Both activities were performed at similar speeds for all the
subjects, with targets of approximately 5 km/h for walking
and 9 km/h for running. Participants maintained a short
break of less than 5 min between trials to gather various
physiological measurements [27]. The duration of recording
for each activity was approximately 8 min long. The R-peaks
in the ECG signals were annotated using the Kubios HRV
software [28], manually inspected, and corrected to obtain
the corresponding IBI series. Thus, we ensured that no noise
was present in the time series. The distribution of the average
IBI for all the subjects performing the activities is shown in
Figure 2. The statistics for all subjects performing running
indicated a mean of 0.67 s (0.08), whereas sitting exhibited a
higher mean of 0.8 s (0.11), and walking has a mean of 0.69
s (0.09). The means for walking and running activities were
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similar while sitting demonstrated a muchmore distinct mean
than movement activities. Owing to the similarity in the mean
values of the IBI, it is challenging to differentiate between
running and walking solely based on the observational mean.

FIGURE 2. Distribution of mean IBI for activities among the 22 subjects.

B. STATIONARITY
Considering the parasympathetic and sympathetic inputs to
the SA node, the IBI series exhibits dependence. By splitting
each IBI time series into sections of the respective PAs,
we can dominate the effect of sympathetic or parasympathetic
input and construct stationary IBI segments, i.e., the statistical
properties of the series, such as mean and variance, do not
change over time, and the covariance of each process
depends on temporal information by the time difference
[29] to improve prediction. To assess this assumption, the
stationarity hypothesis of the individual sections of the IBI
time series for each activity and the sequence of the three
time series as one piece for each subject were evaluated using
the Augmented Dickey-Fuller (ADF) test. ADF verifies the
stationarity of the signal by rejecting the null hypothesis,
where the unit root is present [30], [31]. The number of lags
for the regression model in the stationarity test is selected
based on the Akaike information criterion (AIC) [32], [33]:

AIC = 2k − ln(L̂) (5)

where k is the number of parameters and L̂ is the log-
likelihood. When the p-value is not less than the significance
level (p > 0.05), to reject the null hypothesis, the test statistic
and critical values are used to determine stationarity.

Based on the results obtained from the ADF test of the IBI
series shown in Table 11, we divided the subjects into three
groups: 1) Subjects 4, 8, 9, 11, 13, 15, 19, 20, and 22 had
stationary IBI. 2) The ADF does not conclude stationarity for
subjects 1, 2, 3, 5, 6, 7, 10, 12, 14, 16, 17, and 18. 3) The
null hypothesis for Subject 21 was rejected only under 5%
and 10% critical values, but not under 1%. For simplicity,
the results of Groups 2 and 3 will be analyzed collectively
in future sections. The stationarity results obtained for the

subjects in Group 1 could be due to the running pace during
the experiment or the subjects’ fitness level, which did not
result in complete activation of the sympathetic nervous
system response. Testing the stationarity of the IBI series
segments divided by activities for each individual subject
demonstrated the stationarity of the time series belonging
to each individual PA. Figure 3 illustrates an example of
stationary (Subject 4) and non-stationary (Subject 10) IBI
series. The IBI series for the non-stationary subject exhibited
visible variations in magnitude based on a change in PA.

C. AR MODELING
The autoregressive model assumes that earlier heartbeat
observations can be used to forecast the value at subse-
quent time steps. Considering the AR model with order
n, n > 0, the objective is to model the IBI train series
to make the prediction of r̂k+1 given a series of Rk−n:k =

⟨rk−n, rk−n+1, . . . , rk ⟩, k ≥ nwhere r denotes the successive
distance between the two R waves. The predicted r̂k+1 value
can be obtained as a linear combination of the input time
series Rk−n:k as follows:

r̂k+1 = θ0 + θ1rk + θ2rk−1 + . . . + θnrk−n (6)

where the coefficients θi, i = 0, . . . , n are obtained
by optimizing the model on the training series using the
Conditional Maximum Likelihood conditioned on the first
observation [33], [34]. The model producing the lowest AIC
in Equation 5 was chosen to determine the number of lags (n).
As an example, the Partial Autocorrelation Function (PACF)
and Autocorrelation Function (ACF) for subject 3 are shown
in Figure 4. The figures indicate a strong correlation between
a few neighboring beats. An 80:20 ratio is utilized for training
and testing.

D. ARMA MODELING
An ARMA(p, q) process can model a stationary IBI series
Rk−n:k to obtain prediction r̂k+1 by Equation 7.

r̂k+1 = θ1rk−1 + . . . + θprk−p + εk

+ φ1εk−1 + . . . + φqεk−q (7)

The residual εt was obtained from the difference between the
actual and predicted values, i.e., εt = yt − ŷt . The parameters
in the ARMA model were obtained by a step-wise search to
minimize the AIC by maximum likelihood estimation [35],
[36]. By incorporatingMA terms, ARMAmodels can capture
recurring trends in residuals. Consequently, any systematic
deviation from the pure autoregressive behavior that the AR
model may not fully account for can be addressed more
effectively.

E. GLM MODELING
The GLM model assumes that the response variable, future
IBI prediction, has a variance that can be described by a one-
parameter exponential probability distribution. In this model,
a systematic component connects the linear predictor η with
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FIGURE 3. IBI series for subject 4 (Stationary) and subject 10 (Non-Stationary).

FIGURE 4. PACF and ACF plots for subject 3 across PAs).

the predictor matrix R or the previous IBI observations and
the parameter θ , i.e. η = R·θ . A differentiable andmonotonic
link function g links the response and systematic components
with E(r) = g−1(η). The mean of the response can be
expressed as a linear combination of predictors [37]:

E[r] = θ0 + θ1R1 + . . . + θn−1Rn−1 (8)

The number of exogenous variables for this model was
chosen based on the AR model described in Section III-C.
The parameter θ was optimized using iteratively re-weighted
least squares [33], [38], and the model goodness-of-fit was
assessed using the coefficient of determination R2. This
model comprised inverse Gaussian (IG) in Equation 9 and the
identity link function η = µ.

pR(r; λ, µ) =

√
λ

2πr3
exp

[
−λ(r − µ)2

2µ2r

]
, r > 0, λ, µ > 0

(9)

F. KNN MODELING
KNN is a classification and regression algorithm that relies
on previous observations. Regression enables the use of KNN
for numerical forecasting. In regression, a set of features and a
target or predicted value are used to describe each data point.
KNN works by finding the k most similar previously stored
observations to a new data point by computing a distance
metric and outputting the aggregation of their target values
for an unknown target [39]. When KNN is used to predict
a time series, the n lags in the time series construct a feature
vector. The observation after the n lags is the target value [40].
Consider the training set comprising the n feature vectors of
window length L and the corresponding target values:

r1, r2, r3, . . . , rL : rL+1

r2, r3, r4, . . . , rL+1 : rL+2

. . .

rn, rn+1, rn+2, . . . , rn+L : rn+L+1

For a given vector in the test set, rm, rm+1, rm+2, . . . , rm+L ,
the KNN model finds the k-nearest neighbor to the feature
vector in the training vector based on the Euclidean distance
and aggregates the target values as a prediction of the given
vector. An example of 5-NN training and prediction using this
model for a window size of three is illustrated in Figure 6.
In this case, the set of observations, represented as lags of
the time series, is visualized as points in 3D space. The
graph on the right displays the corresponding target values
for the top 13 closest neighbors. The prediction is made by
aggregating the values of the five closest neighbors obtained
by the Euclidean distance.
AIC has been used in earlier studies to determine the

number of closest neighbors [41], [42]. A grid search was
conducted to determine the optimal number of neighbors (k),
and window of the IBIs (n) by minimizing the AIC using least
squares regression [43].

AIC = 2k − n ln(

∑
ϵ2

n
) = 2k + n ln(MSE) (10)
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FIGURE 5. Surface plots generated by minimizing AIC for subject 5 (Arranged from left to right: Run, Walk, and Sit sections). The Minima
are marked.

FIGURE 6. Visualization of training and test data with a window size of 3 and 5 neighbors (Left), and model predictions
(Right).

where MSE is the MSE of the training set in Equation 10.
Figure 5 illustrates the surface plot for Subject 5 using a grid
search over the AIC.

G. GRADIENT BOOSTING MODELING
Gradient boosting (GB) is a highly effective machine-
learning algorithm that utilizes weak learners, typically
decision trees, to create a stronger model [44], [45]. GB can
be applied to classification and regression problems. While
predicting a time series, the GB is trained using historical
data to forecast future data. The input to the GB is a
series of previous IBI and the output is the next IBI.
A decision tree with a depth of three for a window size
of three is shown in Figure 7. The final prediction is
obtained by adding the weak learners’ predictions (trees)
to the initial prediction, i.e., the mean target value of the
training data, where the learning rate scales each tree’s
prediction. Subsequent learners are trained to predict the
negative gradient (pseudo-residuals) with respect to the loss
function of the preceding iteration. The hyperparameters of
the GB model were obtained through Bayesian optimiza-
tion with Gaussian processes during the 5-fold hv-block
cross-validation [46], [47], [48].

H. ANN MODELING
Artificial neural networks are powerful time series prediction
tools that can learn from past data and make accurate
predictions of future values. They are highly effective
in identifying complex patterns, which are capable of
deducing nonlinear relationships between input data [49].
The proposed Fully Connected (FC) network shown in
Figure 8 was constructed using five FC layers with Rectified
Linear Unit (ReLU) activation and an output layer. Bayesian
optimization with Gaussian Processes, in conjunction with
hv-block cross-validation, were employed to determine the
optimal values for the ANN model’s hyperparameters, such
as the number of layers, number of nodes, dropout rate,
learning rate, optimizer, activation function, and number
of epochs. During the training, the model was constructed
using 70% of the training data and 10% of the data used
for validation purposes. The remaining 20% of the data
were used to test the model. All deep learning-based models
utilized similar splits.

I. CNN MODELING
CNN-based architectures are widely used in computer vision
(CV) applications owing to their high adeptness in extracting
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FIGURE 7. Gradient-Boosted decision tree employed for prediction. The leaves represent the
residuals of the prediction.

FIGURE 8. Architecture of the ANN.

and learning features. A CNN can produce a smaller set of
features owing to its convolution operation [50]. Because
CNN can process the input sequence in parallel, it is likely
to be quicker than RNN-based approaches. In this study, five
distinct CNN architectures with the addition of extra widely
used layers in CV were examined. The proposed CNNmodel
comprises a CNN layer with a kernel dimension of 2 × 2,
a dense layer with ReLU activation, and output layer. Similar
to the ANN model in Section III-H, the hyperparameters
for this model, i.e., window length of input sequences and,
number of filters in the convolutional layer, number of
perceptions, activation type used in the dense layer, loss
function, number of epochs, learning rate, and optimizer
were obtained through Bayesian optimization using Gaussian
Processes during hv-block cross-validation.

FIGURE 9. The structure of the CNN (CNN - Model 1).

J. LSTM MODELING
One of the proposed solutions to the vanishing gradient
problem is the LSTM. Its stability and robustness for
modeling long-range dependencies have been demonstrated
in several previous studies [51], [52]. The components of an

LSTM cell are an input gate, an output gate, and a forget gate.
These three gates regulate the flow of information into and
out of the cell, and the cell is capable of remembering values
across arbitrary time intervals. Recurrent Neural Networks
with memory, such as LSTM, can use cached hidden states to
estimate network parameters in future time steps [53]. LSTM
is capable of capturing long-term temporal links in data,
which can improve prediction [54]. LSTM has applications
in classifying, processing, and predicting time series with
unknown lag [55]. The next IBI can be predicted by LSTM
models given a succession of IBI series as inputs by learning
the underlying patterns and relationships between the IBIs
over time. Several LSTM layers can be utilized to obtain
more subtle patterns in the data. Figure 10 depicts the LSTM
network architecture employed in this study, which consists
of the following layers from left to right: an LSTM layer,
a dropout layer, two LSTM layers, another dropout layer,
a fully connected layer (dense), and an output layer. The
parameters for the LSTM network, i.e., the number of LSTM
nodes, optimizer, dropout rate, number of dense nodes,
activation type, learning rate, and number of epochs, were
determined through Bayesian optimization utilizingGaussian
Processes.

IV. EXPERIMENTS AND RESULTS
Computation for the gradient boosting and deep learning
models was performed using an NVIDIA DGX A100 server,
equipped with eight NVIDIA A100 40 GB Tensor Core
GPUs. Table 1 presents the selected hyperparameters for the
deep learning models. The average prediction accuracies of
these models across various subjects are detailed in Tables 3
through 10 located in the Appendix. Based on the results, the
AR model had the highest error rate when using the Run and
Sit models to predict Sit, whereas the model trained on the
Walk series exhibited the lowest error rate when predicting Sit
IBI. For the ARMAmodel, the average error was higher than
that of the AR model. For this model, we observed a similar
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FIGURE 10. Architecture of the LSTM network.

error change pattern from the cross-trained model predictions
as in the AR model.

In the GLM model, the Gaussian, Inverse Gaussian (IG),
and Gamma distributions were tested along with logarithmic
η = ln(µ), identity η = µ, and inverse η =

1
µ

link
functions. IG was tested using the inverse squared η =

1
µ2

link function. As a result, the lowest error was obtained when
IG in Equation 9, and the identity link functions were utilized
to construct the model. This confirms previous research
that modeled the IBI series using the IG as the underlying
distribution [8], [56], [57]. The GLM IG average error change
obtained was lower than the AR and ARIMA models. At the
same time, the rise in MASE shows that the models are better
at making predictions based on unseen data.

In the KNN model, when using a weight function that is
proportional to the reciprocal of the distance of the neighbors,
where the closest distance exhibits a greater influence, the
average error metrics for MSE, RMSE, and MAE are 3.32%,
1.43%, and 1.38% higher, respectively. Overall, the KNN and
GB model errors are higher.

We observed a higher error for the ANN and LSTMmodels
than that for the linear models. To prevent overfitting in the
ANN model, dropout layers can be used to set the input units
to zero at random with a specified frequency at each training
step. Suppose a dropout layer with a frequency of 0.1 is
introduced to the network after each FC layer. In that case,
the overall average MSE, RMSE, andMAE across all models
increase by 536.48%, 151.7%, and 181.99%, respectively, for
all subjects. This signifies a better model performance when
dropout layers are absent. According to the hyperparameter
search, the optimal loss function for ANN and CNN was
found to be MSE, while for LSTM, MAE was identified to
produce the least error.

The CNN model outperformed the average linear model
error across all trains and test permutations, resulting from
a lower error when non-relevant activity was used for
training. A maxpooling layer is often included in CNN.
The maxpooling operation decreases the dimensions of the
output from the convolutional layer, thus simplifying the
network’s computations and aiding in reducing over-fitting.
This layer can also compress features and extract essential
features [58]. In addition to CNN architecture 1 in Figure 9,
we experimented with architectures 2 to 5 by including
the addition of dropout, maxpooling, or both layers in the
architecture. With the addition of a dropout layer after the
convolutional layer, the average MSE, RMSE, and MAE
increased by 3.8%, 0.83%, and 1.13%, respectively. When a
maxpooling layer with a pool size of 2 was used after the
convolutional layer, these percentages changed to 85.75%,

TABLE 1. Overview of parameters used in ANN, CNN, and LSTM networks.
Note: ‘‘*’’ denotes values applied for experimental purposes.

12.17%, and 13.89%, respectively. If a dropout layer is
used in conjunction with the maxpooling layer, the change
increases to 340.46%, 118.29%, and 148.25%. Finally, if the
order of dropout and maxpooling layer is replaced, i.e., the
convolutional layer followed by the maxpooling layer and
then the dropout layer, the metrics change to 19.91%, 9.94%,
and 10.82%.

FIGURE 11. Predictions made for subject 2’s IBI series utilizing
permutation of run, walk, and sit data.

V. DISCUSSION
The present study was conducted to investigate the effect of
PA on the accuracy of IBI prediction using machine learning
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TABLE 2. Comparison of error measurement change indicators in models
for group 1 (Non-Stationary) and groups 2 and 3 (Stationary) subjects.

techniques. Physical activity highly impacts the duration of
IBI, as it causes the cardiovascular system to increase cardiac
output, leading the heart to pump more blood. This decreases
the duration between heartbeats, resulting in shorter IBI.
During the rest period, with reduced oxygen demand, the
heart rate decreases, resulting in greater IBIs. Specifically,
in high-intensity PAs, such as running, the IBIs become
shorter; in moderate PAs, such as walking, the IBIs increase;
and in low-intensity physical activities, such as sitting, the
IBIs continue to increase. In the majority of training/test
scenarios, with some exceptions, the significance of using
relevant activities by training on piecewise stationary sections
of the IBI series can be observed. Table 2 presents a
comparison of the error change for the permutation of training
and tests across PAs. An analysis of the results reveals that
the lowest error for most models in most scenarios can be
achieved when models are trained on data specific to the
activity in which predictions are being made. This can be

observed in the predictions of Subject 2 in Figure 11, where
the diagonal plots signify the training and test on the same
activity. When predicting the Run, the AR model trained
on the Run data achieved the lowest error, followed by
the GLM IG and ARMA models, compared to the rest of
the models. Similarly, the AR model trained on Walk data
achieved the lowest error when predicting Walk, followed
by the GLM IG and ARMA models. Nevertheless, when
predicting Walk, the error disparity of the models, i.e., the
prediction error gap between the models trained on Walk
versus the other activities, was lower when training was
performed on Run data than when training on Sit. In this case,
the CNN model trained on Run achieved nearly the same
error as that trained on Walk. Similarly, the models trained
on the Sit data achieved the lowest error when predicting
the Sit. In this case, the GLM IG model achieved the lowest
error, followed by the AR and ARMAmodels. When making
predictions using models trained on data not specific to the
activity being predicted, the GLM IG model best predicted
Run from Walk data and Walk from Run or Sit data. The
CNN model achieved the lowest error when predicting the
Run from Sit, Sit from Run, and Sit fromWalk. When trained
on Run data, the models’ most accurate predictions after the
Run series are made when tested on the Walk series, while
predictions made on the Sit series produce more errors across
all models. The CNN and GLM IG models produced the
slightest error predicting bothWalk and Sit, whereas theKNN
and GBmodels produced the highest errors. When trained on
Walk data, the majority of the models (AR, ARMA, GLM
IG, ANN, and CNN) made smaller errors in predicting Run
than making a prediction on Walk, whereas the KNN, GB,
and LSTMmodels made the least error when predictingWalk
from Walk. On the other hand, The CNN model produced
the least error when predicting Sit from Walk data, followed
by the GLM IG model, and the KNN model produced the
highest error, followed by the GBmodel. When trained on Sit
data, all models except the CNN model, made more accurate
Sit predictions than those of Run or Walk. The KNN model
made the least accurate Run orWalk from Sit predictions. The
CNN model demonstrated a superior ability to predict data
from non-relevant data and reached the lowest error when
training and testing across various activities amongst the
rest of the models. The addition of dropout and maxpooling
layers resulted in a decrease in the model’s accuracy. This
was due to the disruption caused by the sequential nature of
the data and the temporal dependency between the previous
observations. The dropout layer randomly sets some input
units to zero during each iteration, resulting in a loss of
critical temporal data. Similarly, maxpooling reduces the
data dimensionality, leading to the loss of vital temporal
patterns. In contrast to CNN, the KNN and GB models
produced higher errors during prediction when tested on
non-relevant activities due to the fact that these models’
predictions highly depend on previously observed (training)
data. Therefore, the error rate obtained from these models
could be an indicator of changes in the PA. The limitations
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FIGURE 12. Comparison of error change metrics: MSE, RMSE, MAE, and MASE for non-stationary and stationary subjects.

of KNN in generalizing to test data stem from its inability
to learn meaningful representations and patterns from the
training data. Instead, it relies on the similarity between
data points, causing it to struggle with high-dimensional or
complex datasets and leading to suboptimal generalization
to unseen examples. In the GB, the selection of the bias
value as the average of the target values in the training
data may adversely affect the performance of the model
on the test data. The initialization bias may result in a
shift in the bias during the boosting procedure, which can
contribute to the insufficient generalization of the test data.
On the other hand, linear models rely highly on previous
observations when making predictions, making them well-
suited for sequential data, where the prediction of the current
data point depends on the previous ones. Deep learning-based
models offer advantages in terms of learning patterns and
capturing complex relationships from data during training.
They are adept at handling heterogeneous data and extracting
relevant features, without requiring manual feature engineer-
ing. This enables them to be more effective in prediction
tasks where the underlying patterns may be complex and
challenging to discover using conventional machine learning
algorithms. When examining the results with respect to
groups distinguished by stationarity in III-B for Group 1 (i.e.,
subjects with non-stationary IBI series) versus Group 2, and
Group 3 (i.e., subjects with stationary IBI series), the models
trained on Group 1 generated the highest increase in error
and smaller MASE when non-relevant activity was used for
testing. In contrast, for Groups 2 and 3, when trained on
Walk and predicting Run, all models showed a decrease in
error, andMASE > 1 signified an improvement in prediction
accuracy. When trained on Sit and predictingWalk, the CNN,
ANN, GLM IG, AR, and ARMA models also made more
accurate predictions. A comparison of the predictions for the
stationary and non-stationary groups is shown in Figure 12.
The deviation in Groups 2 and 3 could be due to a lack of

appropriate control in collecting Run data that did not lead to
a complete activation of the sympathetic nervous system by
reaching a certain age-based maximum HR threshold during
the experiment, considering the fitness level of the subjects.

A. LIMITATION
The data collection procedure was constrained by both
walking and running being performed on the spot or
with a minor backward/forward motion, which may not
precisely reflect actual walking or running conditions [59].
Consequently, distinguishing between these PAs for some
subjects proved challenging, as identified through the ADF
test.

VI. CONCLUSION
In conclusion, due to the impact of PA on the duration of
the IBI, which is caused by the cardiovascular system, the
choice of training data is crucial for predicting future IBIs.
The analysis of the results suggests that in most cases, the
models trained on data specific to the predicted activity
achieved the lowest error, indicating the importance of using
relevant activity or stationary sections of the IBI series
based on the capability of the model of choice. Furthermore,
the CNN model demonstrated a superior predictive ability
when tested on non-relevant activities, whereas the KNN
and GB models produced the highest errors. The deviation
in the cross-activity prediction of subjects with stationary
IBI series could be due to a lack of appropriate control
in collecting running data, which did not lead to complete
activation of the sympathetic nervous system and generation
of IBI series that were distinct from those generated during
walking. Overall, the findings highlight the significance of
PA on cardiovascular function, its effect on the IBI series and
emphasize the importance of using appropriate models based
on the available training data to develop accurate predictive
models. Additionally, while training such models it is crucial
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TABLE 3. AR model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 4. ARMA model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 5. GLM IG model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 6. KNN model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

to consider whether different intensities of PA have resulted
in varying heart rate levels, and the training process should
be structured appropriately to reflect these variations.

VII. FUTURE WORK
In future studies, it would be valuable to explore the benefits
of utilizing piecewise stationary sections of data and ML-
based prediction models for RR interval correction necessary
for heart rate variability (HRV) analysis. The efficacy of the
ML-based RR interval correction method can be evaluated by

TABLE 7. GB model prediction error and error change measures in
cross-activity models with permutation of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 8. ANN model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 9. CNN model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

TABLE 10. LSTM model prediction error and error change measures in
cross-activity models with permutations of train and test data for group 1
(Non-Stationary) and groups 2 and 3 (Stationary) subjects.

comparing it with traditional RR correction methods such as
interpolation, imputation, and exclusion of IBIs.

In addition, it would be beneficial to examine the
generalizability of this analysis by conducting experiments
on IBI recorded from additional activities, such as standing
and lying down, as different activities result in distinct IBI
patterns.

Furthermore, it would be valuable to investigate the
impact of introducing additional physiological parameters
as input features to ML models to evaluate the accuracy
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TABLE 11. ADF test results for the subject in the pulse transit time PPG
dataset.

of HRV prediction. Parameters such as respiration rate,
body temperature, and electrodermal activity offer insights
into the physiological state. It could prove advantageous
to incorporate these parameters as additional features to
enhance the prediction accuracy and provide better insight
into the analysis of the autonomic nervous system.

APPENDIX TABLES
See Tables 3–11.
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