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#### Abstract

In 5th generation (5G) systems, two-step random access has been introduced for machinetype communication (MTC) to lower signaling overhead. It is also shown that when a base station (BS) is equipped with a large number of antennas, the notion of massive multiple-input multiple-output (MIMO) can be exploited to improve the performance in terms of throughput and spectral efficiency. In this paper, we consider the case that a BS is equipped with a small number of antennas, in which a sufficiently high spatial selectivity cannot be obtained, and propose an approach to two-step random access based on beam selection that can perform well with a small number of antennas. In the proposed approach, spreading sequences are also used in conjunction with beam selection to mitigate interference due to limited spatial selectivity. To analyze the performance of the proposed approach, the distribution of the signal-to-interference-plus-noise ratio (SINR) is derived as a closed-form expression and the throughput is found. We compare the throughput of the proposed approach with those of conventional two-step random access approaches through analysis and simulations. While the theoretical results agree with simulation results, we can see that the proposed approach outperforms conventional ones when the number of antennas is small for a wide range of traffic intensity.


INDEX TERMS Random access, machine type communication, beam selection.

## I. INTRODUCTION

For the Internet of Things (IoT), it is expected to connect a large number of sensors and devices to the Internet. In order to provide devices' connectivity, various approaches are considered [1]. Machine-type communication (MTC) in 5th generation (5G) cellular systems has been actively studied [2], [3], [4] to provide connectivity for a large number of devices with a wide area coverage. Diverse use-cases of MTC in IoT applications are presented in [5]. In [6], various issues of MTC in cellular IoT networks including device- and network-level challenges as well as machine learning-aided solutions are extensively discussed. In MTC, although there are a large number of devices to be connected, in general, they have short data packets with sporadic activity. Thus, random

[^0]access based transmission schemes are considered for MTC thanks to their low signaling overhead [7], [8].

In order to further reduce signal overhead for short packet transmissions in MTC, two-step random access has been proposed in 5G [9], [10]. Two-step random access is also called grant-free random access, because active devices transmit data packets without obtaining any reserved channel resources [11], [12], [13], which differs from a well-known 4-step random access [7]. As discussed in [14], two-step random access can be used with massive multiple input multiple output (MIMO) [15], [16] to improve the spectral efficiency by exploiting a high spatial selectivity, while its throughput is limited by the number of preambles [17], [18], [19], [20].

Although massive MIMO can provide a number of advantages to two-step random access, in practice, a base station (BS) may not be able to have a large number of antennas because of cost and space. In [21], through an
analysis of the signal-to-interference-plus-noise ratio (SINR), it is shown that ideal performance of massive MIMO cannot be expected with a relatively small number of antennas (e.g., few tens).

In this paper, we consider a two-step random access approach that can be used when a BS has only a few antennas. In order to exploit the spatial selectivity with a small number of antennas, beam selection is considered together with spread spectrum to reduce collisions. In the proposed approach, multiple beams are formed, and each active device is to choose one of beams. Each beam is associated with a subset of spreading sequences, which is called a sub-pool. Within a sub-pool, the spreading sequences are orthogonal, while those in different sub-pools are not, which may result in a strong interference. However, because of the spatial selectivity of multiple beams, the interference from other active devices in different beams becomes limited and the resulting SINR can be reasonably high. Note that spreading sequences had been widely used for code division multiple access (CDMA) systems in order to mitigate co-channel interference (CCI) [22]. As in [23] and [24], the effective use of beamforming and spreading can successfully mitigate the CCI in the space-code domain.

The main contributions of the paper are as follows:
i) a two-step random access approach that can effectively exploit the beam space with a small number of antennas is proposed;
ii) in order to understand the performance of the proposed approach, the distribution of SINR is analyzed with an upper-bound and approximations;
iii) the proposed approach is compared with conventional approaches in terms of throughput based on the analysis and simulations.

While the first one is the main one, the other two would be the consequences of the first one. Note that when grant-free random access schemes exploit the space domain, they usually require massive MIMO, e.g., the approaches in [11] and [12], to exploit channel hardening and favorable propagation [16]. However, when the number of antennas is relative small (which may be a more realistic case), such approaches cannot be employed. The proposed approach is to exploit the space domain with a small number of antennas using beam selection: to the best of our knowledge, there is no similar approach to the proposed approach.

The rest of the paper is organized as follows. In Section II, we review two-step random access and discuss its limitations. The proposed approach is presented with its system model in Section III. The SINR is analyzed in Section IV and the throughput is obtained and compared with those of conventional approaches in Section V. We present simulation results in Section VI and conclude the paper with remarks in Section VII.

## NOTATION

Matrices and vectors are denoted by upper- and lowercase boldface letters, respectively. The superscripts T and H denote the transpose and complex conjugate, respectively. $\mathbb{E}[\cdot]$ and $\operatorname{Var}(\cdot)$ denote the statistical expectation and variance, respectively. $\mathcal{C N}(\mathbf{a}, \mathbf{R})$ represents the distribution of circularly symmetric complex Gaussian (CSCG) random vectors with mean vector $\mathbf{a}$ and covariance matrix $\mathbf{R}$.

## II. BACKGROUND

In this section, we briefly explain grant-free or two-step random access that is employed for MTC in 5G [9] and discuss its limitations.

## A. TWO-STEP RANDOM ACCESS

In two-step random access, active devices transmit signals to a BS in the first step, and in the second step, the BS informs devices with the outcomes of transmissions (i.e., acknowlegement (ACK) for successful transmissions or negative ACK (NACK) for unsuccessful transmissions). For the first step that has preamble transmission phase (PTP) and data transmission phase (DTP) as shown in Fig. 1, one time slot can be used. Each active device chooses a preamble from a pool of $L$ preambles, $\mathcal{C}=\left\{\mathbf{c}_{1}, \ldots, \mathbf{c}_{L}\right\}$, where $\mathbf{c}_{l}$ represents the $l$ th preamble, uniformly at random, and transmits it in the PTP. In the DTP, a data packet is then transmitted. Since all the devices are synchronized, it is expected that the length of data packet is the same for all devices (or the length of data transmission phase is decided by the maximum length of data packet among all the devices).


FIGURE 1. Two phases in a slot (i.e., the PTP and DTP) for two-step random access.

## B. LIMITATIONS

In two-step random access, the size of resource block for DTP is proportional to the number of preambles [10]. In particular, we can assume that there are $L$ mini-slots for DTP, and there is a one-to-one correspondence between $L$ preambles and $L$ mini-slots. For example, if an active device chooses the $l$ th preamble, it transmits its data packet through the $l$ th mini-slot during DTP. The resulting two-step random access approach is referred to as type-1 approach (i.e., the approach in 5G standards [10]) for convenience. In type-1 approach, if an active device experiences a preamble collision, its packet will be collided with the packets transmitted by the active devices that choose the same preamble. This implies that the performance is limited by the number of preambles, $L$, while $L$ cannot be arbitrarily large as more resources are required. To see this, consider time division multiplexing (TDM) for
$L$ mini-slots and assume that the preambles are orthogonal. In this case, the length of preambles is $L$ (in unit time ${ }^{1}$ ) and the length of slot (in unit time) becomes

$$
\begin{equation*}
T=L+L B=L(1+B) \tag{1}
\end{equation*}
$$

where $B$ is the length of mini-slot or data packet, which shows that $T$ increases with $L$. In addition, $T$ is limited to be less than the coherence time.

If the BS is equipped with multiple antennas, it is possible to support multiple active devices in the same resource block by exploiting the spatial selectivity [14]. That is, there is no need to have $L$ mini-slots, and the spectral efficiency can be significantly improved. The resulting approach is referred to as type-2 approach (i.e., the approach in [14]), in which the length of slot becomes

$$
\begin{equation*}
T=L+B \tag{2}
\end{equation*}
$$

Compared to type-1 approach, type-2 approach can have a shorter slot length or a longer data packet (with the same length of slot), which can lead to a higher throughput. Unfortunately, if the number of antennas at the BS is not sufficiently large to exploit the spatial selectivity, type-2 approach may not be efficient unless the number of active devices is small.

In general, type-2 approach is preferable to type-1 when the BS is equipped with a large number of antennas as the spatial selectivity can be well exploited. On the other hand, if the BS has one antenna, there is no choice but to use the type 1 approach. However, as mentioned above, if the number of antennas is small, ${ }^{2}$ type-2 approach may fail to provide a good performance, while type-1 approach is unable to exploit multiple antennas. In this paper, we propose a two-step random access approach different from the conventional ones that can provide better performance when the conventional approaches do not provide good performance.

## III. SYSTEM MODEL

In this section, we present the system model for the proposed approach with one BS equipped with $M$ antennas, where $M \geq 1$, and a number of devices. Each device is equipped with a single antenna. Throughout the paper, we assume that time division duplexing (TDD) is assumed so that the channel reciprocity can be exploited as in massive MIMO [15], [16], [25], while $M$ is not sufficiently large so as to exploit the key properties of massive MIMO such as channel hardening effect.

## A. THE PROPOSED APPROACH

As mentioned earlier, the proposed approach is based on the channel reciprocity in order to effectively use beam-space.

[^1]A slot is divided into two sub-slots. In the first sub-slot, the BS sends orthogonal pilot signals through $D$ beams, where each beam is characterized by beamforming vector $d, \mathbf{w}_{d} \in$ $\mathbb{C}^{M}$, in order to allow active devices to choose one of the $D$ beams as illustrated in Fig. 2. That is, the BS transmits the following signal through $M$ antennas: $\sum_{d=1}^{D} \mathbf{b}_{d} \mathbf{w}_{d}^{\mathrm{H}} \in \mathbb{C}^{D \times M}$, where the $\mathbf{b}_{d}$ 's are orthogonal beacon signals of length $D$. For convenience, this phase is referred to as the beam-space probing phase (BSPP).


FIGURE 2. An illustration of the proposed approach based on beam selection with a slot consisting of BSPP and DTP.

The second sub-slot is used for DTP where active devices transmit their data packets. During DTP, the BS also uses the same set of $D$ beams to receive the signals from active devices thanks to the channel reciprocity. As in CDMA [22], in order to differentiate transmitted packets from different active devices, spreading sequences are used, which will be explained in the next subsection. The length of slot, $T$, in the proposed approach becomes

$$
\begin{equation*}
T=D+Q B \tag{3}
\end{equation*}
$$

where $Q$ is the length of the spreading sequences or spreading gain. However, unlike conventional CDMA, each active device does not have own spreading sequence, but chooses a spreading sequence that is associated with its selected beam.

In summary, the proposed approach has the following key steps:
S1: (Downlink) The BS broadcasts orthogonal pilots through $D$ beams, which is the BSSP as shown in Fig. 1.
S2: (Uplink) Each active device chooses a beam among $D$ and transmit its packet with spreading, which is the DTP (see also Fig. 1). We will explain how to select a beam at each device in Subsection III-C.

## B. BEAM SELECTION ASSOCIATED WITH SPREADING SEQUENCES

In the proposed approach, we aim to associate multiple beam spaces or beams with subsets of spreading sequences. To this end, we assume that the set of spreading sequences is divided into $D$ subsets as follows:

$$
\begin{equation*}
\mathcal{C}=\cup_{d=1}^{D} \mathcal{C}_{d}, \mathcal{C}_{d} \cap \mathcal{C}_{d^{\prime}}=\emptyset, d \neq d^{\prime} \tag{4}
\end{equation*}
$$

where $\mathcal{C}_{d}$ represents the $d$ th subset of spreading sequences, which is referred as the $d$ th sub-pool of spreading sequences. For convenience, let $\mathbf{c}_{d, q}$ denote the $q$ th spreading sequence in sub-pool $d$. We assume that $\left|\mathcal{C}_{d}\right|=Q$, i.e., the number of spreading sequences per beam is $Q$.
Throughout the paper, we assume that the spreading sequences in a sub-pool are orthogonal, while those in different sub-pools are not. Thus, the length of the spreading sequences is $Q$. For a specific design, we can consider Alltop sequences [26], [27] (Zadoff-Chu sequences [28] can also be used). Let $\boldsymbol{\phi}_{l}$ denote the $l$ th Alltop sequence of length $Q$ with $\left\|\boldsymbol{\phi}_{l}\right\|=1$ for all $l$, where $Q \geq 5$ is a prime. Then, the $d$ th subpool becomes $\mathcal{C}_{d}=\left\{\boldsymbol{\phi}_{Q(d-1)+1}, \ldots, \boldsymbol{\phi}_{Q d}\right\}, d \in\{1, \ldots, D\}$, i.e., $\mathbf{c}_{d, q}=\boldsymbol{\phi}_{Q(d-1)+q}$. Since Alltop sequences are used, $D \leq Q$ and the correlation between two spreading sequences in different sub-pools is $\frac{1}{\sqrt{Q}}$.

In Fig. 3, we show $D$ sub-pools of spreading sequences associated with $D$ beams. If active devices in the same beam choose different spreading sequences, they do not interfere with each other. On the other hand, active devices in different beams interfere with each other as the inter-correlation of subpools of spreading sequences is $\frac{1}{\sqrt{Q}}$. However, since they are in different beams, the their channels are less correlated in the spatial domain and interference is mitigated.


FIGURE 3. Sub-pools of spreading sequences associated with $\boldsymbol{D}$ beams.

## C. BEAM SELECTION AT DEVICES

Suppose that device $k$ is active and receives the signal in the BSPP from the BS. Then, the received signal is given by

$$
\begin{equation*}
\mathbf{y}_{k}=\left(\sum_{d=1}^{D} \mathbf{b}_{d} \mathbf{w}_{d}^{\mathrm{H}}\right) \mathbf{h}_{k}+\mathbf{n}_{k} \tag{5}
\end{equation*}
$$

where $\mathbf{h}_{k} \in \mathbb{C}^{M \times 1}$ is the channel vector from the BS to device $k$ and $\mathbf{n}_{k} \sim \mathcal{C N}\left(0, \sigma^{2} \mathbf{I}\right)$ is the background noise at device
$k$. Here, $\sigma^{2}$ is the noise variance and $\left[\mathbf{h}_{k}\right]_{m}$ represents the channel coefficient from the $m$ th antenna at the BS to device $k$. The output of the $d$ th correlator with $\mathbf{b}_{d}$ at device $k$ is given by

$$
\begin{align*}
v_{k, d} & =\mathbf{b}_{d}^{\mathrm{H}} \mathbf{y}_{k} \\
& =\mathbf{w}_{d}^{\mathrm{H}} \mathbf{h}_{k}+\mathbf{b}_{d}^{\mathrm{H}} \mathbf{n}_{k}, \tag{6}
\end{align*}
$$

which can be seen as an estimate of the composite-channel coefficient, $\mathbf{w}_{d}^{\mathrm{H}} \mathbf{h}_{k}$. Then, device $k$ can use $v_{k, d}$ to choose the spreading sequence sub-pool corresponding to the largest composite-channel gain as follows:

$$
\begin{equation*}
d(k)=\underset{d \in\{1, \ldots, D\}}{\operatorname{argmax}}\left|v_{k, d}\right|^{2}, \tag{7}
\end{equation*}
$$

where $d(k)$ is the index of the selected spreading sequence sub-pool at device $k$.

## D. RECEIVED SIGNALS AT BS

As mentioned earlier, spreading sequences are used for active devices to transmit their packets. Suppose that an active device, say device $k$, chooses spreading sequence $\mathbf{c}_{l}=$ $\left[c_{l, 0} \ldots c_{l, Q-1}\right]^{\mathrm{T}} \in \mathbb{C}^{Q}$. Since the same spreading sequence is used to spread every data symbols in a packet, the spread signal for the $n$th data symbol, denoted by $s_{k, n}$, is usually given by [22]

$$
x_{k, n Q+q}=c_{l, q} s_{k, n}, q=0, \ldots, Q-1 \text { and } n=0, \ldots, B-1,
$$

or

$$
\mathbf{x}_{k, n}=\left[\begin{array}{llll}
x_{k, n} Q & \ldots & x_{k,(n+1) Q-1}
\end{array}\right]^{\mathrm{T}}=\mathbf{c}_{l} s_{k, n} .
$$

Thus, in this subsection, we only consider the received signal for one data symbol. For convenience, the data symbol index $n$ is omitted.

Let $\mathcal{K}$ be the index set of active devices. Then, thanks to the channel reciprocity, the uplink channel vector is the same as the downlink channel vector, $\mathbf{h}_{k}$, and the received signal during DTP at the BS can be given by

$$
\begin{equation*}
\mathbf{R}=\sum_{k \in \mathcal{K}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}}+\mathbf{N} \in \mathbb{C}^{Q \times M}, \tag{8}
\end{equation*}
$$

where $l(k)$ represents the index of the spreading sequence chosen by device $k$ and $\mathbf{N}$ is the background noise with $[\mathbf{N}]_{q, m} \sim \mathcal{C N}\left(0, N_{0}\right)$. Here, $[\mathbf{R}]_{q, m}$ and $[\mathbf{N}]_{q, m}$ represent the received signal and background noise at the $q$ th symbol duration of the PTP through the $m$ th antenna, respectively. The output of the $d$ th beamformer is given by

$$
\begin{align*}
\mathbf{r}_{d} & =\mathbf{R} \mathbf{w}_{d}^{*} \\
& =\left(\sum_{k \in \mathcal{K}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}}\right) \mathbf{w}_{d}^{*}+\tilde{\mathbf{n}}_{d} \\
& =\sum_{k \in \mathcal{K}_{d}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}+\sum_{k \in \overline{\mathcal{K}}_{d}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}+\tilde{\mathbf{n}}_{d}, \tag{9}
\end{align*}
$$

where $\tilde{\mathbf{n}}_{d}=\mathbf{N} \mathbf{w}_{d}^{*}, \mathcal{K}_{d}$ represents the index set of the active devices that choose the $d$ th sub-pool or the $d$ th beam, and $\overline{\mathcal{K}}_{d}=\mathcal{K} \backslash \mathcal{K}_{d}$.

In (9), according to (7), for $k \in \mathcal{K}_{d}$, the compositechannel gain, $\left|\mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}\right|^{2}$, would be high, while it would be low for $k \in \hat{\mathcal{K}}_{d}$. That is, the spatial selectivity can be exploited using beam selection. As a result, the interference from the other active devices choosing different sub-pools or beams, $\sum_{k \in \overline{\mathcal{K}}_{d}} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}$, is expected to be insignificant, which may lead to a reasonably high SINR (unless there are other active devices in the same beam choosing the same spreading sequence). For convenience, this interference is referred to as the inter-pool interference, and the SINR will be discussed in the following section.

## IV. SINR ANALYSIS

In this section, we derive the outage probability of the SINR, which is also the cumulative distribution function (cdf), from (9) and explain the advantage of the association between subpools and beams in Subsection III-B.

In each spreading sequence sub-pool, there are $Q$ spreading sequences. Thus, in order to despread the transmitted spreading sequences, the output of each beamformer becomes the input to a bank of $Q$ correlators and the output of the $q$ th correlator is given by

$$
\begin{align*}
z_{d, q} & =\mathbf{c}_{d, q}^{\mathrm{H}} \mathbf{r}_{d} \\
& =\mathbf{c}_{d, q}^{\mathrm{H}} \sum_{k \in \mathcal{K}_{d}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}+\mathbf{c}_{d, q}^{\mathrm{H}}\left(\mathbf{u}_{d}+\tilde{\mathbf{n}}_{d}\right), \tag{10}
\end{align*}
$$

where $\mathbf{u}_{d}=\sum_{k \in \overline{\mathcal{K}}_{d}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}$ is the $d$ th inter-pool interference.

For $k \in \mathcal{K}_{d}, \mathbf{c}_{l(k)}$ is one of the spreading sequences in $\mathcal{C}_{d}$. Thus, for the signal term in (10), there is one of the following cases:
C0: No active device choosing $\mathbf{c}_{d, q}$ : In this case, we have

$$
\mathbf{c}_{d, q}^{\mathrm{H}} \sum_{k \in \mathcal{K}_{d}} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}=0 .
$$

C1: Only one active device choosing $\mathbf{c}_{d, q}$ : In this case, we have

$$
\begin{equation*}
\mathbf{c}_{d, q}^{\mathrm{H}} \sum_{k \in \mathcal{K}_{d}} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}=\mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d} . \tag{11}
\end{equation*}
$$

If the SINR is sufficiently high, the BS can decode the signal from the active device.
C2: Multiple active devices choosing $\mathbf{c}_{d, q}$ : In this case, a spreading sequence collision happens, which means that the SINR can be low due to the interference from the other active devices that choose the same spreading sequence. Thus, we assume that the BS fails to decode the packets.
Clearly, we are only interested in Case of $\mathbf{C 1}$ to find the SINR, which has the signal power, $\left|\mathbf{h}_{k}^{\mathrm{H}} \mathbf{w}_{d}^{*}\right|^{2}$, for $k \in \mathcal{K}_{d}$ where $\left|\mathcal{K}_{d}\right|=1$, according to (11).

In (10), due to the cross-correlation between spreading sequences in different sub-pools, the inter-pool interference
becomes

$$
\begin{align*}
\mathbf{c}_{d, q}^{\mathrm{H}} \mathbf{u}_{d} & =\mathbf{c}_{d, q}^{\mathrm{H}} \sum_{k \in \overline{\mathcal{K}}_{d}} s_{k} \mathbf{c}_{l(k)} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*} \\
& =\frac{1}{\sqrt{Q}} \sum_{k \in \overline{\mathcal{K}}_{d}} e^{j \theta_{k, d, q}} S_{k} \mathbf{h}_{k}^{\mathrm{T}} \mathbf{w}_{d}^{*}, \tag{12}
\end{align*}
$$

where $\theta_{k, d, q} \angle\left(\mathbf{c}_{d, q}^{\mathrm{H}} \mathbf{c}_{l(k)}\right) \in[0,2 \pi)$.
For convenience, let $K_{d}=\left|\mathcal{K}_{d}\right|$ and $\bar{K}_{d}=\left|\overline{\mathcal{K}}_{d}\right|$, and we only focus on the output of the first beamformer to derive the SINR, i.e., $d=1$, without loss of generality. In addition, let $k(1)$ be the index of the active device that chooses the first beam, assume that $s_{k}$ is independent and identically distributed and has zero mean. Denote by $E_{s}=\mathbb{E}\left[\left|s_{k}\right|^{2}\right]$ the symbol energy. Then, from (10) and (12), for Case of $\mathbf{C 1}$, the SINR becomes

$$
\begin{align*}
\operatorname{SINR} & =\frac{E_{s}\left|\mathbf{h}_{k(1)}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}}{\frac{E_{s}}{Q} \sum_{k \in \overline{\mathcal{K}}_{1}}\left|\mathbf{h}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}+\mathbb{E}\left[\mathbf{c}_{d, q}^{\mathrm{H}} \mathbf{N} \mathbf{w}_{1} \mathbf{w}_{1}^{\mathrm{H}} \mathbf{N} \mathbf{c}_{d, q}\right]} \\
& =\frac{\left|\mathbf{h}_{k(1)}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}}{\frac{1}{Q} \sum_{k \in \overline{\mathcal{K}}_{1}}\left|\mathbf{h}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}+\frac{1}{\gamma} \| \mathbf{w}_{1}| |^{2}}, \tag{13}
\end{align*}
$$

where $\gamma=\frac{E_{s}}{N_{0}}$ is the signal-to-noise ratio (SNR). Since the channel vectors are random, the SINR in (13) is a random variable. For a coded packet, we assume that the BS can succeed to decode it if the SINR is greater than a threshold that is denoted by $\Gamma>0$. As a result, the outage probability, which is also the cdf of SINR (if $<$ is replaced with $\leq$ in the following equation), is given by

$$
\begin{equation*}
P_{\text {out }}(\Gamma, K)=\operatorname{Pr}(\mathrm{SINR}<\Gamma \mid K), \tag{14}
\end{equation*}
$$

which is the probability that the BS fails to decode under Case of $\mathbf{C 1}$ when there are $K=|\mathcal{K}|$ active devices. That is, although there is no spreading sequence collision, the BS can fail to decode as the SINR is not sufficiently high. In what follows, we will find the outage probability.

For tractable analysis, we consider the following assumptions.
A1: The beams, $\mathbf{w}_{d}$ 's, are orthonormal, i.e., $\mathbf{w}_{d}^{\mathrm{H}} \mathbf{w}_{d^{\prime}}=\delta_{d, d^{\prime}}$. This implies that $D \leq M$ as $\mathbf{w}_{d} \in \mathbb{C}^{M}$.
A2: The channels are modeled as independent Rayleigh fading channels so that

$$
\begin{equation*}
\mathbf{h}_{k} \sim \mathcal{C N}(0, \mathbf{I}) \tag{15}
\end{equation*}
$$

Assumption of A1 is valid when random orthogonal beams are employed. In MTC random access, the BS is unable to know if a device is active before it sends a signal. As a result, the locations of active devices are unknown, and beams cannot be formed towards them. Thus, random orthogonal beams might be natural to use.

The channel gain of an active device is in general dependent on the distance between the BS and the device. Thus, in (15), the large-scale fading term has to be included. However, we drop this under the assumption that each active device is able to perform open-loop power control
to compensate the large-scale fading term [29]. With ideal power control, the resulting channel coefficients from the BS's perspective can be expressed by the small-scale fading terms with Rayleigh fading as in (15).

We can derive an upper-bound on the outage probability in (14) under the above conditions and assumptions as follows.

Lemma 1: Suppose that Assumptions of A1 and A2 hold. For a given $K=|\mathcal{K}|$, we have the following upper-bound on the outage probability:

$$
\begin{equation*}
P_{\mathrm{out}}(\Gamma, K) \leq \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{D Q+\Gamma d}{D(Q+\Gamma d)}\right)^{K-1}\right. \tag{16}
\end{equation*}
$$

Proof: See Appendix A.
For given $\Gamma$ and $K$, based on (16), an approximate outage probability can also be found as follows.

Lemma 2:

$$
\begin{equation*}
P_{\mathrm{o} u t}(\Gamma, K) \approx \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{D \bar{Q}+\Gamma d}{D(\bar{Q}+\Gamma d)}\right)^{K-1}\right. \tag{17}
\end{equation*}
$$

where $\bar{Q}=\frac{Q}{\phi}$ that is referred to as the effective spreading gain. Here, $\phi=\frac{D-\sum_{n=1}^{D} \frac{1}{n}}{D-1}$.

Proof: See Appendix B.
Since $\phi \leq 1$, we can see the effective spreading gain is greater than or equal to the spreading gain, i.e., $\bar{Q} \geq Q$. From this, we see that the approximate outage probability in (17) is lower than the upper-bound in (16).

In order to gain insight into the outage probability, a simple expression for the outage probability can be considered if $\Gamma D<\bar{Q}$ so that it leads to the following approximation:

$$
\left(\frac{1+\frac{\Gamma d}{D \bar{Q}}}{1+\frac{\Gamma d}{\bar{Q}}}\right)^{K-1} \approx e^{-\frac{d \Gamma(K-1)}{\bar{Q}}\left(1-\frac{1}{D}\right)}
$$

From this, (17) can be further approximated as

$$
\begin{align*}
P_{\mathrm{o} u t}(\Gamma, K) & \approx \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{1+\frac{\Gamma d}{D \bar{Q}}}{1+\frac{\Gamma d}{\bar{Q}}}\right)^{K-1}\right. \\
& \approx\left(1-e^{-\Gamma\left(\frac{1}{\gamma}+\frac{(K-1)\left(1-\frac{1}{D}\right)}{\bar{Q}}\right)}\right)^{D} \tag{18}
\end{align*}
$$

As shown in (18), thanks to the beam selection, we can have a diversity gain of $D$ in the outage probability [30], while the inter-pool interference is mitigated by a factor of $\bar{Q}$ or $Q$, which is the spreading gain.

In Fig. 4, we show the cdf of the SINR when $D=M=4$, $Q=11, K=10$, and $\gamma=10 \mathrm{~dB}$. We can see that the approximation in (17) is quite close to the empirical result. In addition, (18) is also tight when the outage probability is sufficiently low (i.e., $\leq 0.4$ ).

## V. SUCCESS PROBABILITY AND THROUGHPUT

In this section, we focus on the success probability from an active device's perspective and derive the throughput that


FIGURE 4. The empirical cdf of the SINR with the upper-bound in (16), the approximations in (17) and (18) when $D=\boldsymbol{M}=\mathbf{4}, \boldsymbol{Q}=\mathbf{1 1}, \boldsymbol{K}=\mathbf{1 0}$, and $\gamma=10 \mathrm{~dB}$.
represents the system performance. We also compare the performance of the proposed approach with the conventional approaches.

## A. PERFORMANCE OF THE PROPOSED APPROACH

In the previous sections, the number of active devices, $K$, is assumed to be fixed. However, in practice, the number of active devices varies and can be seen as a random variable. As discussed in Assumptions of A1 and A2, for random channels and orthogonal beams, we assume that the number of the active devices that choose beam $d$ is independent. Thus, $K$ can be seen as the sum of $D$ independent random variables as follows: $K=\sum_{d=1}^{D} K_{d}$. Provided that $K$ follows a Poisson distribution with mean $\lambda$ (here, $\lambda$ is the traffic intensity or the average number of active devices per slot) [31], we have the following assumption.
A3: The $K_{d}$ 's are independent and

$$
\begin{equation*}
K_{d} \sim \operatorname{Poiss}\left(\frac{\lambda}{D}\right), \quad d=1, \ldots, D \tag{19}
\end{equation*}
$$

Since the sum of independent Poisson random variables is also Poisson [32], (19) is valid when $K$ is Poisson and each active device can choose one of $D$ beams equally likely. With (19), we will find the success probability and throughput in this section.

The success probability is the probability that an active device can successfully transmit its data packet. The event of successful packet transmission happens if $i$ ) Case of $\mathbf{C 1}$ holds and $i i$ ) the SINR is greater than or equal to $\Gamma$. Based on the two above conditions, the success probability can be found as follows.

Lemma 3: Under Assumption of A3, the success probability is given by

$$
\begin{equation*}
P_{\mathrm{succ}}=\left(1-P_{\mathrm{out}}(\Gamma)\right) \frac{Q}{Q-1} \frac{e^{-\frac{\lambda}{Q D}}-e^{-\frac{\lambda}{D}}}{1-e^{-\frac{\lambda}{D}}} \tag{20}
\end{equation*}
$$

Here,

$$
\begin{equation*}
P_{\mathrm{out}}(\Gamma)=\mathbb{E}\left[\operatorname{Pr}\left(\mathrm{SINR}<\Gamma \mid \bar{K}_{1}\right)\right] \tag{21}
\end{equation*}
$$

where the expectation is carried out over $\bar{K}_{1}$, its upper-bound and approximation are given by

$$
\begin{align*}
& P_{\mathrm{out}}(\Gamma) \leq \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}} e^{-\lambda \frac{D-1}{D} \frac{\Gamma d}{Q+\Gamma d}}\right.  \tag{22}\\
& P_{\mathrm{out}}(\Gamma) \approx \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}} e^{-\lambda \frac{D-1}{D} \frac{\Gamma d}{Q+\Gamma d}}\right. \tag{23}
\end{align*}
$$

Note that if $Q=1$, it can be shown that

$$
P_{\mathrm{succ}}=\left(1-P_{\mathrm{out}}(\Gamma)\right) \frac{\frac{\lambda}{D} e^{-\frac{\lambda}{D}}}{1-e^{-\frac{\lambda}{D}}}
$$

Proof: See Appendix C.
In Fig. 5, we show the success probability in (20) for different values of traffic intensity, $\lambda$, when $Q=11, M=$ $D=4, \gamma=10 \mathrm{~dB}$, and $\Gamma=6 \mathrm{~dB}$. It is shown that the success probability decreases with $\lambda$ as there are more active devices. When the upper-bound in (22) is used, we have a lower-bound on the success probability. An approximate success probability can also be found with (23), which is quite close to simulation results. Thus, in finding the throughput below, we will use (22).


FIGURE 5. Success probability for different values of traffic intensity, $\lambda$, when $Q=11, M=D=4, \gamma=10 \mathrm{~dB}$, and $\Gamma=6 \mathrm{~dB}$.

While the success probability in (20) is a performance metric from an active device's perspective, the throughput is the average number of the active devices that succeed to transmit their packets, which is a performance metric from the system's point of view. In the following result, the throughput is given.

Lemma 4: Under Assumption of A3, the throughput is given by

$$
\begin{equation*}
\eta_{\mathrm{prop}}=\left(1-P_{\mathrm{out}}(\Gamma)\right) \lambda e^{-\frac{\lambda}{Q D}} \tag{24}
\end{equation*}
$$

Proof: See Appendix D,

## B. THROUGHPUT COMPARISON WITH THE CONVENTIONAL APPROACHES

In this subsection, we consider two conventional approaches, i.e., type- 1 and type- 2 approaches, for comparisons.

We assume that the preambles are orthogonal in type-1 and type- 2 approaches and the number of active devices, $K$, follows the Poisson distribution according to Assumption of A3. For type- 1 approach, we consider one mini-slot and the SINR when there is only one active device (in this case, the SINR is actually the SNR) without any interference, which has the following outage probability:

$$
\begin{equation*}
\operatorname{Pr}(\operatorname{SINR}<\Gamma)=\operatorname{Pr}\left(\gamma\left\|\mathbf{h}_{k}\right\|^{2}<\Gamma\right)=\operatorname{Pr}\left(\chi_{2 M}^{2}<\frac{2 \Gamma}{\gamma}\right) \tag{25}
\end{equation*}
$$

where $\chi_{n}^{2}$ represents a chi-square random variable with $n$ degrees of freedom, according to Assumption of A2. This shows that type-1 approach fully exploits the antenna diversity gain to increase the SINR. Then, the throughput of type-1 approach, which is the average number of active devices that can successfully transmit their data packets, becomes

$$
\begin{align*}
\eta_{1} & =\mathbb{E}\left[(1-\operatorname{Pr}(\operatorname{SINR}<\Gamma)) K\left(1-\frac{1}{L}\right)^{K-1}\right] \\
& =\left(1-\operatorname{Pr}\left(\chi_{2 M}^{2}<\frac{2 \Gamma}{\gamma}\right)\right) \lambda e^{-\frac{\lambda}{L}} \tag{26}
\end{align*}
$$

For comparisons, consider (24) and (26). If the outage probability is sufficiently low, we can have $\eta_{\text {prop }} \approx \lambda e^{-\frac{\lambda}{Q D}} \leq$ $Q D e^{-1}$ and $\eta_{1} \approx \lambda e^{-\frac{\lambda}{L}} \leq L e^{-1}$. Thus, if $Q=L$, we can see that the proposed approach can have a higher maximum throughput than type- 1 approach by a factor of $D$.

In type-2 approach, the signals transmitted by $K$ active devices co-exist and the distribution of the SINR obtained in [21] for a small number of antennas can be used. Since the distribution of the SINR depends on $K$, the throughput of type-2 approach becomes

$$
\begin{align*}
\eta_{2}= & \mathbb{E}\left[(1-\operatorname{Pr}(\operatorname{SINR}<\Gamma \mid K)) K\left(1-\frac{1}{L}\right)^{K-1}\right] \\
= & \lambda e^{-\frac{\lambda}{L}}-e^{-\lambda} \\
& \times \sum_{k=1}^{\infty} \frac{\operatorname{Pr}(\operatorname{SINR}<\Gamma \mid k)\left(\lambda\left(1-\frac{1}{L}\right)\right)^{k-1}}{(k-1)!} \tag{27}
\end{align*}
$$

under the assumption that the BS fails to decode the signals transmitted by the active devices associated with preamble collisions.

For fair comparisons, we need to consider the normalized throughput. As shown in Fig. 1, the length of data packet in data transmission phase becomes $T-L$. Thus, assuming that the slot consists of $T$ unit times, the normalized throughput (i.e., the average number of successfully transmitted packets
per unit time) or spectral efficiency is given by

$$
\begin{align*}
\kappa_{1} & =\frac{T-L}{T L} \eta_{1}  \tag{28}\\
\kappa_{2} & =\frac{T-L}{T} \eta_{2} \tag{29}
\end{align*}
$$

In $\kappa_{1}$, we have $L$ in the denominator as the DTP has $L$ mini-slots. Clearly, type-2 approach can have a higher normalized throughput than type-1 approach by a factor of $L$. In particular, in type-1 approach, when $M$ is sufficiently large, we may have $\eta_{1}=\lambda e^{-\frac{\lambda}{L}}$. Thus, from (28), the normalized throughput becomes

$$
\kappa_{1}=\frac{T-L}{T} \frac{\lambda}{L} e^{-\frac{\lambda}{L}} \leq \frac{T-L}{T} e^{-1}
$$

where the inequality is obtained using $x e^{-x} \leq e^{-1}$ for $x \geq 0$. This shows that the normalized throughput cannot exceed $e^{-1}$ (although $T \rightarrow \infty$ ), which is also the maximum throughput of ALOHA. On the other hand, in type-2 approach, if $\eta_{2} \rightarrow$ $\lambda e^{-\frac{\lambda}{L}}$ for a large number of antennas, from (29), we can see that $\kappa_{2}$ becomes

$$
\kappa_{2}=\frac{T-L}{T} L \frac{\lambda}{L} e^{-\frac{\lambda}{L}} \leq \frac{T-L}{T} L e^{-1} \leq L e^{-1}
$$

which just confirms that the normalized throughput of type-2 approach can be $L$-time higher than that of type-1 approach. However, if $M$ is small and $K$ is relatively large, the SINR of type-2 approach may not be high. In this case, the normalized throughput of type-1 approach can be higher than that of type-2 approach (in Section VI, we will see more details).

The normalized throughput of the proposed approach is given by

$$
\begin{equation*}
\kappa_{\mathrm{p} r o p}=\frac{T-D}{T Q} \eta_{\mathrm{prop}} \tag{30}
\end{equation*}
$$

Here, we have $Q$ in the denominator due to the spreading gain $Q$. By comparing (30) and (28), we can see that the normalized throughput of the proposed approach may be similar to that of type- 1 approach if $L=Q$. However, if $\eta_{\text {prop }}$ is higher than $\eta_{1}$, the proposed approach can have a higher normalized throughput than type-1 approach.

## VI. SIMULATION RESULTS

In this section, we present simulation results to compare the performance of the three different approaches, namely type-1, type-2, and the proposed approaches, in terms of the normalized throughput. For simulations, Assumptions of A1, $\mathbf{A 2}$, and $\mathbf{A 3}$ are used to generate the channel vectors and the number of active devices. For convenience, we assume that the number of preambles, $L$, in type-1 and type-2 approaches is equal to the number of spreading sequences per beam, $Q$, in the proposed approach, i.e., $L=Q$. In addition, the length of slot is fixed as $T=128$. Note that the outage probability of SINR in (22) is used to find the normalized throughput of the proposed approach.

Fig. 6 shows the normalized throughput curves as functions of traffic intensity, $\lambda$, when $T=128, Q=17, M=D=4$,
$\gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$. Type- 2 approach provides a high normalized throughput when $\lambda$ is small (i.e., $\leq 5$ ). As mentioned earlier, if $\lambda$ is small, the spatial selectivity with $M=4$ antennas could be sufficient to support a relatively small number of active devices within the shared channel resource in type- 2 approach. However, as $\lambda$ increases, there are more active devices that result in a low SINR and a low normalized throughput. Thus, for a large $\lambda$ (i.e.,, $\lambda \geq 5$ ), we can see that the proposed and type-1 approaches perform better than type-2 approach. Furthermore, the proposed approach outperforms type-1 approach for a wide range of $\lambda$.


FIGURE 6. Normalized throughput curves as functions of traffic intensity, $\lambda$, of type-1, type-2, and proposed approaches when $T=128, Q=17$, $M=D=4, \gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$.

It is noteworthy that as mentioned earlier, the normalized throughput of type- 1 cannot exceed $e^{-1} \approx 0.367$, while the other approaches can have a higher normalized throughput than $e^{-1}$ as shown in Fig. 6.

Fig. 7 shows the normalized throughput curves as functions of the number of antennas, $M=D$, when $T=128$, $Q=17, \lambda=10, \gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$. While the normalized throughput of type-2 increases rapidly with $M$, its performance is quite limited when $M$ is small (e.g., $\leq 10$ ). As mentioned earlier, this results from a low SINR as multiple signals co-exist in the shared channel resource in type-2 approach. It is also observed that the proposed approach performs better than type-1 approach for a wide range of $M$. Clearly, this shows that the proposed approach is a better option for two-step random access than the others when $M$ is not large.

As the threshold SINR, $\Gamma$, increases, the BS can fail to decode a packet although no collision happens. Thus, we can expect that the normalized throughput decreases with $\Gamma$. Fig. 8 shows the normalized throughput curves as functions of target SINR, $\Gamma$, when $T=128, Q=17, M=D=4$, $\lambda=10$, and $\gamma=10 \mathrm{~dB}$. As expected, the normalized throughput decreases with $\Gamma$. In particular, a sharp decline can be observed in type-2 approach. On the other hand, in type1 approach, the decline is negligible as the SINR can be sufficiently high thanks to the antenna diversity gain. In the


FIGURE 7. Normalized throughput curves as functions of the number of antennas, $M=D$, of type-1, type-2, and proposed approaches when $T=128, Q=17, \lambda=10, \gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$.
proposed approach, due to the spreading gain, the decline is not significant compared to that of type-2 approach.


FIGURE 8. Normalized throughput curves as functions of target SINR, $\Gamma$, of type-1, type-2, and proposed approaches when $T=128, Q=17$, $M=D=4, \lambda=10$, and $\gamma=10 \mathrm{~dB}$.

Since $T=128$ is fixed, when $Q$ increases, the duration of DTP decreases, which may result in the decrease in the normalized throughput. Fig. 9 shows the normalized throughput curves as functions of the number of preambles per beam, $Q=L$, when $T=128, M=D=4, \lambda=10, \gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$. Since the length of Alltop sequences has to be a prime, we only consider primes less than 50 in Fig. 9. In general, as $Q$ increases from 1 , the probability of collisions decreases and the normalized throughput increases. However, as mentioned earlier, the increase of $Q$ leads to the decrease of the duration of DTP and eventually decreases the normalized throughput as shown in Fig. 9. In general, for a wide range of $Q$, we can see that the proposed approach outperforms type-1 approach. Note that type-2 approach does not provide a good performance and is less sensitive to $Q$ in this case, since its

SINR is not sufficiently high due to a relatively large number of active devices (i.e., $\lambda=10>M=4$ ).


FIGURE 9. Normalized throughput curves as functions of the number of preambles per beam, $Q=L$, of type-1, type-2, and proposed approaches when $T=128, M=D=4, \lambda=10, \gamma=10 \mathrm{~dB}$, and $\Gamma=4 \mathrm{~dB}$.

## VII. CONCLUDING REMARKS

Provided that a BS is equipped with a large number of antennas, the spatial selectivity can be exploited to support a large number of devices in two-step random access (where the channel vectors of multiple devices are asymptotically orthogonal) for massive connectivity in IoT applications such as smart farming and smart cities. However, the spatial selectivity becomes limited as the number of antennas decreases. Thus, different approaches to exploit the spatial selectivity would be desirable. In particular, most MTC technologies, such as narrowband (NB)-IoT for cellular IoT applications, use relatively low carrier frequencies (i.e., subGHz ), making it difficult to equip BSs with large antenna arrays.

In this paper, based on beam selection to effectively exploit the spatial selectivity with a small number of antennas at a BS, we proposed a two-step random access approach that can provide a good performance. Spreading sequences have also been used in conjunction with beam selection to mitigate interference. In order to see the performance of the proposed approach, we derived the outage probability of SINR and obtained the throughput. The proposed approach was compared with conventional approaches in terms of normalized throughput, and it was shown that the proposed approach can perform better than conventional approaches when the number of antennas is small.

There are a number of issues to be investigated in the future. For example, an active device can select a beam based on not only its channel gain, but also the likelihood of collision with other active devices. This may require learning of past beam selection by other devices, and reinforcement learning [33] can be applied.

## APPENDIX A

## PROOF OF LEMMA 1

For convenience, let $\mathbf{h}_{1}=\mathbf{h}_{k(1)}$ and $\mathbf{h}_{k}=\mathbf{g}_{k}$ for $k \in \overline{\mathcal{K}}_{1}$ in (13). According to (7), it can be shown that

$$
\begin{align*}
& \left|\mathbf{h}_{1}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2} \geq \max _{d \in\{2, \ldots, D\}}\left|\mathbf{h}_{1}^{\mathrm{H}} \mathbf{w}_{d}\right|^{2},  \tag{31}\\
& \left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2} \leq \max _{d \in\{2, \ldots, D\}}\left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{d}\right|^{2}, \tag{32}
\end{align*}
$$

i.e., (31) is valid as the active device chooses the beam that has the maximum channel gain and (32) is valid as all the active devices in $\overline{\mathcal{K}}_{1}$ choose different beams than beam 1 , $\mathbf{w}_{1}$. Under Assumptions of A1 and A2, we can see that $\left|\mathbf{h}_{k}^{\mathrm{H}} \mathbf{w}_{d}\right|^{2} \sim \operatorname{Exp}(1)$, i.e., an exponential random variable. Thus, from (31), letting $X=\left|\mathbf{h}_{1}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}$, we can see that $\operatorname{Pr}(X \leq x)=\left(1-e^{-x}\right)^{D}$, i.e., $X$ is seen as the largest order statistics for given $D$ independent exponential random variables [34]. Let

$$
\begin{equation*}
Y=\sum_{k \in \overline{\mathcal{L}}_{1}}\left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2} \tag{33}
\end{equation*}
$$

be the interference term in (13). Then, with $c=\frac{1}{\gamma}$, we have

$$
\begin{align*}
P_{\mathrm{out}}(\Gamma) & =\operatorname{Pr}\left(\frac{X}{\frac{Y}{Q}+c}<\Gamma\right) \\
& =\mathbb{E}\left[\operatorname{Pr}\left(\left.X<\left(\frac{Y}{Q}+c\right) \Gamma \right\rvert\, Y\right)\right] \\
& =\mathbb{E}\left[\left(1-e^{-\left(\frac{Y}{Q}+c\right) \Gamma}\right)^{D}\right] \tag{34}
\end{align*}
$$

According to (32), we see that $\left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}$ is any order statistics other than the largest order statistics. Thus, we have

$$
\begin{equation*}
\operatorname{Pr}(Y \leq y) \geq \operatorname{Pr}\left(\sum_{m=1}^{\bar{K}_{1}} X_{m} \leq y\right) \tag{35}
\end{equation*}
$$

where $X_{m} \sim \operatorname{Exp}(1)$ is iid. Letting $Y^{\prime}=\sum_{m=1}^{\bar{K}_{1}} X_{m}$, we can say that $Y^{\prime}$ is stochastically larger than $Y$ [35]. Since the function $\left(1-e^{-\left(\frac{Y}{Q}+c\right) \Gamma}\right)^{D}$ in (34) is an increasing function of $Y$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left(1-e^{-\left(\frac{Y}{Q}+c\right) \Gamma}\right)^{D}\right] \leq \mathbb{E}\left[\left(1-e^{-\left(\frac{Y^{\prime}}{Q}+c\right) \Gamma}\right)^{D}\right] \tag{36}
\end{equation*}
$$

according to [35, Proposition 8.1.2]. Substituting (36) into (34), for a given $\bar{K}_{1}=\left|\overline{\mathcal{K}}_{1}\right|$, it can be shown that

$$
\begin{align*}
& \operatorname{Pr}\left(\mathrm{SINR}<\Gamma \mid \bar{K}_{1}\right) \\
& \quad \leq \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d} \mathbb{E}\left[e^{-\frac{\Gamma d}{Q} Y^{\prime}}\right]}\right. \\
& \quad=\sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{1}{1+\frac{\Gamma d}{Q}}\right)^{\bar{K}_{1}} .\right. \tag{37}
\end{align*}
$$

Under Assumptions of A1 and A2, since beams and active devices can be seen as bins and balls, respectively, the event that $\bar{K}_{1}$ devices (or balls) choose beams (or bins) $2, \ldots, D$, has the following probability:

$$
\begin{equation*}
\operatorname{Pr}\left(\bar{K}_{1}=k\right)=\binom{K-1}{k}\left(1-\frac{1}{D}\right)^{k}\left(\frac{1}{D}\right)^{K-1-k} \tag{38}
\end{equation*}
$$

as there are $K-1$ other active devices excluding the active device of interest. Applying (38) to (37), we have

$$
\begin{align*}
P_{\mathrm{out}}(\Gamma, K) & =\sum_{k=0}^{K} \operatorname{Pr}\left(\operatorname{SINR}<\Gamma \mid \bar{K}_{1}=k\right) \operatorname{Pr}\left(\bar{K}_{1}=k\right) \\
& \leq \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{D Q+\Gamma d}{D(Q+\Gamma d)}\right)^{K-1}\right. \tag{39}
\end{align*}
$$

which is given in (16). This completes the proof.

## APPENDIX B

PROOF OF LEMMA 2
Due to the inequality in (35), we have an upper-bound on the outage probability as in (16). Without using (35), we can have a tight approximation. To this end, we need the following result.

Proposition 1: Let $Y$ in (33) be $Y=\sum_{i=1}^{\bar{K}_{1}} Y_{i}$, where $Y_{i}$ is the $i$ th elements of $\left\{\left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{1}\right|^{2}, k \in \overline{\mathcal{K}}_{1}\right\}$. Then, the mean of $Y_{i}$ is given by

$$
\begin{equation*}
\mathbb{E}\left[Y_{i}\right]=\frac{D-\sum_{n=1}^{D} \frac{1}{n}}{D-1}(\leq 1) \tag{40}
\end{equation*}
$$

Proof: From Assumptions of A1 and A2, $\left|\mathbf{g}_{k}^{\mathrm{H}} \mathbf{w}_{d}\right|^{2}$ is seen as an independent exponential random variable with mean 1. Then, with $d=1$, according to (32), $Y_{i}$ becomes an order statistics except the maximum. Let $X_{(1)}, \ldots, X_{(D)}$ be the order statistics of $D$ independent exponential random variables with mean 1, where $X_{(d)}$ represents the $d$ th smallest order statistics, i.e., $X_{(1)} \leq \ldots \leq X_{(D)}$. Then, $Y_{i}$ can be one of $X_{(d)}$ except $d=D$. From this, we have

$$
\begin{equation*}
(D-1) \mathbb{E}\left[Y_{i}\right]+\mathbb{E}\left[X_{(D)}\right]=\sum_{d=1}^{D} \mathbb{E}\left[X_{(d)}\right]=D \tag{41}
\end{equation*}
$$

Since the mean of the largest order statistics is given by $\mathbb{E}\left[X_{(D)}\right]=\sum_{d=1}^{D} \frac{1}{d}[34], \mathbb{E}\left[Y_{i}\right]$ can be given as in (40), which completes the proof.

For an approximation, we now assume that $Y_{i}$ is an independent exponential random variable with mean $\phi=$ $\frac{D-\sum_{n=1}^{D} \frac{1}{n}}{D-1}$ as in (40). With this approximation, (37) can be replaced with the following:

$$
\begin{equation*}
\operatorname{Pr}\left(\mathrm{SINR}<\Gamma \mid \bar{K}_{1}\right) \approx \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{1}{1+\frac{\phi \Gamma d}{Q}}\right)^{\bar{K}_{1}}\right. \tag{42}
\end{equation*}
$$

Then, after some manipulations, we have the following approximation of the outage probability:

$$
\begin{equation*}
P_{\mathrm{out}}(\Gamma, K) \approx \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}}\left(\frac{D \bar{Q}+\Gamma d}{D(\bar{Q}+\Gamma d)}\right)^{K-1},\right. \tag{43}
\end{equation*}
$$

which is given in (17) and completes the proof.

## APPENDIX C

## PROOF OF LEMMA 3

For given $K_{1}$, the conditional probability of the first condition, i.e., C1, is the probability that the active device of interest does not experience spreading sequence collision, which is given by

$$
\begin{equation*}
P_{\mathrm{n} c}\left(K_{1}\right)=\left(1-\frac{1}{Q}\right)^{K_{1}-1} . \tag{44}
\end{equation*}
$$

If the first condition holds, the probability of the second condition (i.e., $\operatorname{SINR} \geq \Gamma$ ) for given $\bar{K}_{1}$ is $1-\operatorname{Pr}(\operatorname{SINR}<$ $\left.\Gamma \mid \bar{K}_{1}\right)$. As a result, for given $K_{1}$ and $\bar{K}_{1}$, the conditional success probability is given by

$$
\begin{equation*}
P_{\text {succ }}\left(K_{1}, \bar{K}_{1}\right)=\left(1-\operatorname{Pr}\left(\mathrm{SINR}<\Gamma \mid \bar{K}_{1}\right)\right) P_{\mathrm{nc}}\left(K_{1}\right) . \tag{45}
\end{equation*}
$$

Then, the success probability becomes

$$
\begin{align*}
P_{\text {succ }} & =\mathbb{E}\left[P_{\text {succ }}\left(K_{1}, \bar{K}_{1}\right)\right] \\
& =\mathbb{E}\left[1-\operatorname{Pr}\left(\operatorname{SINR}<\Gamma \mid \bar{K}_{1}\right)\right] \mathbb{E}\left[P_{\mathrm{nc}}\left(K_{1}\right) \mid K_{1} \geq 1\right], \tag{46}
\end{align*}
$$

where the second equality is valid, because the $K_{d}$ 's are independent as in (19) according to Assumption of A3. That is, since $\operatorname{Pr}\left(\operatorname{SINR}<\Gamma \mid \bar{K}_{1}\right)$ and $P_{\mathrm{nc}}\left(K_{1}\right)$ are functions of $\bar{K}_{1}=K_{2}+\ldots+K_{D}$ and $K_{1}$, respectively, and the $K_{d}$ 's are independent, the expectation can be carried out for each term separately (as $\mathbb{E}[X Y]=\mathbb{E}[X] \mathbb{E}[Y]$ if $X$ and $Y$ are independent). The condition that $K_{1} \geq 1$ is necessary for the probability of no spreading sequence collision as there should be at least one active device choosing beam 1. From (19) and (44), we have

$$
\begin{align*}
\mathbb{E}\left[P_{\mathrm{nc}}\left(K_{1}\right) \mid K_{1} \geq 1\right] & =\sum_{k=1}^{\infty} P_{\mathrm{nc}}(k) \frac{\operatorname{Pr}\left(K_{1}=k\right)}{\operatorname{Pr}\left(K_{1} \geq 1\right)} \\
& =\sum_{k=1}^{\infty}\left(1-\frac{1}{Q}\right)^{k-1} \frac{e^{-\frac{\lambda}{D}}\left(\frac{\lambda}{D}\right)^{k}}{k!\left(1-e^{-\frac{\lambda}{D}}\right)} \\
& =\frac{Q}{Q-1} \frac{e^{-\frac{\lambda}{D D}}-e^{-\frac{\lambda}{D}}}{1-e^{-\frac{\lambda}{D}}} . \tag{47}
\end{align*}
$$

From (37), since $\bar{K}_{1} \sim$ Poiss $\left(\lambda \frac{D-1}{D}\right)$, for the the first term in (46), we have

$$
\begin{align*}
P_{\text {out }}(\Gamma) & \leq \sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d} \mathbb{E}\left[\left(\frac{1}{1+\frac{\Gamma d}{Q}}\right)^{\bar{K}_{1}}\right]}\right. \\
& =\sum_{d=0}^{D}\binom{D}{d}\left(-e^{\left.-\frac{\Gamma}{\gamma}\right)^{d}} e^{-\lambda \frac{D-1}{D} \frac{\Gamma d}{Q+\Gamma d}},\right. \tag{48}
\end{align*}
$$

which is the same as in (22). An approximation can also be found using (42), which leads to (23).

## APPENDIX D

## PROOF OF LEMMA 4

According to Assumption of A3, each beam has identical conditions. Thus, we need to consider only one beam, say beam 1 , when finding the throughput.

For given $K_{1}$ and $\bar{K}_{1}$, the number of the active devices that succeed to transmit their packets through beam 1 is given by

$$
\begin{equation*}
\eta_{1}\left(K_{1}, \bar{K}_{1}\right)=\left(1-\operatorname{Pr}\left(\operatorname{SINR}<\Gamma \mid \bar{K}_{1}\right)\right) K_{1} P_{\mathrm{nc}}\left(K_{1}\right) . \tag{49}
\end{equation*}
$$

Since $K_{1}$ and $\bar{K}_{1}$ are independent, the mean becomes

$$
\begin{align*}
\eta_{1} & =\mathbb{E}\left[\eta_{1}\left(K_{1}, \bar{K}_{1}\right)\right]=\left(1-P_{\text {out }}(\Gamma)\right) \mathbb{E}\left[K_{1} P_{\mathrm{nc}}\left(K_{1}\right)\right] \\
& =\left(1-P_{\text {out }}(\Gamma)\right) \frac{\lambda}{D} e^{-\frac{\lambda}{Q D}} . \tag{50}
\end{align*}
$$

Since there are $D$ beams, the throughput becomes

$$
\begin{equation*}
\eta=D \eta_{1}, \tag{51}
\end{equation*}
$$

which is (24). This completes the proof.
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