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ABSTRACT This paper deals with the evolution of downlink codebook basedmultiple-input multiple-output
(MIMO) within the third generation partnership project (3GPP) through release 15 to 17. There exist already
several tutorials on this topic. However, to the authors’ knowledge, the comparison in terms of complexity
performance trade-off between practical precoder selection strategies in frequency or delay domain has not
been tackled so far in the literature. This paper describes with matrix formalism the two main codebook
types specified within 3GPP, i.e., Type-I codebook (low resolution) and Type-II codebook (high resolution).
The Rel. 17 port selection is also detailed as well as the multi-user MIMO (MU-MIMO) precoding strategy
to be applied relying on Type-II codebook feedback. For the enhanced Type-II codebook, two main practical
precoder selection strategies are detailed at the UE side (i) based on singular value decomposition per
sub-band in the frequency domain, (ii) based on wideband singular decomposition in the delay domain.
Monte Carlo simulations demonstrate that the delay domain strategy performance may suffer from spatial
interference for single user MIMO high rank transmissions when the channel is both spatially correlated and
frequency selective. On the other hand, the frequency domain strategy complexity increases linearly with the
number of sub-bands while it is not the case for the delay domain selection strategy. As a result, the delay
domain selection strategy is particularly relevant for Rel. 17 Type-II codebook port selection or for a low
frequency selective channel with few significant consecutive delays.

INDEX TERMS Massive MIMO, codebook based MIMO, PHY abstractions, 5G, cross layer optimization,
MIMO with limited feedback.

I. INTRODUCTION
The deployment of multiple antennas at both transmitter
and receiver also known as multiple input multiple output
(MIMO) technique, has been playing a significant role in
LTE, LTE advanced and 5G new radio (NR) in terms of
increasing the spectral efficiency of wireless communication
networks. One of the important aspects of the MIMO
techniques is to acquire the channel state information (CSI) at
the transmitter as the precoder design requires the knowledge
of the CSI at the transmitter. The so called precoder comprises
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a number of complex combining coefficients and maps the
data of each spatial layer to the transmit antennas. It also aims
at maximising the spectral efficiency of single user (SU)- or
multi-user (MU)- MIMO by adapting the number of spatial
layers to the rank of the channel and reducing the interference
between the spatial layers. On the other hand, the CSI at
receiver is easier to obtain by relying on reference signals
known by the receiver.

In the literature there exist twomain approaches for the CSI
acquisition at the transmitter. The first one relies on channel
reciprocity, where the channel between the transmitter and
receiver is deduced from the channel between the receiver
and the transmitter. This applies only to time division
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duplex (TDD) systems. Although this has the advantage
of providing high resolution CSI estimates, the provided
CSI may be incomplete as the interference at the receiver
cannot be estimated at the transmitter. The second one
relies on the feedback from the receiver. The channel at
the receiver is estimated based on the transmission of
known reference signals from the transmitter. However due
to the vast amount of uplink (UL) resources needed to
feedback the full CSI, typically only limited CSI feedback is
considered. Unlike the channel reciprocity approach, as the
interference is known to the receiver, the precoder can be
determined together with modulation and coding scheme
(MCS) that maximizes the spectral efficiency. However, the
optimal precoder feedback can still require vast amount
of UL resources and must be consequently compressed.
Such precoders and the compression techniques are being
standardized in 3GPP in the form of Type-I and Type-II
codebooks. The main goal of this paper is to give a tutorial
on 3GPP based MIMO downlink codebooks and precoder
selection strategies since Rel. 15.

In a typical downlink scenario, the base station (BS)
transmits reference signals known to the user equipment
(UE). The UE after performing channel estimation feeds back
the compressed CSI to the BS. The feedback CSI can be
explicit or implicit. For the explicit feedback, the channel
matrix and/or covariance matrix is quantized and reported
to the BS., whereas for the implicit feedback as in 3GPP
codebooks, the CSI is composed of precoder matrix indicator
(PMI), rank indicator (RI) and channel quality indicator
(CQI) or index of the highest modulation and code scheme
(MCS) [1], [2]. While explicit feedback can provide better
scheduling flexibility compared to implicit feedback, only the
implicit feedback has been considered in LTE, LTE advanced
and 5G NR due to the amount of uplink resources required
and backward compatibility [3], [4]. The core part of implicit
CSI feedback is actually the precoder.

3GPP has standardized two codebooks, Type-I and
Type-II, which define the CSI feedback for 5G New Radio
(NR) DL MIMO transmission [5], [6]. Specifically, the UE
first selects the precoder matrix following the standard based
on the estimated DL channel, then reports the PMI, RI and
CQI conditioned on the selected precoder matrix to the BS.
Afterwards, the BS decodes the feedback and recovers the
selected precoder matrix which can be used for the DL data
transmission. Although both Type-I and Type-II codebooks
are defined for 5G NR, the Type-I codebook inherits the
LTE MIMO technology. Compared to the Type-I codebook,
the Type-II codebook enables higher resolution of the CSI
feedback but only supports the rank up to 2 [6] in Rel.
15. In addition, it suffers from an overhead which increases
linearly proportional to the number of sub-bands. In Rel. 16,
the enhanced Type-II codebook is introduced which exploits
the correlation in the frequency domain and reduces the
overhead by a factor of M/N3, where M is the number of
selected delays and N3 is the number of subbands. In Rel. 17,
partial reciprocity in both angle and delay domain is exploited

to enhance the Rel. 16 port selection (PS) Type-II codebook.
The Type-II regular and PS codebooks from Rel. 16 onwards
support rank 4 transmission.

There exist already several tutorials on 3GPP codebooks
[7]. However, to the authors’s knowledge, the comparison
in terms of complexity and performance between practical
precoder selection strategies in either frequency or delay
domain has not been tackled so far in the literature. It is
important to emphasize that 3GPPNR standard only specifies
the codebook and the report formats, the precoder selection
as well as the link adaptation techniques are left to the UE
implementation for the sake of competitive differentiation.
Nonetheless, even if the techniques themselves are not
specified, some minimum performances are required through
UE conformance testing. This paper describes the two main
codebook types with matrix formalism specified in the 3GPP,
i.e., Type-I codebook (low resolution) and Type-II codebook
(high resolution). The Rel. 17 port selection (PS) codebook is
detailed in addition to the MU-MIMO precoding strategy to
be applied relying on Type-II codebook. For the Type-II code-
book, two main practical precoder selection strategies are
described at the UE side (i) based on singular value decom-
position per sub-band in the frequency domain, (ii) based on
wideband singular decomposition in the delay domain.

The paper is organized as follows. In Section II, the state of
the art precoder or beamformingmethods and related work on
3GPP codebooks are summarized. In Section III, the system
model is described. In Section IV, the Type-I codebook
is explained and a practical precoder selection strategy is
presented. In Section V, the Rel. 15 Type-II codebook is
tackled together with a practical precoder selection strategy.
In Section VI, the Rel. 16 enhanced Type-II codebook is
described with two precoder selection alternatives one in
the frequency domain and another in the delay domain.
In Section VII, the link adaptation process is modeled with
chase combining retransmissions. In Section VIII, perfor-
mance of the different codebooks and selection strategies is
compared. Finally, in Section VIII-A, MU-MIMO precoder
design is explained while in Section IX, Rel. 17 Type-II
PS codebook as well as the associated precoder selection
strategy are described. Finally, Section X concludes the
tutorial.
Notation: upper and lower boldface letters represent

matrices and vectors. Let A be a matrix. aj, ai, and ai,j
(or equivalently [A]i,j) denote the j-th column, the i-th row
and the (i, j)-th element of A. The superscripts (·)⊺ and
(·)H denote, respectively, transpose and Hermitian transpose
operations.Moreover, ||·|| and |·| denote the vector and scalar
norms. a⊗b denotes the Kronecker product of two vectors a
and b and eig(A)l is the l-th eigenvector of the square matrix
A. The column vectorization of a matrix is represented by
vec(·) and diag(a) represents the generation of a diagonal
matrix of the elements of the vector a. The square identity
matrix of dimension N is denoted by IN . The L-tuple (ai)L−1

i=0
stands for (a0, a1, · · · , aL−1). The null matrix of dimension
N × L is denoted by 0N×L .
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II. RELATED WORKS
A. BACKGROUND ON MIMO LIMITED FEEDBACK
The history of limited feedback in communication systems
traces back to the early sixties [8], [9], [10]. The extension
of limited feedback to multiple antenna wireless systems has
recently receivedmuch attention [1]. One of the first proposed
approach was to quantize the channel covariance matrix at the
receiver and then feedback the statistical information to the
transmitter [11], [12]. Different solutions for the quantization
of the covariance matrix in order to maximize the average
data rate have been proposed including vector quantization
using the Lloyd algorithm [13], [14], [15] and random vector
quantization [16].

Beamforming where the precoder is determined using rank
one covariance matrix has been proposed in 1994 by Gerlach
and Paulraj [17]. The early form of limited feedback is based
on the quantization and reporting of either the channel or
channel covariance information. One such method dealing
with only per antenna phase quantization was proposed in
[18]. Later, a different approach has been considered by
many authors where the quantization and reporting of the
beamforming vectors is considered instead of the channel
or the channel covariance information. While the former
approach is referred to as explicit feedback, the latter is
referred to as implicit feedback. In this context of implicit
feedback, it has been demonstrated that the quantization
maximizing the rate must maximize the angular separation
between the two closest line also known as the Grassmannian
line packing problem [19], [20]. Codebook design based on
Fourier concept has been introduced in [21] and [22] making
the link between MIMO space-time code design problem and
Grassmanian line packing.

While in beamforming only one data stream is sent
spatially by projecting the data symbol onto a beamforming
vector, linear precoding allows sending multiple data streams
spatially [23]. For linear precoding, the concept of Grass-
mannian line packing beamforming codebooks has been
extended to the case of M -dimensional subspace packing
[24], [25]. Unitary rotation precoding with Givens rotations
have been proposed in [26] and codebooks usingHouseholder
reflections have been used to generate a unitary matrix from
a beamforming vector [27]. Several of these codebooks have
been included in the 3GPP Rel. 8 and Rel. 10 [28].
In the previous works, an independent block-by-block

fading channel is assumed. Different authors have considered
temporally correlated channels that model the current channel
realization dependent on the previous channel realizations.
The exploitation of the temporal channel correlation allows
to reduce the amount of feedback or improve the quality
of the CSI at the transmitter. In [29], Banister and Zeidler
have proposed a simple gradient sign algorithm for transmit
antenna weight adaptation with feedback. In [30], the authors
have proposed a switched codebook quantization where
the codebook is dynamically chosen based on the channel
distribution in order to exploit both spatial and temporal
channel correlation. A beamforming codebook switching

scheme, where the spherical cap codebook is selected
from a super codebook containing various spherical cap
codebooks with different centers and radii was considered in
[31]. Progressive refinements of beamforming vectors using
spherical cap codebook structure have also been studied in
[32] and [33].

B. 3GPP CODEBOOKS FROM REL. 8 TO REL. 14
In order to meet growing demands of wireless data, Long
Term Evolution (LTE) and LTE-Advanced (LTE-A) Releases
8 through 11 have introduced codebooks for SU-MIMO
precoding. In the Rel. 8, two codebooks have been defined
for the SU-MIMO precoding in downlink for two and four
transmit antennas [34]. For two transmit antennas, a set
of six vectors with dimension 2 × 1 and large chordal
distance has been defined for rank 1 transmission. The
codebooks for rank 2 with dimension 2 × 2 transmission
are obtained by combining two vectors of the codebook for
rank 1 transmission plus the 2 × 2 identity matrix. For four
transmit antennas, the codebook has been designed in order to
achieve a large chordal distance. The codebook has also a low
computational complexity since it is obtained by selecting
r columns among the sixteen 4 × 4 Householder matrices
calculated from sixteen generating vectors. The elements of
the generating vectors are taken from quaternary phase shift
keying (QPSK) and 8-PSK constellations for reducing the
storage requirement and limit the computational complexity.
The codebook has a nested property since there exists at least
one corresponding column subset in all the codebooks of the
lower ranks.

In Rel. 10 (LTE-A), a dual-codebook approach has been
introduced for a configuration with 8 transmit antennas in
the downlink and two antenna setups have been considered:
an uniformly linear array of eight uni-polarized antenna
elements and an uniformly linear array of four dual-polarized
antenna elements. The designed dual codebook is a double
4-bit codebook obtained via the multiplication of two
precoding matrices W = W1W2, where W1 targets long-
term wideband channel information and W2 targets short
term subband channel information [35].

In Rel. 13, the dual codebook structure was extended to
encompass the elevation dimension with the so called full
dimensional MIMO (FD-MIMO), i.e., some vertical antenna
ports of a 2 Dimensional (2D) antenna array are dedicated
to control the elevation dimension. The 2D antenna array is
arranged as an uniform planar array (UPA).

Alternative CSI feedback paradigms have been proposed
in [36]. In [36], rather than feeding back a set of CQI, RI and
PMI, a reduced-spaced channel quantization and feedback
scheme which exploits slow variation of the AoD distribution
is proposed. Each UE is configured to feed back its associated
quantized DL short-term channel.

C. 3GPP CODEBOOKS FROM REL. 15 TO REL. 17
In the first release of 5G, i.e., Rel. 15 [5], two NR
MIMO codebooks have been introduced, namely, Type-I
(low resolution CSI) and Type-II (high resolution CSI).
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The 5G Type-I and Type-II codebooks inherit the dual
stage precoding structure W = W1W2 as well as the 2D
antenna array of Rel. 13 FD-MIMO. Type-I codebook can
be considered as a legacy of low resolution LTE MIMO
codebooks. For both codebooks, W1 is based on IDFT
beams. For a given layer, for the Type-I codebook, only one
specific beam is selected from a group of beams, whereas
for the Type-II codebooks, L beams are selected where
L ∈ {2, 3, 4} and then linearly combined [6]. In [37]
the precoder selection strategies for Type-I and Type-II
codebooks for rank 1 transmission are described, however,
no explicit selection strategy for rank 2 or higher rank is
presented. On the other hand, authors in [38] proposed a fully-
connected neural network to find optimal Type-I precoders
for MIMO transmission. Our previous work [39] focused on
rank 2 precoder selecting strategies for the Type-II codebook
which provides performance comparison of various selecting
strategies. Authors of [40] proposed a selection strategy for
the Type-II codebook without considering the critical phase
pre-processing [41]. Reference [42] concentrates only on the
joint wideband and SB amplitude quantization of the Type-II
codebook.

Although the Type-II codebook provides substantial CSI
feedback accuracy, the fact that it supports rank up to
only 2 and has demanding feedback payload requirements
motivates the conception of a further compressed CSI
feedback. In papers [43], [44], and [45], frequency domain
compression is proposed to apply on the top of the spatial
domain compression in the Type-II codebook in order to
obtain a compact and sparse representation in the beam
and delay domain with a moderate complexity. Therefore,
the enhanced Type-II codebook specified in Rel. 16 [46]
supports frequency domain compression and only reports
dominant compressed coefficients resulting in remarkably
less feedback overhead than the Rel. 15 Type-II codebook.
Moreover, the enhanced Type-II (eType-II) codebook allows
higher quantization resolution for the reported amplitude and
phase coefficients. Please note that the enhanced Type-II
support rank values up to 4. In [47], an illustrative explanation
of the eType-II codebook components and structure is pre-
sented. Though multi-stage amplitude quantization schemes
are proposed in [44], [48], and [45], they were not accepted
for the standardized enhanced Type-II codebook. Besides,
authors in [45] elaborated the method to obtain the joint
spatial and frequency domain precoder. Building on the Rel.
16 eType-II PS codebook, a further enhanced Type-II PS
(FeType-II) codebook exploiting partial reciprocity in the
delay and angle domain has been specified in Rel. 17. Table 1
recapitulates the MIMO codebook evolution with respect to
3GPP releases.

III. SYSTEM MODEL
For 5G NR MIMO transmission, the BS is equipped with
a dual polarized planar antenna with PTXRU/2 Transceiver
units (TXRUs) per polarization. TheBS virtualizes thePTXRU

TABLE 1. Summary of MIMO codebook evolution with respect to 3GPP
releases.

FIGURE 1. Illustration of the antenna port panel with N1 = 4 and N2 = 2.

TXRUs into PCSI-RS antenna ports using a specification
transparent precoding denoted FgNB in the following. After
the virtualization, the UE equipped with NR receive antennas
measure the channel from the Channel State Information
Reference Signals (CSI-RSs) originating from a 2D antenna
array comprising PCSI-RS = 2N1N2 ports, where N1 and
N2 are number of antenna ports in the horizontal and vertical
dimensions respectively illustrated in Fig. 1. The received
signal per resource element (RE), i.e., per subcarrier and per
OFDM symbol, y ∈ CNR×1 at the UE side, after the spatial
whitening of the noise-plus-interference can be written as

y = HPx + n (1)

where H ∈ CNR×2N1N2 is the DL channel matrix, P ∈

C2N1N2×ν is the precoder matrix and x ∈ Cν is the transmit
signal vector with ν ⩾ 1 being the number of spatial layers.
For codebook based MIMO, the BS derives the transmit
precoding matrix P based on the CSI report sent by the UE
according to a pre-defined codebook. A typical CSI report
consists of the precoder matrix W ∈ C2N1N2×ν , the RI value
ν and the CQI calculated by the UE. In the following, it is
assumed that P = W for the SU transmission scenario.

The transmit vector x is normalized such that E
{
xxH}

=

Iν . The precoding matrixW is normalized such that the trans-
mit power PT is equal to one, i.e., PT = E

{
xHWHWx

}
= 1.

The averaged receive power per antenna port PR assuming
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P = I2N1N2 is

PR =
1

2N1N2NR

NR∑
r=1

2N1N2∑
t=1

E
{∣∣hr,t ∣∣2} (2)

= σ 2
h . (3)

We normalize the channel such that σ 2
h = 1. As a result,

the average SNR per antenna port is the inverse of the noise
power, i.e., snr = 1/N0
In this work we assume a Linear Minimum Mean Square

Error (LMMSE) receiver whose output is given by

x̂ = FHy (4)

whereFH is the LMMSE equalizer filter and can be expressed
as

FH
= WHHH[

HWWHHH
+

1
snr I

]−1
(5)

= WHHHR−1 (6)

where R = HWWHHH
+

1
snr I. The received signal then

becomes:

x̂ = WHHHR−1HWx + WHHHR−1n (7)

The Signal to Interference plus Noise Ratio (SINR)
measured at the output of the LMMSE receiver for layer l
is expressed as follows [49]:

γl(H,wl) =
(Hwl)HR−1(Hwl)

1 − (Hwl)HR−1(Hwl)
(8)

where wl is the l-th column of W. Equivalently the above
equation as function of snr is expressed as:

γl(H,wl) =
snr([

WHHHHW +
1
snr I

]−1
)
l,l

− 1. (9)

In the standard, the notion of subband (SB) is introduced
where the allocated bandwidth is divided into several SBs and
a SB comprises up to NSB PRBs. As the channel variation
is not significant in the frequency domain, the precoder can
remain constant for NSB PRBs of a SB for a given OFDM
symbol. As a result, we resort to a ‘‘representative’’ channel
per SB to derive the precoder per SB, denoted H(t). It can
be the averaged channel over the SB or the channel value
at the middle of the SB. For an SU-MIMO transmission,
a modulated codeword (made of one or several LDPC Code
blocks) is demutiplexed into ν spatial layers, each spatial
layer is transmitted over N3 SBs and several consecutive
OFDM symbols which define the transmission time interval
(TTI). In the following, we assume that the channel does not
change within one TTI and is constant within a PRB. As a
result, a codeword is spread over NSB × ν SINRs per SB t
and per TTI. The SINR of PRB j = 0, · · · ,NSB − 1 of SB
t = 0, · · · ,N3−1, and layer l = 1, · · · , ν is denoted γ

ν,t
l,j . For

the sake of readability, we summarize the main mathematical
symbols and their definitions introduced in this Section in
Table 2.

TABLE 2. System model main mathematical symbols and their
definitions.

FIGURE 2. Illustration of the grid of beams.

IV. TYPE-I CODEBOOK
A. DESCRIPTION
In this Section, we only introduce Type-I single panel
codebook up to rank 4 as defined in 3GPP Rel. 15.
We also restrict our analysis to codebook mode 1 for rank
1 and rank 2 transmission, i.e., the higher layer parameter
codebookMode is set to 1. To balance the trade-off between
the CSI accuracy and the feedback overhead, both Type-I and
Type-II codebooks consider IDFT based grid of beams in
their precoder structures. Every IDFT beam vl,m ∈ CN1N2×1

in the grid of beams is built from the Kronecker product of
a horizontal beam v′

l and a vertical beam um, formulated as
follows

vl,m = v′
l ⊗ um (10)

v′
l =

[
1 e

j2π l
O1N1 · · · e

j2π l(N1−1)
O1N1

]⊺
(11)

um =

{ [
1 e

j2πm
O2N2 · · · e

j2πm(N2−1)
O2N2

]⊺
N2 > 1

1 N2 = 1
(12)

where O1 and O2 are the oversampling factors of
the horizontal and vertical dimension, respectively, and
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FIGURE 3. Illustration of the partitioning of the antenna ports into
2 subgroups for N1 = 4, N2 = 2, O1 = 4 and O2 = 4.

l ∈ {0, 1, · · · ,N1O1 − 1} and m ∈ {0, 1, · · · ,N2O2 − 1}.
Fig. 1. shows the grid of beams for N1 = 4, N2 = 2,
O1 = 4 and O2 = 4. It can be seen that each beam in the
grid points to a certain 3D spatial region. For instance, the
black IDFT beam in the grid is the Kronecker product of v′

10
and u5.

For rank 1, the Type-I precoder for the t-th SB (t =

0, . . .N3 − 1) is given by

W1
t =

1
√
PCSI-RS

[
vl,m

ϕntvl,m

]
=

1
√
PCSI-RS

[
vl,m 0N1N2×1

0N1N2×1 vl,m

] [
1

ϕnt

]
=

1
√
PCSI-RS

W1w2. (13)

The Type-I codebook for rank 1 transmission can be written
as the product of a wideband beam matrix W1 ∈ C2N1N2×2

and a subband specific co-phasing vector w2 ∈ C2. More
specifically, W1 is a block diagonal matrix comprising the
IDFT vector vl,m on the main diagonal. It remains unchanged
across the N3 subbands hence the name wideband. The IDFT
vector vl,m represents a beam selected from the grid of beams.
The co-phasing vector w2 is specified for each t-th subband
whose phase entry ϕnt is selected from the set {1, j, −1, −j}.
Similarly, the Type-I codebook for rank 2 transmission can
be expressed as

W2
t =

1
√
2PCSI-RS

[
vl,m vl′,m′

ϕntvl,m −ϕntvl′,m′

]
=

1
√
2PCSI-RS

W1W2 (14)

where

W1 =

[
vl,m vl′,m′ 0N1N2×1 0N1N2×1

0N1N2×1 0N1N2×1 vl,m vl′,m′

]
(15)

and

W2 =


1 0
0 1

ϕnt 0
0 −ϕnt

 ,

with ϕnt being the co-phasing value for the t-th SB selected
from the set {1, j}. Note that vl,m and vl′,m′ are (possibly)

two distinct beams and are chosen from the grid of beams.
Rules of the subscripts of these two beams are given in
Table 5.2.2.2.1-3 of Release-15 [5].

For rank 3 and rank 4 transmission, the Type-I codebook
structure depends on the number of antenna ports PCSI-RS.
When PCSI-RS < 16, the Type-I precoder of rank 3 is given
by

W3
t =

1
√
3PCSI-RS

[
vl,m vl′,m′ vl,m

ϕntvl,m ϕntvl′,m′ −ϕntvl,m

]
=

1
√
3PCSI-RS

W1W2 (16)

whereW1 is given in Eq. (15) and

W2 =


1 0 1
0 1 0

ϕnt 0 −ϕnt
0 ϕnt 0

 ,

while for rank 4 it is given by

W4
t =

1
√
4PCSI-RS

[
vl,m vl′,m′ vl,m vl′,m′

ϕntvl,m ϕntvl′,m′ −ϕntvl,m −ϕntvl′,m′

]
=

1
√
4PCSI-RS

W1W2 (17)

whereW1 is given in Eq. (15) and

W2 =


1 0 1 0
0 1 0 1

ϕnt 0 −ϕnt 0
0 ϕnt 0 −ϕnt

 ,

with ϕnt being selected for the t-th SB from the set {1, j}. For
PCSI-RS < 16, the rank 3 and 4 precoders can be seen as an
extension of the Type-I rank 2 codebook.

When PCSI-RS ⩾ 16, the Type-I precoder of rank 3 is given
by

W3
t =

1
√
3PCSI-RS


ṽl,m ṽl,m ṽl,m

θpṽl,m −θpṽl,m θpṽl,m
ϕnt ṽl,m ϕnt ṽl,m −ϕnt ṽl,m

ϕnt θpṽl,m −ϕnt θpṽl,m −ϕnt θpṽl,m


=

1
√
3PCSI-RS

W1W2 (18)

where

W1 =


ṽl,m ṽl,m 0N1N2

2 ×1
0N1N2

2 ×1

θpṽl,m −θpṽl,m 0N1N2
2 ×1

0N1N2
2 ×1

0N1N2
2 ×1

0N1N2
2 ×1

ṽl,m ṽl,m
0N1N2

2 ×1
0N1N2

2 ×1
θpṽl,m −θpṽl,m

 (19)

and

W2 =


1 0 1
0 1 0

ϕnt 0 −ϕnt
0 ϕnt 0

 ,
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while for rank 4 it is given by

W4
t =

1
√
4PCSI-RS

W1W2 (20)

whereW1 is given in Eq. (19) and

W2 =


1 0 1 0
0 1 0 1

ϕnt 0 −ϕnt 0
0 ϕnt 0 −ϕnt

 ,

with θp being selected from the set {1, e
jπ
4 , j, e

j3π
4 } and ϕnt

from the set {1, j}. Note that the vector ṽl,m ∈ CN1N2/2×1 is
still an IDFT beam calculated as

ṽl,m = ṽ′
l ⊗ um (21)

where vector um is generated according to Eq. (12) and vector
ṽ′
l ∈ CN1/2×1 is computed as

ṽ′
l =

[
1 e

j4π l
O1N1 · · · e

j4π l(N1/2−1)
O1N1

]⊺
(22)

where l ∈ {0, 1, · · · , N1O1
2 − 1}. The beam ṽl,m is half of

the length of the beam vl,m. For N1 = 4, N2 = 2, O1 =

4 and O2 = 4, Fig. 3 depicts the partitioning of the antenna
ports into 2 subgroups of equal size in the horizontal domain
which correspond to the precoding vectors ṽl,m and ±θpṽl,m,
respectively. The aforementioned beam arrangements is used
in Eqs. (18) and (20) as part of beam matrixW1.

B. PRECODER SELECTION STRATEGY
The Type-I Codebook precoder selection strategy is com-
prised of two steps. In the first step, the wideband part of
the precoder is selected. In the second step, the co-phasing
vectors are determined for each SB.We describe the selection
strategy for the rank 1 precoder given in Eq. (13) since it is
similar for higher ranks. In the first step, the best IDFT beam
is calculated using thewideband covariancematrix associated
with each polarization. Here, we assume that the best IDFT
beam is identical for both polarizations. the optimal beam
vl∗,m∗ is selected as follows:

vl∗,m∗ = argmax
vl,m∈B

vH
l,m(R11 + R22)vl,m, (23)

where B is the IDFT grid of beams,R11 andR22 are diagonal
blocks of the wideband covariance matrix R given by

R =
1
N3

N3−1∑
t=0

HH(t)H(t)

=

[
R11 R12

RH
12 R22

]
. (24)

In the second step, the optimal co-phasing vector ϕnt for each
t-th SB is selected. We define the average mutual information
for a given modulation Q over SB t as

IQ,t (ϕnt ) =
1
NSB

NSB−1∑
j=0

IQ
(
γ
1,t
1,j

)
(25)

where the function IQ(·) maps the SINR to the mutual
information conditional on modulation Q and γ

1,t
1,j is the

SINR of PRB j of SB t . The cophasing phase ϕnt = e
jπnt
2

for SB t is obtained from

nt = argmax
n∈{0,1,2,3}

IQ,t (e
jπn
2 ). (26)

V. TYPE-II CODEBOOK
A. DESCRIPTION
The Type-II codebook standardized in 3GPP Rel. 15 supports
up to rank 2 (ν ⩽ 2). The Type-II precoders for the t-th SB
for rank 1 and rank 2 transmission are defined as follows:

W1
t = w(1)

t , (27)

W2
t =

1
√
2

[
w(1)
t w(2)

t

]
(28)

with

w(l)
t = 3

(l)
t

 ∑L−1
i=0 vm(i)

1 m
(i)
2
p(1)l,i p

(2)
l,i,tϕl,i,t∑L−1

i=0 vm(i)
1 m

(i)
2
p(1)l,i+Lp

(2)
l,i+L,tϕl,i+L,t

 (29)

where L ∈ {2, 3, 4} is the number of IDFT beams and
vm(i)

1 m
(i)
2

, i ∈ {0, . . . ,L − 1} are the IDFT beams selected
from the grid of beams introduced in the beginning of
Section IV-A, and 3

(l)
t is the normalization factor given as

3
(l)
t =

1√
N1N2

∑2L−1
i=0

(
p(1)1,ip

(2)
1,i,t

)2 . (30)

The Type-II codebook is usually referred to as a high
resolution codebook since for each layer the precoder
combines L ≥ 2 IDFT beams (contrary to the low resolution
Type-I codebook where a single IDFT beam is supported per
layer). The Type-II precoder for a given spatial layer and SB
can be expressed in the formW1w2 where

W1 =

[
vm(0)

1 m(0)
2

. . . vm(L−1)
1 m(L−1)

2
0 . . . 0

0 . . . 0 vm(0)
1 m(0)

2
. . . vm(L−1)

1 m(L−1)
2

]
(31)

of dimension 2N1N2 × 2L defines the L selected wideband
IDFT beams vm(i)

1 m
(i)
2
for i ∈ {0, · · · ,L − 1} of dimension

N1N2 for both polarizations and w2 is a vector of Beam
Combining Coefficients (BCCs) defined per SB and spatial
layer. More specifically, for a given SB t and layer l, the
precoder can be expressed as

w(l)
t = 3

(l)
t W1W

(l)
C1w

(l)
C2,t (32)

where

W(l)
C1 = diag

( [
p(1)l,0 . . . p(1)l,2L−1

] )
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and

w(l)
C2,t =



p(2)l,0,tϕl,0,t
...

p(2)l,L−1,tϕl,L−1,t

p(2)l,L,tϕl,L,t
...

p(2)l,2L−1,tϕl,2L−1,t


,

with W(1)
C1 ∈ C2L×2L the diagonal matrix comprising the

quantized wideband amplitudes, w(l)
C2,t ∈ C2L the vector of

quantized phases and amplitudes of SB t and, finally,3(l)
t the

normalization factor.
The L IDFT beams of W1 are defined by the indices m(i)

1
and m(i)

2 (i ∈ {1, · · · ,L − 1}) whose values are

m(i)
1 = O1n

(i)
1 + q1, (33)

m(i)
2 = O2n

(i)
2 + q2, (34)

where q1 ∈ {0, 1, · · · ,O1 − 1} and q2 ∈ {0, 1, · · · ,O2 − 1}
indicate the horizontal and vertical beam rotation indices,
respectively. q1 and q2 are shared by the L selected IDFT
beams which, thus, are orthogonal between each other.
The entries p(1)l,i , ∀i ∈ {0, · · · , 2L − 1} of the wideband
amplitude matrix W(1)

C1 are drawn from the set P1 ={
0,

√
1/64,

√
1/32,

√
1/16,

√
1/8,

√
1/4,

√
1/2, 1

}
. The SB

amplitude values p(2)l,i,t are all set to 1 if the higher layer
parameter subbandAmplitude is set to ‘false’ otherwise they
are drawn from the set P2 =

{√
1/2, 1

}
. The SB phase value

set is 8 = {e
j2πn
NPSK , n ∈ {0, 1, · · · ,NPSK − 1}} where NPSK is

set by the higher layer parameter phaseAlphabetSize and can
be either 4 or 8. Note that if the wideband amplitude value
of a beam is equal to zero, all the SB coefficients associated
with that beam are not reported in the CSI report.

The concatenated Type-II precoder across the N3 SBs for
layer l is of size 2N1N2 × N3 and can be formulated as

W(l)
=

[
wl
0, · · · ,wl

N3−1

]
= W1W

(l)
C1

[
w(l)
C2,0 · · · w(l)

C2,N3−1

]
︸ ︷︷ ︸

W(l)
C2: 2L×N3

3(l)︸︷︷︸
N3×N3

= W1W
(l)
C1W

(l)
C23

(l) (35)

where W(l)
C2 comprises the quantized SB coefficient of all

the N3 SBs and 3(l)
= diag

( [
3

(l)
0 · · · 3

(l)
N3−1

] )
is the

diagonal matrix gathering the normalization factors of all the
SB precoders. The t-th column of W(l) is the precoder to be
applied for t-th SB of the l-th layer.

B. PRECODER SELECTION STRATEGY
To find the best precoder among the Type-II codebook, the
beam matrix W1 is selected first. It allows reducing the
channel to an effective channel of dimension NR × 2L per

SB in the angle domain. Then, the BCC matrix W(l)
2 ∈

C2L×N3 made of the unquantized BCCs of all SBs is derived
conditional onW1. From the BCC matrixW(l)

2 , after a phase
pre-processing and amplitude normalization, the matrixW(l)

C1
is first obtained than W(l)

C2. The flow chart of the calculation
of the Rel. 15 Type-II codebook is depicted in Fig. 4. The
selection strategy is elaborated in five steps as follows.

Step 1. Calculation of the beam matrix W1 : The beam
selection aims at selecting the best L IDFT beams that
maximize the channel sum power across both polarizations.
Theoretically, this optimization problem can be formulated as

(
vm(i)

1 ,m(i)
2

)L−1
i=0 =argmax

(vmi,li )
L−1
i=0

L−1∑
i=0

vH
mi,li (R11 + R22)vmi,li (36)

where each vector vmi,li belongs to the IDFT grid of beams
B and where matrices R11 and R22 are the diagonal blocks
of the wideband covariance matrix of the channel R given
in Eq. (24). Nonetheless, to satisfy the rules of Eq. (24).
in the standard, the L IDFT beam selection for the Type-II
codebook should be carried out in an iterative manner. The
selection algorithm for the L IDFT beams which considers
the beam orthogonality property is described in Eqs. (33) and
(34). There is no loss of optimality as the selected beams are
mutually orthogonal.

Step 2. Calculation of the BCC matrix W(l)
2 : The BCC

matrix W(l)
2 comprising the unquantized BCCs of 2L beams

and N3 SBs has the following form

W(l)
2 =


w(l)
2,0,0 · · · w(l)

2,0,N3−1
...

...

w(l)
2,2L−1,0 · · · w(l)

2,2L−1,N3−1


=

[
w(l)
2,0 · · · w(l)

2,N3−1

]
(37)

wherew(l)
2,t ∈ C2L×1 is the BCC vector of the t-th SB and can

be obtained by solving the following optimization problem
knowing w(l′)

2,t for l
′ < l

w(l)
2,t = argmax

w∈C2L×1s. t.C1 andC2

wHHH
A (t)HA(t)w (38)

under the constraintsC1 : wHw = 1 andC2 : wHw(l′)
2,t = 0 for

l ′ < l and where HA(t) is the t-th SB effective channel of
dimension NR × 2L given as:

HA(t) = H(t)W1. (39)

Solving the optimization problem results in the SB precoder
w(l)
2,t that maximizes, for a given SB, the product between

the channel, the matrix W1 and the SB precoder w(l)
2,t while

ensuring that the precoder for layer l is orthogonal to the ones
selected previously for the layers 1 to l − 1. The optimal
solution to the above mentioned problem is

w(l)
2,t = eig(HH

A (t)HA(t))l (40)
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FIGURE 4. Flowchart showing the steps involved in the selection of the Rel. 15 Type-II precoder.

Algorithm 1 Beam Selection Algorithm
Input: R11, R22, N1, N2, O1 and O2.
Output: vm(0)

1 ,m(0)
2
, · · · , vm(L−1)

1 ,m(L−1)
2

.
Initialization : i = 0, N1 = {0, · · · ,N1 − 1} and
N2 = {0, · · · ,N2 − 1}

1: while i < L do
2: if i == 0 then
3: m(0)

1 ,m(0)
2 = argmax

l,m
vH
l,m(R11 + R22)vl,m

4: q1 = m(0)
1 mod O1

5: q2 = m(0)
2 mod O2

6: n(0)1 = ⌈
m(0)
1
O1

⌉

7: n(0)2 = ⌈
m(0)
2
O2

⌉

8: N1 = N1 \ {n(0)1 }

9: N2 = N2 \ {n(0)2 }

10: i = i+ 1
11: else
12: n(i)1 , n(i)2 = argmax

n1∈N1
n2∈N2

vH
n1Q1+q1,n2Q2+q2

(R11 +

R22)vn1Q1+q1,n2Q2+q2
13: m(i)

1 = Q1n
(i)
1 + q1

14: m(i)
2 = Q2n

(i)
2 + q2

15: i = i+ 1
16: end if
17: Calculate v′

m(i)
1

based on Eq. (11).

18: Calculate um(i)
2
based on Eq. (12).

19: vm(i)
1 ,m(i)

2
= v′

m(i)
1

⊗ um(i)
2

20: end while

where eig(·)l outputs the l-th eigenvector of the input square
matrix in decreasing order of the associated eigenvector
magnitudes. This solution is also called matrix projection
method that shows better performance than other solutions
as studied in [45]. Note that the obtained solution following
Eq. (40) minimizes the interference between the spatial layers
at the UE side since

w(l)H
2,t

(
HH
A (t)HA(t)

)
w(l′)
2,t = 0 for all l ′ ̸= l. (41)

Step 3. Phase pre-processing and amplitude normal-
ization: As the SB precoders are calculated for each SB
separately by eigen decomposition, phase pre-processing is
essential [41] to alleviate the phase discontinuity between

the SB precoders. Moreover, for the quantization, the BCC
matrix needs to be normalized such that amplitude and phase
of the BCCs associated with the strongest beam is equal to
1 and 0 respectively. Hence, the phase pre-processing and
amplitude normalization function N (·, ·) is applied to W(l)

2
in a column-wise manner as

W̄(l)
2 =

[
w̄(l)
2,0 · · · w̄(l)

2,N3−1

]
=

[
N (w(l)

2,0, i
′
l) · · · N (w(l)

2,N3−1, i
′
l)
]

(42)

where i′l is the index of the strongest beam across both
polarizations in average over theN3 SBs for layer l. The index
i′l is obtained as

i′l = argmax
i

N3−1∑
t=0

|w(l)
2,i,t |

2. (43)

Specifically, the t-th column of matrix W̄(l)
2 is computed by

N (w(l)
2,t , i

′
l) =

[
w(l)
2,0,t

w(l)
2,i′l ,t

· · ·

w(l)
2,i′l ,t

w(l)
2,i′l ,t

· · ·
w(l)
2,2L−1,t

w(l)
2,i′l ,t

]⊺

(44)

As a result, matrix W̄(l)
2 becomes

W̄(l)
2 =



w(l)
2,0,0

w(l)
2,i′l ,0

· · ·
w(l)
2,0,t

w(l)
2,i′l ,t

· · ·
w(l)
2,0,N3−1

w(l)
2,i′l ,N3−1

...
...

...

1 · · · 1 · · · 1
...

...
...

w(l)
2,2L−1,0

w(l)
2,i′l ,0

· · ·
w(l)
2,2L−1,t

w(l)
2,i′l ,t

· · ·
w(l)
2,2L−1,N3−1

w(l)
2,i′l ,N3−1


(45)

where the i′l-th row is a all-one row.
Step 4. Wideband coefficient calculation and quanti-

zation: The amplitude p(1)l,i takes the quantized value of the
highest absolute value among the components of the i-th row
of matrix W̄(l)

2 . Hence, the computation and quantization of
the i-th wideband coefficient is given by

p(1)l,i = QWB
(
max
t

∣∣w̄(l)
2,i,t

∣∣) (46)

where QWB(·) is the quantization function that maps the
absolute value of its entry to the closest value in the set P1.
Note that there is no quantization error for the strongest beam
associated coefficients since w̄(l)

2,i′l ,t
is always equal to 1. At the

end of step 4, the matrixW(l)
C1 is obtained.
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Step 5. SB coefficient calculation and quantization:
After calculating W̄(l)

2 , matrixD(l) comprising the differential
amplitudes and phase values is obtained as

D(l)
=

(
W(l)

C1

)−1W̄(l)
2 (47)

Based on D(l), the matrix W(l)
C2 is calculated such that

w(l)
C2,i,t = p(2)l,i,tϕl,i,t where p

(2)
l,i,t = QSB(d

(l)
i,t ) and ϕl,i,t =

QP(d
(l)
i,t ). The function QSB(·) maps the absolute value of its

entry to the closest value in the set P2 while QP(·) maps the
phase of its entry to the closest value in the set 8.

C. FEEDBACK QUANTITY ANALYSIS
We consider the case where the higher layer parameter
subbandAmplitude is set to ‘true’, i.e., the CSI report includes
quantized SB amplitudes. The CSI report containing the PMI
of the Type-II codebook consists of two parts. The first part
relates to wideband information (referred to as i1 in the stan-
dard), it comprises the following indicators: a ⌈log2(O1O2)⌉-
bit indicator to indicate the selected rotation factor among
O1O2 groups referred to as (i1,1), a ⌈log2

(N1N2
L

)
⌉-bit indicator

to indicate the selected L IDFT beams from N1N2 IDFT
beams referred to as (i1,2), a ⌈log2(2L)⌉-bit indicator to
indicate the position of the strongest beam among the 2L
beams for each l-th layer referred to as i1,3,l and 3 · (2L− 1)-
bit indicator to indicate the wideband amplitudes of the
remaining 2L − 1 beams referred to as i1,4,l . Note that i1,3,l
also indicates the position of a wideband amplitude value
equal to 1. The second part relates to information per SB
(referred to as i2 in the standard) and can vary in size with
respect to the number of non zero wideband amplitudes
denotedMl ≤ 2L in the standard. In the following, we assume
the worst case in terms of payload size that is to say Ml =

2L. It comprises the following indicators: a (K (2)
− 1)-bit

indicator to indicate the subband amplitudes of the first K (2)

beams for each SB and each l-th layer referred to as i2,1,l ,
a log2(NPSK ) · (K (2)

− 1)-bit indicator to indicate the phase
values of the subband amplitudes of the first K (2) beams
and a 2 · (2L − K (2))-bit indicator to indicate the phase
values of the subband amplitudes of the remaining 2L−K (2)

beams for each SB and each l-th layer, respectively. The two
latter indicators are referred to as i2,2,l . Note that the SB
amplitudes are not reported for the strongest beam indicated
by i1,3,l . The last 2L − K (2) beams are determined based on
the ordering with respect to the strongest beam. For values
of L equal to 2,3, and 4, the values of K (2) are given by 4,4,
and 6, respectively. Note that the values of NPSK and L are
given by the higher layer parameters numberOfBeams and
phaseAlphabetSize, respectively.

VI. ENHANCED TYPE-II CODEBOOK
A. DESCRIPTION
The enhanced Type-II (eType-II) codebook standardized in
the 3GPP Rel. 16 [46] supports rank up to 4. The eType-II
precoder of the t-th SB (0 ⩽ t ⩽ N3 − 1) for rank 1, rank 2,

rank 3, and rank 4 are given as

W1
t = w(1)

t , (48)

W2
t =

1
√
2

[
w(1)
t w(2)

t

]
, (49)

W3
t =

1
√
3

[
w(1)
t w(2)

t w(3)
t

]
, (50)

W4
t =

1
2

[
w(1)
t w(2)

t w(3)
t w(4)

t

]
, (51)

respectively, where

w(l)
t = 3

(l)
t

 ∑L−1
i=0 vm(i)

1 ,m(i)
2
p(1)l,0

∑Mv−1
f=0 y(f )t,l p

(2)
l,i,f ϕl,i,f∑L−1

i=0 vm(i)
1 ,m(i)

2
p(1)l,1

∑Mv−1
f=0 y(f )t,l p

(2)
l,i+L,f ϕl,i+L,f


is the eType-II precoder for the l-th layer. As the eType-II
codebook considers frequency domain (FD) compression,
to facilitate a deeper understanding of the codebook, we con-
catenate the l-th layer eType-II precoder w(l)

t of all N3 SBs
as formulated in Eq. (52), as shown at the bottom of the
next page. Matrix W1 is the same beam matrix as in Rel.
15 Type-II codebook, matrix W̃(l)

C1 comprises 2L polarization
specific wideband amplitudes associated with the 2L IDFT
beams across the two polarizations, matrix W̃(l)

C2 comprises
the compressed/quantized SB coefficients, W(l)

f is the FD

compression matrix and 3(l)
= diag

( [
3

(l)
0 · · · 3

(l)
N3−1

] )
is

the normalization matrix with 3
(l)
t =

1√
N1N2γt,l

where γt,l is

the normalization factor given as

γt,l =

2L−1∑
i=0

(
p(1)
l,⌊ i

L ⌋

)2∣∣Mv−1∑
f=0

y(f )t,l p
(2)
l,i,f ϕl,i,f

∣∣2. (53)

The polarization specific wideband amplitude matrix W̃(l)
C1

has a diagonal form as shown below

W̃(l)
C1 = diag

([
p(1)l,0 · · · p(1)l,0︸ ︷︷ ︸

L items

p(1)l,1 · · · p(1)l,1︸ ︷︷ ︸
L items

])
(54)

where p(1)l,0 and p(1)l,1 are the wideband amplitudes of the
first and second polarization respectively. Note that the
wideband amplitudes for the eType-II precoder is identical
for all L beams in each polarization. This is in contrast to
the different wideband amplitudes of the Type-II precoder
in Eq. (29). Reference [50] shows that the differential
quantization scheme standardized in Rel. 16 achieves
better performance and overhead trade-off. The polarization
specific amplitude values are drawn from the set P̃1 ={ 1

√
128

, 1
8192

1/4
, 1
8 ,

1
2048

1/4
, 1
2
√
8
, 1
512

1/4
, 1
4 ,

1
128

1/4
, 1

√
8
, 1
32

1/4
,

1
2 ,

1
8
1/4

, 1
√
2
, 1
2
1/4

, 1
}
. Note that the quantized wideband

amplitude of the polarization associated with the strongest
beam is always equal to 1.

For better understanding, the eType-II precoder is com-
pared with the Type-II precoder. From Eq. (35), the Type-II
precoder for the l-th layer for all SBs is written as product of
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the beam matrix W1, wideband amplitude matrix W(l)
C1 and

SB coefficients matrix W(l)
C2 ∈ C2L×N3 where the latter two

matrices are obtained by quantizing the amplitude and phase
of the coefficients of the BCC matrixW(l)

2 ∈ C2L×N3 . For the
Type-II codebook all the 2LN3 quantized SB coefficients are
reported as a part of the PMI feedback. Note that the feedback
overhead increases proportionally with L or N3 which was
been the main motivation for the standardization of the Rel.
16 codebook. The Rel. 16 eType-II codebook effectively
reduces the feedback overhead by exploiting the correlation
between the coefficients of the BCCs matrix W(l)

2 in the
frequency domain (FD) as demonstrated in Fig. 5a. Precisely,
matrix W(l)

2 ∈ C2L×N3 is compressed to matrix W̃(l)
2 ∈

C2L×Mν (Mν ≪ N3) by the layer specific FD compression
matrix W(l)

f ∈ CN3×Mν . The matrix W(l)
f consists of Mν

distinct DFT vectors of size N3, expressed as

W(l)
f =


y(0)0,l · · · y(0)Mν−1,l
...

...

y(N3−1)
0,l · · · y(N3−1)

Mν−1,l


H

=

[
f(l)τ0 · · · f(l)τMν−1

]H
(55)

where

f(l)τm
=

[
1 e−j

2πτ
(l)
m

N3 · · · e
−j 2πτ

(l)
m (N3−1)
N3

]⊺

(56)

and τ
(l)
m ∈ {0, 1, · · · ,N3 − 1}. The number of distinct FD

basis in matrixW(l)
f is defined as

Mν =

⌈
pν

N3

R

⌉
(57)

in the standard. Note that in the specification the delay τ
(l)
m is

denoted n(m)3,l .The compressedBCCsmatrix W̃(l)
2 is calculated

as

W̃(l)
2 = W(l)

2 W(l)
f . (58)

Fig. 5 illustrates the sparsity of the compressed BCCs matrix
W̃(l)

2 with Mν = 3. Therefore, the feedback overhead can be
further reduced by reporting only the strongest KNZ

l (KNZ
l ≪

2LMν) non-zero coefficients (NZCs) from W̃(l)
2 . The location

of the reported NZCs of the l-th layer is indicated by a bitmap
matrix Kl of size 2L ×Mν

Kl =


k (3)l,0,0 · · · k (3)l,0,Mν−1

...
...

k (3)l,2L−1,0 · · · k (3)l,2L−1,Mν−1

 (59)

where k (3)l,i,f ∈ {0, 1}∀i ∈ {0, · · · , 2L − 1}, ∀f ∈ {0, · · · ,

Mν − 1}) is an indicator for the entry in the i-th row and
f -th column of the BCC matrix. If k (3)l,i,f = 1, the associated

entry p(2)l,i,f ϕl,i,f of the BCC matrix W̃(l)
C2 is reported after

quantization. Moreover, the standard defines the limit on
the number of reported NZCs for the eType-II codebook
as

KNZ
l =

2L−1∑
i=0

Mν−1∑
f=0

k (3)l,i,f ⩽ K0, (60)

KNZ
=

ν∑
l=1

KNZ
l ⩽ 2K0, (61)

with

K0 = ⌈β2LM1⌉. (62)

The values for L, β and pν in the standard are provided with
respect to the higher layer parameter paramCombination-
r16 in Table 5.2.2.2.5-1 of Release-16 [46]. For the
reported elements of the BCC matrix, the differential

[
w(l)
0 · · · w(l)

N3−1

]
︸ ︷︷ ︸

2N1N2×N3

= W1︸︷︷︸
2N1N2×2L



p(l)l,0
. . .

p(l)l,0
p(l)l,1

. . .

p(l)l,1


︸ ︷︷ ︸

W̃(l)
C1: 2L×2L

p(2)l,0,0ϕl,0,0 · · · p(2)l,0,Mv−1ϕl,0,Mv−1
...

...

p(2)l,2L−1,0ϕl,2L−1,0 · · · p(2)l,2L−1,Mv−1ϕl,2L−1,Mv−1


︸ ︷︷ ︸

W̃(l)
C2: 2L×Mν


y(0)0,l · · · y(0)N3−1,l
...

...

y(Mν−1)
0,l · · · y(Mν−1)

N3−1,l


︸ ︷︷ ︸

W(l)
f

H
: Mν×N3

3(l)

= W1W̃
(l)
C1W̃

(l)
C2W

(l)
f

H
3(l) (52)
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FIGURE 5. Illustration of the FD compression in the enhanced Type-II codebook.

amplitudes and phase values are drawn from set P̃2 =

{
1

8
√
2
, 1
8 ,

1
4
√
2
, 1
4 ,

1
2
√
2
, 1
2 ,

1
√
2
, 1} and 8̃ = {e

j2πn
16 , n ∈

{0, 1, · · · , 15}}, respectively.
For the eType-II codebook, the BS receives W̃(l)

C1W̃
(l)
C2 the

quantized version of W̃(l)
2 with 2LMν − KNZ

l coefficients
forced to zero and W(l)

f as part of the PMI feedback and
reconstructs the original BCC matrix as

W(l)
2 ≈ W̃(l)

2 W(l)H
f ≈ W̃(l)

C1W̃
(l)
C2W

(l)H
f . (63)

Fig. 5c depicts the approximate matrix W̃(l)
2 W(l)H

f . Com-
paring Fig. 5a and Fig. 5c, it can be observed that the
reconstructed BCC matrix retains most of the significant
power from the matrixW(l)

2 .
As illustrated in Fig. 6, every beam from the beam matrix

W1 covers a 3D spatial region where more than one scatterer
is located. Depending on the beam width, each beam may be
associated with one or multiple delays. The eType-II precoder
exploits the dominant delays of each beam to reduce the
feedback overhead as the channel is sparse in the angle-delay
domain.

FIGURE 6. Illustration of a massive MIMO transmission in the angle-delay
domain.

B. PRECODER SELECTION STRATEGY IN THE FREQUENCY
DOMAIN
Fig. 7 shows the general procedure of the low-complexity
FD selection strategy for the eType-II codebook. The

138908 VOLUME 11, 2023



X. Fu et al.: Tutorial on Downlink Precoder Selection Strategies for 3GPP MIMO Codebooks

FIGURE 7. Flowchart showing the steps involved in the selection of the eType-II precoder using FD strategy.

FD selection strategy is elaborated in the following six
steps:

Step 1.Constructon of BeammatrixW1: As the eType-II
codebook shares the same beam matrix structure as the
Type-II codebook, the L IDFT beams of matrix W1 are
chosen based on Algorithm 1.

Step 2. Calculation of the BCC matrix W(l)
2 : Similar to

the Step 2 of the BCCmatrix calculation of Type-II codebook
explained in Section V-B, the t-th column of matrix W(l)

2
is obtained by the matrix projection method [45] given in
Eq. (40).
Step 3. Phase pre-processing: In order to alleviate

phase discontinuity between adjacent SBs and enhance
performance [41], phase pre-processing function Fp(·) is
applied to every column of matrixW(l)

2 as

Ŵ(l)
2 =

[
ŵ(l)
2,0 · · · ŵ(l)

2,N3−1

]
=

[
Fp(w(l)

2,0, i
′
l) · · · Fp(w(l)

2,N3−1, i
′
l)
]

(64)

where i′l is the index of the strongest beam across the two
polarization in average over the N3 SBs for layer l as defined
in Eq. (43). The t-th column of matrix Ŵ(l)

2 is calculated
according to

Fp(w(l)
2,t , i

′
l) =

[
w(l)
2,0,tw

(l)∗
2,i′l ,t

|w(l)
2,i′l ,t

|
· · ·

w(l)
2,2L−1,tw

(l)∗
2,i′l ,t

|w(l)
2,i′l ,t

|

]⊺

, (65)

where w(l)∗
2,i′l ,t

is the complex conjugate of w(l)
2,i′l ,t

. Note that
the phase pre-processing function Fp(·) solely changes the
phase of the input elements while the nomalization plus phase
pre-processing function N (·) changes both the phase and
amplitude of the input elements.

Step 4. Construction of FD compression matrix Wf :
The FD compression matrix W(l)

f comprises Mν FD
DFT basis vectors, where the Mν DFT basis vectors are
associated with the dominant delays associated with the
BCC matrix for each layer l. As suggested in [45], the
Mν DFT bases for FD compression are selected based
on maximum power criterion in a sequential way as
provided in Algorithm 2. After obtaining the FD com-
pression matrix compressed BCCs matrix are calculated
as

W̃(l)
2 = Ŵ(l)

2 W(l)
f . (66)

Step 5. Calculation of Wideband coefficients and
quantization: The wideband coefficients p(1)l,0 and p

(1)
l,1 denote

Algorithm 2 FD Compression Basis Selection
Algorithm

Input: Ŵ(l)
2 , Mν .

Output: f(l)τ0 , · · · , f
(l)
τM−1 .

Initialization : m = 0 and N = {0, · · · ,N3 − 1}.
1: while m < M do
2: n⋆

= argmaxn∈N
(
Ŵ(l)

2 fn
)H(

Ŵ(l)
2 fn

)
where fn is

computed based on Eq. (56).
3: τ

(l)
m = n⋆

4: N = N \ {n⋆
}

5: m = m+ 1
6: Calculate f(l)τm according to Eq. (56).
7: end while

the maximum amplitude value of the coefficients of the first
and second polarization, respectively.We define the strongest
beam i∗l ∈ {0, · · · , 2L − 1} and strongest delay index
m∗
l ∈ {0, · · · ,Mν − 1} in the angle-delay domain for layer l

as

(i∗l ,m
∗
l ) = argmax

(i,m)
|w̃(l)

2,i,m|. (67)

In order to reduce the feedback related to the PMI, the
standard specifies that the delays τ

(l)
m are remapped with

respect to the strongest one τ
(l)
m∗
l
such that τ

(l)
m = (τ (l)m −

τ
(l)
m∗
l
) mod N3 in order to have the strongest delay at zero

delay. Since a precoding vector is defined within a phase
factor, it does not impact the performance (reference phase
subtraction in each column of W(l)

f ). The index m is also
remapped with respect to m∗

l as m = (m − m∗
l ) mod Mν ,

such that the index of the strongest delay is m∗
l = 0 for each

layer l after remapping. The latter operation corresponds to a
permutation of the rows of W(l)

f . It ensures that the strongest

coefficient of W̃(l)
2 belongs to its first column and that the zero

delay is always selected among the Mν delays. The standard
further stipulates that the polarization, in which the strongest
beam is, should report its wideband coefficient always equal
to 1. Therefore, the matrix W̃(l)

2 should be first normalized as
follows:

W̄(l)
2 =

W̃(l)
2

|w̃(l)
2,i∗l ,m

∗ |

. (68)
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Therefore, the two wideband coefficient are obtained by

p(1)l,0 = QWB
(
max
i,m

(w̄(l)
2,i,m)

)
, (69)

p(1)l,1 = QWB
(
max
i,m

(w̄(l)
2,i,m)

)
, (70)

where QWB(·) is the quantization function that maps the
absolute value of its entry to the closest value in the set P̃1.
Consequently, the diagonal matrix W̃(l)

C1 is built based on
Eq. (54).

Step 6. SB coefficients calculation and quantization:
After calculating W̃(l)

C2, matrixD(l) comprising the differential
amplitudes and phase values is obtained as

D(l)
=

(
W̃(l)

C1

)−1W̄(l)
2 . (71)

Note that D(l) comprises KNZ
l NZCs, where KNZ

=∑ν−1
l=0 K

NZ
l as given in Eq. (60). Based on D(l), the matrix

W̃(l)
C2 and the associated bitmap indicator matrix Kl are

calculated based on Algorithm 3 where the function QSB(·)
maps the absolute value of its entry to the closest value in the
set P̃2 and QP(·) maps the phase of its entry to the closest
value in the set 8̃.

For the sake of the precoded channel rank preservation,
we select the best ⌊ανK0⌋ NZP coefficients for each layer l
where αν = 1 for ν = 1 and αν = 2/ν for ν = 2, 3, 4.

Algorithm 3 Algorithm to Compute Matrices W̃(l)
C2

and Kl

Input: D(l), Mν , L, K0, αν

Output: W̃(l)
C2 and Kl

Initialization :
Kl = 02L×M
S = {0, · · · , 2L − 1} × {0, · · · ,M − 1}
for j = 1 : ⌊ανK0⌋ do
(i∗, f ∗) = argmax(i,f )∈S

(
|d (l)i,f |

)
p(2)l,i∗,f ∗ = QSB(d

(l)
i∗,f ∗ )

ϕl,i∗,f ∗ = QP(d
(l)
i∗,f ∗ )

k (3)l,i∗,f ∗ = 1

d (l)i∗,f ∗ = 0
end for

C. PRECODER SELECTION STRATEGY IN THE DELAY
DOMAIN
Fig. 7 shows the general procedure of the low-complexity
selection strategy for the eType-II codebook in the delay-
domain. The precoding matrix W(l) for the l-th layer is
written as the product of:

W(l)
= W1W̃

(l)
2 W(l)H

f 3(l) (72)

where W1 ∈ C2N1N2×2L is the beam matrix, W̃(l)
2 ∈ C2L×Mν

is the compressed BCC matrix comprising coefficients in the
angle-delay domain,W(l)H

f ∈ CMν×N3 is the FD compression

matrix and 3(l)
∈ CN3×N3 is the normalization matrix. The

selection strategy is elaborated in the following four steps:
Step 1. Construction of beam matrix W1: The delay

domain selection strategy shares the same beam matrix
structure as Type-II Codebook, therefore, the L IDFT beams
are chosen based on Algorithm 1.

Step 2. Selection of delays and construction of FD
compression matrix W(l)

f : We first determine the time

domain representation ȞA(m) of HA(t) by calculating the
IDFT of HA(t) over all N3 SBs. Let U ∈ CN3×N3 be the
unitary DFT matrix and UNR = U ⊗ INR ∈ CNRN3×NRN3 .
We obtain 

ȞA(0)
ȞA(1)

...

ȞA(N3 − 1)

 = UH
NR


HA(0)
HA(1)

...

HA(N3 − 1)

 (73)

Based on the stacked matrix comprising ȞA(m) for all
N3 delays, the Mν strongest delays among the N3 delays
are selected such that the power is maximized across the
2L beams and NR receive antennas following Algorithm 4.
Based on the selected Mν delays, the FD matrix W(l)H

f is
constructed. It should be noted that compared to the FD
approach described in Section VI-B, the obtained FD matrix
W(l)H

f is independent of layer index (l) which provides room
for additional feedback reduction.

Algorithm 4 Delays Selection

Input: ȞA(m),Mν,N3
Output: τ0, τ1, · · · , τMν−1
Nt = {0, · · · ,N3 − 1}
for i = 0 : Mν − 1 do
m∗

= argmaxm∈Nt
{tr(ȞH

A (m)ȞA(m))}
τi = m∗

Nt = Nt \ m∗

end for

Step 3. Calculation of Compressed BCC matrix W̃(l)
2 :

The objective of this step is to find the coefficients of the
matrix W̃(l)

2 . Let us define the matrix K ∈ CNR×2MνL as

K =

[
ȞA(τ0) · · · ȞA(τMν−1)

]
. (74)

Its associated covariance matrix C ∈ C2MνL×2MνL is defined
as

C = KHK. (75)

The precoder for the l-th layer is obtained by the SVD on C.
The first ν singular vectors corresponds to the precoder for
the ν layers. Let us define the l-th singular vector as u(l), then
the compressed BCC matrix in the delay domain is obtained
by arranging the 2LMν entries of u(l) into the 2L × Mν

sized matrix W̃(l)
2 , i.e., u(l) = vec

(
W̃(l)

2

)
. For example, for
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FIGURE 8. Flowchart showing the steps involved in the selection of the eType-II precoder using DD strategy.

Mν = 2, the first 2L entries of u(l) corresponds to the first
delay m = 0 and the remaining 2L entries corresponds to
the second delay m = 1. The rationale behind this strategy is
given in the Appendix.

Step 4. Calculation of wideband and SB coefficients
and quantization: The structure of the non-quantized matrix
W̃(l)

2 is the same as the one obtained with the FD strategy.
Therefore, the matrix W̃(l)

2 can be written as W̃(l)
2 ≈

W̃(l)
C1W̃

(l)
C2. The matrices with quantized entries W̃(l)

C1 and
W̃(l)

C2 are obtained by using step 5 and 6 of the eType-II
codebook FD selection strategy.

D. FEEDBACK QUANTITY ANALYSIS
The CSI report containing the PMI of the eType-II codebook
consist of two parts similarly to type-II. The first part
(referred to as i1 in the standard) comprises the following
indicators: a ⌈log2(O1O2)⌉-bit indicator to indicate the
selected rotation factor among O1O2 groups referred to as
i1,1, a ⌈log2

(N1N2
L

)
⌉-bit indicator to indicate the selected L

IDFT beams from N1N2 IDFT beams referred to as i1,2,

a
⌈
log2

(N3−1
Mν−1

)⌉
-bit indicator to indicate the selected Mν

delays fromN3 delays for each l-th layer referred to as i1,6,l , a
⌈log2(K

NZ )⌉-bit indicator to indicate the strongest coefficient
for ν = 1 and a ⌈log2(2L)⌉-bit indicator to indicate the
strongest coefficient for each l-th layer for ν > 1 referred to
as i1,8,l , a 2LMν-bit indicator to indicate the NZC location for
each l-th layer referred to as i1,7,l . The second part (referred
to as i2 in the standard) comprise the following indicators: a
4-bit indicator to indicate the polarization specific wideband
amplitude for each l-layer referred to as i2,3,l , a 3 · (KNZ

−ν)-
bit indicator (i2,4,l) and a 4·(KNZ

−ν)-bit indicator referred to
as i2,5,l to indicate the SB amplitude and phase, respectively,
of the KNZ NZCs. Note that for N3 > 19, the Mν delays for
each l-th layer are selected from a layer common window
comprising 2Mν adjacent delays instead of N3 delays and

are indicated by a
⌈
log2

(2Mν−1
Mν−1

)⌉
-bit indicator referred to

as i1,6,l . As the window is common for all ν layers, the
starting index of the window among N3 indices is reported
by a ⌈log2(2Mν)⌉-bit indicator referred to as i1,5. Note that
since the strongest delay is the zero delay by construction as
explained in Step. 5, the zero delay is always selected and
is part of the common window which explains the bit size
of i1,6,l and i1,5. Please refer to the release [46] for more
information on the feedback overhead indicators. Note that

the standard does not allow optimizing the feedback when
the FD compression matrix is the same for all layers (which
can be the case for the DD strategy).

Precoder feedback overhead example: We compare the
feedback overhead of the Type-I, Type-II and eType-II code-
books for a rank transmission. The simulation parameters are
given in Table 3. As the number of FD basis is identical
for all layers, for ρv = 1/4, the number of FD basis per
layer is given by 3 i.e., M1 = M2 = 3. For K0 = 18,
(KNZ

l = ⌊ανK0⌋ where αν = 1 for ν = 1 and αν = 2/ν
for ν = 2, 3, 4), the number of NZCs per layer KNZ

l =

18 and results in a total of 36 NZCs across both layers. For
N3 = 10, the feedback overhead of Type-I codebook is only
20 bits, whereas the feedback overhead of type-II and eType-
II codebooks is 543 bits and 327 bits, respectively. For a given
L and Mv values, note that the feedback overhead of eType-
II codebook increases with increasing KNZ value. Among all
three codebooks, it is obvious that Type-I results in the lowest
feedback overhead however with a significant performance
degradation compared to Type-II and eType-II codebooks.

E. COMPLEXITY ANALYSIS
For the BCC matrix calculation using the FD strategy,
a single SVD is performed on the complex matrix of size
2L × 2L of each subband, where the maximum rank is
given by min(NR, 2L). For NR ≤ 2L, the time complexity
(TC) and space complexity (SC) in terms of total number
of floating point operations (FLOPs) required to compute
N3 SVDs according to the truncated SVD approach [51] is
approximately given byO(N3 ·X ) andO(N3 ·Y ), respectively.
Here, X = 4 · (4L(NR)2 + (NR)3 + NR + 2LNR) and
Y = 4 · (3(NR)2 + 3NR + 4LNR). In contrast, for the
BCC matrix calculation using the DD strategy, a single SVD
is performed on a complex matrix of size 2LMν × 2LMν

across all N3 subbands, where the maximum rank is given
by min(NR, 2LMν). For NR < 2LMν , the TC and SC in
terms of total number of FLOPs required to compute a
single SVD according to the truncated SVD approach [51]
is approximately given by O(4 · (4LMν(NR)2 + (NR)3 +NR +

2LMνNR)) andO(4·(3(NR)2+3NR+4LMνNR)), respectively.
For (L,N3,NR) = (4, 10, 4), the total number of FLOPs

for the FD strategy are given by (TC, SC) = (14240, 4860),
whereas for the DD strategy, for (L,N3,Mν,NR) =

(4, 10, 4, 4), the total number of FLOPs are given by
(TC, SC) = (4880, 1264). It can be observed that the TC and
SC of the DD strategy represents approximately a three-fold
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and four-fold reduction in the computational complexity
compared to the FD strategy.

VII. LINK ADAPTATION PROCESS
Low complexity prediction methods of PHY performance,
typically, block error rate (BLER) performance for a given
SINR, are coined PHY abstractions. PHY abstraction allows
avoiding the computationally complex simulations of physi-
cal layers functionalities such as equalization, demodulation
and decoding. They are typically used for system level
simulations or in the context of link adaptation for the
determination of the PMI, RI and CQI at the UE level in
order to maximize the achievable data rate for a given channel
realization and target BLER [52], [53] [54], [55].

The first abstraction approach for the computation of the
Effective γ is the Exponential Effective γ Mapping (EESM)
[56], which is commonly used for linear receivers. The
effective γ is obtained by performing the following non-
linear averaging or compression of the P SB γ :

γeff = −β ln
( 1
P

P∑
p=1

e−
γp
β

)
(76)

where β is calibrated by means of link level simulations to
fit the compression function to the AWGN BLER simulation
results.

The second main abstraction approach is the Mutual
Information Effective γ Mapping (MIESM) as described in
[52], [57], [58], and [59]. The MIESM technique allows to
compress the multiple γ s into a single effective γ as follows:

γeff = I−1
Q

( 1
P

P∑
p=1

IQ(γp)
)

(77)

where IQ(SNR) is the mutual information discrete-entries
(modulation Q dependent) for an AWGN channel.

Using PHY abstraction, link level simulation can be
divived into two phases:

• phase one: selection of the optimal precoding matrices
over the different SBs as described in the previous
sections.

• second phase: using the previously computed γ with
the selected precoding matrices, selection of the MCS,
RI and computation of the achievable throughput.

The algorithm for the determination of the MCS, RI and
throughput in the second phase is given in Algorithm 5.

We have used the MCS index Table 2 for PDSCH (from
table 5.1.3.1-2 of [5] up to QAM256) to compute the
throughput. In the simulation results, the BLER target for the
first transmission is fixed to 0.1.

3GPP defines two types of HARQ for LTE: Chase
Combining (CC) and Incremental redundancy (IR). In this
work, we will only consider Chase combining (CC). Chase
Combining consists of retransmitting the same information
and the receiver uses maximum ratio combining to com-
bine the erroneous packet with the other retransmissions.

Algorithm 5 Algorithm to Select the MCS and Rank
Indicator ν

Input: γ
ν,t
s,j ∀(s, j) ∈ {1, · · · , ν} × {0, · · · ,N3 − 1}

Output: MCS⋆, ν⋆ where Q⋆ is the modulation size of
MCS⋆

1: for ν = 1 : νmax do
2: for Q ∈

(
QPSK, 16QAM, 64QAM, 256QAM

)
do

3: Set IQ,ν = 0
4: for t = 0 : N3 − 1 do
5: for j = 0 : NSB − 1 do
6: for l = 1 : ν do
7: Calculate IQ,ν = IQ,ν + IQ(γ

ν,t
l,j )

8: end for
9: end for
10: end for
11: γ

ν,Q
eff = I−1

Q

(
1

N3NSB
IQ,ν

)
12: end for
13: end for
14: SelectMCS⋆, ν⋆ to maximize the transmission rate

while achieving BLERMCS⋆ (γ ν⋆,Q⋆

eff ) ≤ 10%

Assuming that the radio channel is quasi-static and does
not change between two retransmissions, the rank indicator
and the precoding matrix remain unchanged. As a result, the
SINR (per layer) of the retransmitted packet is identical to
the SINR of the first transmission. In dB, the resulting SINR
(after NRT retransmission) after Chase combining for a given
RI and precoding matrix, can be deduced according to the
following relation:

γ
ν⋆,t
l,j = γ

ν⋆,t
l,j (first tx) + 10 log10(NRT + 1). (78)

In this work, the maximum number of retransmissions is
fixed at NRTmax=3.

VIII. MONTE CARLO SIMULATION RESULTS
A first objective of this Section is to compare the link
level performance of the different MIMO codebooks from
Rel. 15 to Rel. 16. A second objective is to evaluate the
performance of the FD and DD strategies as described earlier
for the precoder selection for the Rel. 16 eType-II codebook.
Obviously, the DD strategy is equivalent to the FD strategy
for a non selective channel and presents the advantage of a
much lower complexity. However, the respective behaviors
of the two approaches for frequency selective and spatially
correlated channels is not obvious and necessitates to resort
to Monte Carlo simulations.

A. SIMULATION SETTING
The main simulation parameters are given in Table 3.
We assume Perfect CSI at the receiver. We adopt a quasi-
static channel assumption in which the channel does not
change during a TTI but changes independently from one
TTI to the other. It models low/medium mobility scenarios,
typically, 3 km/h. The carrier frequency is 3.5 GHz and the
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FIGURE 9. Illustration of the antenna panel orientation and the
separation between the BS and the UE.

transmission bandwidth is 10 MHz or 50 PRBs with 5-PRBs
in each SB. For each channel realization, Algorithm 5 is
used to derive the MCS, PMI and rank of the transmission
for a first transmission BLER target of 0.1. Based on
the selected CSI parameters per channel realization, the
normalized throughput or efficiency (bit per channel use)
(bpcu) is averaged over 2000 channel realizations assuming a
maximumof 3 chase re-transmissions.Moreover, an LMMSE
detector is used at the receiver. The eType-II codebook
parameter configuration is set to paramCombination −

r16 = 5 for enhanced Type-II codebook, according to
Table 5.2.2.2.5-1 in [46], L = 4, pν = 1/4 and β = 3/4.
The Type-II codebook parameter are numberOfBeams=4
(L=4), phaseAlphabetSize=8 (the phase per SB is coded
over 3 bits or NPSK = 8), subbandAmplitude=‘true’ (the
subband amplitude is reported). The Type-I for rank 1 and
2 is based on codebookMode = 1. Finally, for the link
adaptation performance results no rank restriction and no
subset restriction are considered, i.e., the maximum rank
is 4. We assume that the BS is composed of a single
panel with 96 antennas elements (M = 12 vertically N =8
horizontally) per polarization. The inter-distance between
antenna elements is dH = 0.5λ and dV = 0.5λ in
the horizontal and vertical dimensions, respectively. Each
of the 6 antenna elements in the vertical dimension are
combined to form an antenna port resulting in the antenna
port configuration (N1,N2) = (8, 2). At the UE side,
the dual polarized antenna port configuration considered is
(N1,N2) = (2, 1) with dH = 0.5λ where one antenna port is
associated to an omni-directional single antenna element. The
antenna port configuration considered at the BS and UE are
are defined in 3GPPTS 38.901. The antenna panel orientation
and the separation between the BS and the UE are depicted
in Fig. 9. The height of the BS and the UE are 25 m and
1.5 m, respectively and are separated by a distance of 165 m.
Our setting aims at having the two panels face each other
which corresponds to a down-tilt of β = 8.1◦ at the BS and a
rotation of α = −180◦ around the z-axis and a inclination of
β = −8.1◦ at the UE.

B. MONTE CARLO SIMULATIONS WITH LINK ADAPTATION
In this Section, we consider the link adaptation as defined
in Algorithm 5. We compare the efficiency performance

of Type-I, Type-II and eType-II codebooks using both
FD and DD strategies. As a benchmark, we consider the
spectral efficiency obtained using the uncompressed precoder
resulting from the SVD of H(t) per SB which minimizes
the inter-layer interference at the receiver side. In Fig. 10,
it can be observed that the Rel. 16 eType-II codebook
clearly outperforms the Rel. 15 Type-I codebook in terms of
efficiency for both CDL-A and CDL-C channels. It can be
also observed that the Rel. 15 Type-II codebook outperforms
the Type-I codebook only for lower SNRs. It comes from
the fact that the maximum supported rank is 2 for the Rel.
15 Type-II codebook, as a result, the efficiency is limited to
14.05 bpcu at higher SNRs. At lower SNRs, we can observe
that Rel. 15 Type-II codebook has a similar performance
as Rel. 16 eType-II codebook however at the expense of
an higher feedback overhead. Comparing the FD and DD
strategy for eType-II codebook, the FD strategy outperforms
the DD strategy by 2.6 dB and 0.7 dB SNR gain for CDL-A
and CDL-C channels at 20 bpcu efficiency for Mν = 3,
respectively. Nevertheless, the DD strategy performs close
to the FD strategy for CDL-C channels. Therefore, based
on Fig. 10, we can deduce that the DD strategy suffers at
high SNR for CDL-A. One reason could be that the precoder
based on DD strategy does not mitigate the interference
sufficiently between the spatial layers especially for high rank
transmission. Moreover, it should be noted that increasing the
delays fromMν = 3 toMν = 7 for the DD strategy enhances
the SNR only by 0.5 dB for both channels.

C. MONTE CARLO SIMULATIONS WITHOUT LINK
ADAPTATION
In order to analyse the impact of the interference between
the spatial layers for the DD and FD strategies, we compare
their performance with Monte Carlo simulations without link
adaptation. For this, we consider a fixed rank and MCS for
all the channel realizations. To understand the performance
behavior of the FD and DD strategy with respect to CDL-A
and CDL-C channel models, we evaluate the full CSI SVD
precoder with power control, where the power per layer
per SB is optimized with respect to the Eigen values of
H(t) following a water filling approach. Additionally, the
wideband rank is adapted following Algorithm 5 keeping
the MCS fixed to MCS 19. In addition, we also consider
the aforementioned FD and DD strategy using a Genie-
Aided (GA) receiver. The precoder selection algorithm is not
changed but the receiver at the UE is considered to ideally
cancel the interference between the spatial layers. The GA
receiver is provided by a ‘genie’ the spatial layer interference
which allows the receiver to perfectly cancel it. For all
the other performance curves a Linear MMSE (LMMSE)
receiver is always consideredwhichmitigates the interference
based on its covariance (the LMMSE can be viewed as
the concatenation of a whitening filter on the interference
plus noise covariance followed by a matched filter ). The
MCS is always fixed to 19 which corresponds to a 64-QAM
modulation and a coding rate of 0.85. The number of delays is
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TABLE 3. Simulation parameters.

FIGURE 10. Performance of Type-I, Type-II and eType-II codebooks with link adapatation.

fixed toMν = 3 for the FD strategy while for the DD strategy
both Mν = 3 and Mν = 7 are considered. The efficiency
curves of Type-I, Type-II and eType-II codebooks using FD
and DD strategy with and without GA receiver and full CSI
SVD precoder are shown in Fig. 11 for a rank 2 transmission
and CDL-A channel model. It can be observed that eType-II
codebooks clearly outperforms the Type-I codebook. For an
efficiency value of 6 bpcu, the Type-I codebook suffers with
3.4 dB SNR loss compared to the eType-II codebook FD
strategy. The efficiency of the DD and FD selection strategies
for the eType-II codebook are very close with a difference of
only 0.35 dB for Mν = 3. For Mν = 7, the GA receiver with
the DD strategy improves the SNR by 0.9 dB compared to
the DD strategy without GA receiver. On the other hand, the

GA receiver results in an SNR gain of only 0.3 dB for the FD
strategy.

The efficiency of the aforementioned codebooks for a rank
3 transmission using CDL-A channels is shown in Fig. 12.
For an efficiency of 10 bpcu, it can be observed that the
FD strategy outperforms the DD strategy by 1.9 dB for
Mν = 3. Moreover, the SNR difference between the FD
and DD strategy widens compared to the SNR difference of
rank 2. Interestingly, for an efficiency of 10 bpcu, the GA
receiver with the DD strategy achieves an SNR gain of 6.6 dB
with respect to the DD strategy using LMMSE receiver for
Mν = 7.

The efficiency of the aforementioned codebooks for a rank
4 transmission using CDL-A channels is shown in Fig. 13.
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FIGURE 11. eType-II FD vs DD, CDL-A and rank 2.

FIGURE 12. eType-II FD vs DD, CDL-A and rank 3.

For an efficiency of 14 bpcu, it can be observed that the FD
strategy outperforms the DD strategy by 3.2 dB for Mν = 3.
Similar to rank 2, the SNR difference between the FD and
DD strategy widens compared to the SNR difference of rank
3. Interestingly, for an efficiency of 14 bpcu, the GA receiver
for the DD strategy improves the performance by a staggering
13.2 dB with respect to the LMMSE receiver for Mν = 7.
Therefore, it can be concluded that for rank 4 SU-MIMO
transmission for the CDL-A channels, the DD precoder is not
able to deal properly with the inter layer spatial interference.
Form the above efficiency figures, the SNR gap widens
with increasing rank. Therefore, it can be concluded that the
interference plays a significant role in lowering the efficiency
of the DD strategy for CDL-A channels

The efficiency of the aforementioned codebooks for a rank
4 transmission using CDL-C channels is shown in Fig. 14.
The SNR difference between the FD and DD strategies is
much lower than for the CDL-A channel. For an efficiency
of 14 bpcu, the difference between the FD and DD strategy

FIGURE 13. eType-II FD vs DD, CDL-A and rank 4.

FIGURE 14. eType-II FD vs DD, CDL-C and rank 4.

performance is only 1.4 dB for Mν = 3. Moreover, the GA
receiver improves the performance of the DD forMν = 7 and
FD strategy for Mν = 3 by 3.3 dB and 1.7 dB, respectively.
Based on the comparison between the full CSI SVD precoder
and full CSI SVD precoder with power and rank control in
Fig. 13 and Fig. 14, it can be concluded that CDL-A is more
spatially correlated than CDL-C. Indeed, it can be observed
that rank and power control together with a full CSI SVD
precoder bringsmore gain for CDL-A channels than for CDL-
C channels. It means that the eigenvalues of the channel per
SB are more spread in average for CDL-A channels than for
CDL-C channels. As result, it is observed that water filling in
the spatial domain and rank adaptation is more beneficial for
CDL-A to improve the spectral efficiency for a fixed MCS.

Note that the DD strategy performance would benefit more
than the FD one from advanced receiver with Interference
Cancellation (IC) capability at the UE. Their comparison
under the assumption of IC receiver is an interesting topic
for future study.
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IX. MULTI-USER MIMO
Multi-user (MU)-MIMO is able to solve the problem
of insufficient bandwidth in MIMO transmission as the
BS transmits signals to multiple users using the same
frequency resources simultaneously. In the downlink MU-
MIMO scenario, transmission is broadcast and the challenge
is to mitigate inter-user interference. Optimal precoding in
MU-MIMO involves the interference subtraction technique
also called dirty paper coding (DPC) [60] associated to user
scheduling and power loading algorithm. However, due to its
data dependency, DPC is too complicated to be implemented.
Therefore, linear beamforming for downlink MU-MIMO
transmission has attracted substantial interest. Regularized
channel inversion proposed in [61] chooses beamforming
vectors based on the inverse of the multiuser channel at
the transmitter but only supports the UEs equipped with
one receive antenna. Block diagonalization strategy [62],
[63] is able to support multi-antenna UEs and multi-layer
(data stream) MU-MIMO transmission while is limited by
the constraint that the number of receive antennas is equal
to the number of data stream. Coordinated beamforming
where precoding and decoding process are applied at the
BS and UEs respectively has much simpler structure and
accommodates more general MU-MIMO scenarios [64].
In this section, we focus on the coordinated beamforming
techniques for MU-MIMO which is also compatible with
the standardized codebooks. An iterative approach named
nullspace-directed SVD (Nu-SVD) is proposed in [65]
for precoder and receiver design in downlink MU-MIMO
transmission. In [66], the authors introduce a decomposition-
basedmethod to devise linear precoder and receiver where the
precoder P is decomposed into P = PJPS with joint part PJ
and separate part PS . The joint part can be obtained by either
block-diagonalizationmethod or successive LMMSEmethod
while the separate part and receiver matrix are dependent on
the matrix PJ .

We can easily extend the downlink SU-MIMO trans-
mission given in receive signal SU to a downlink MU-
MIMO scenario. The same 2D antenna deployment with
N1 cross-polarization horizontal antenna ports and N2 cross-
polarization vertical antenna ports is applied at the BS.
We consider a MU-MIMO transmission withK co-scheduled
UEs. Please note that the step of user selection (scheduling)
is not considered in our MU-MIMO transmission. Every co-
scheduled UE is equipped with NR antenna ports. In such
MU-MIMO transmission, the received signal at the k-th UE
is represented as

yk = HkPkxk + Hk

∑
1⩽j⩽K
j̸=k

Pjxj + nk (79)

where Hk ∈ CNR×2N1N2 , Pk ∈ C2N1N2×νk , xk ∈ Cνk

and nk ∈ CNR are the channel matrix, transmit precoder
matrix, transmit signal vector and noise vector of the k-th co-
scheduled UE respectively. Pj ∈ C2N1N2×νj and xj ∈ Cνj are
the transmit precoder matrix and transmit signal vector of the

j-th UE respective. Summed transmission signal of all the UE
j (1 ⩽ j ⩽ K , j ̸= k), the second term Hk

∑
1⩽j⩽K
j̸=k

Pjxj,

is taken as the multiuser interference of the k-th UE. With
receiver matrix FH

k ∈ CNR×νk , the output of the k-th UE
LMMSE receiver is given by

x̂k = FH
k yk

= FH
k HkPkxk + FH

k Hk

∑
1⩽j⩽K
j̸=k

Pjxj + FH
k nk . (80)

Design of the MU-MIMO transmit precoder matrix and
receiver matrix aims at mitigating the second term on the right
of Eq. (80).
In the following, we illustrate the design of the receiver

matrix Fk and the precoder matrix Pk k ∈ {1, · · · ,K }

for the classical Zero Forcing (ZF) criterion. Let us define
the received vector y obtained by stacking the K vectors
yk , y =

[
y⊺1 · · · y⊺K

]⊺
∈ CKNR and the overall precoder

P =
[
P1 · · · PK

]
∈ C2N1N2×ν with ν =

∑K
i=1 νi the total

number of spatial layers. The received signal can be written
as

y =

 H1
...

HK

 [
P1 · · · PK

]  x1
...

xK

 +

 n1
...

nK

 (81)

Each channel matrix Hk can be factorized using a singular
value decomposition asHk = Uk6kVH

k whereUk ∈ CNR×NR

is a unitary square matrix, 6k = diag(
√

λk,1, · · · ,
√

λk,NR )
is a square diagonal matrix of dimension NR containing the
ordered real positive eigenvalues such that

√
λk,1 ≥

√
λk,2 ≥

· · · ≥
√

λk,NR , and Vk ∈ C2N1N2×NR is a unitary matrix.
It yields Eq. (82), as shown at the bottom of the next page.

The ZF is applied on the matrix Z =

VH
1

· · ·

VH
K

 . It consists

in pseudo inverting it. Let MZF be the pseudo inverse of Z
such that MZF

= ZH (
ZZH)−1

=
[
MZF

1 · · · MZF
K

]
. The

precoding Pk corresponds to the νk first columns of MZF
k ,

i.e., Pk =
[
mZF
k,1 · · · mZF

k,νk

]
∈ C2N1N2×νk . By construction,

the matrix ZP ∈ CKNR×ν is an identity matrix Iν×ν to which
is added NR − νk null rows at each position

∑k
i=1 νi for all

k ∈ {1, · · · ,K }. By selecting Fk as the first νk columns of

Uk , i.e., Fk = Uk

[
Iνk×νk

0NR−νk×νk

]
, Eq. (80) becomes

x̂k = diag(
√

λk,1, · · · ,
√

λk,νk )xk + wk (83)

where wk = FH
k nk is a spatially white noise vector. Since

the columns of the type-II precoder feedback by a given UE
k can be considered as a good approximation of the first
νk columns of Vk (corresponding to the best eigenvalues
of the channel), the MU-MIMO precoder can assume that
Z results from the stacking of the different precoders of
the associated UEs. Note that type-I precoder is considered
as not accurate enough for that approximation. Finally, the
ZF power constraint tr{PQPH

} ≤ Pmax , where Q is the
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diagonal matrix made of the spatial layer powers, may induce
the so called noise-enhancement that may be tempered by
a regularized ZF version [67]. The performance analysis of
the proposed approach of linear precoding for MU-MIMO is
out of the scope of the paper. To the authors’ knowledge the
described MU-MIMO linear precoding approach is the best
way to exploit the codebook based partial CSI per UE in a
MU-MIMO framework.

X. MIMO PORT SELECTION CODEBOOKS
The Type-II port selection codebook was introduced in Rel.
15 5G NR [5] and has been enhanced in Rel. 16 [46] and
further enhanced in Rel. 17 [68]. The PS codebooks until
Rel. 16 exploits the reciprocity of the radio channel only in
the spatial domain. The BS determines the angle information
of dominant channel path components from UL channel
measurements based on sounding reference signals (SRSs)
and uses it for beamforming the PTXRU TXRUs in the DL.
For the Rel. 15 Type-II and Rel. 16 eType-II PS codebooks,
each beamformed antenna port is associated with a specific
spatial direction. Upon receiving the beamformed reference
signals in the DL on PCSI-RS antenna ports, L consecutive
beamformed ports are selected by the UE per polarization.
The L selected ports are identical for both polarizations of
the PCSI-RS antenna ports. Contrary to the Regular Type-II
codebooks, the matrixW1 comprises L port-selection vectors
per polarization, where the port-selection vector ei is the i-th
column of an identity matrix and selects a single port out of
the PCSI-RS ports. Other than W1, the precoder calculation
and coefficient quantization are kept identical to the regular
Type-II CB counterparts of each release. Furthermore, the PS
codebooks in Rel. 15 and Rel. 16 supports rank up to two and
four, respectively.

A further enhancement of the Rel. 16 Type-II PS codebook
was specified in Rel. 17. This codebook exploits the
reciprocity of the UL and DL channels in both angle and
delay domains of the channels especially in FDD scenarios
[69]. The BS extracts the angle and delay information of
dominant path components of the radio channel from UL
MIMO channel measurements and uses it to beamform the
TXRUs or antenna ports in the angle and delay domains.
Unlike TDD scenarios, the UL and DL reciprocity may
not exist in FDD systems. It was shown in [70] that full
reciprocity in the delay domain may not always be satisfied.
From the channel sounding measurement results presented
in [70] for the 3.75 GHz center frequency and 100 MHz
bandwidth, the reciprocity in the angle domain for the UL
and DL channels has been observed to hold well, whereas
the reciprocity of the delays for the dominant beamforming

angles mostly differs by either one or two channel taps.
Therefore, it is concluded that only partial reciprocity for the
delays can be assumed for the FDD systems.

Assuming full reciprocity of the angles and partial
reciprocity of the delays in the UL and DL channels,
one possible method of BS beamforming using the angle
and delay information determined from the UL channels
is described in the following. Furthermore, based on the
beamformed CSI-RS, a precoder selection strategy for Rel.
17 FeType-II PS codebook is presented.

A. ANGLE- AND DELAY-BEAMFORMING AT BS
In general, beamforming at the BS is specification-
transparent and no particular method is specified by the
3GPP standard. In this contribution, a method for BS-side
beamforming exploiting angle and delay information in FDD
systems is described for the sake of completeness.

Based on the UL channel measurements at the BS,
A1 dominant angles and D1 delays per angle are estimated.
The estimated angles and delays are mapped to the entries
of spatial IDFT codebooks of size PTXRU × OAPTXRU and
delay IDFT codebook of size N3 ×ODN3, respectively. Here,
OA and OD are the oversampling factors of the respective
codebooks, PTXRU is the number of TXRU antenna ports
across both polarizations and N3 is the number of SBs.
Since BS side beamforming is not specified, high-resolution
estimation of the uplink channel can be used and realized
by considering higher values for OA and OD. The spatial
and delay DFT vectors are denoted by vi ∈ C

PTXRU
2 ×1 and

f i(t) = [fi,0(t), . . . , fi,D1−1(t)] ∈ C1×D1 respectively, where
i = 0, . . . ,A1 − 1. fi,j(t) denotes the t-th entry of the i-
th spatial j-th delay DFT vectors. Note that for each spatial
DFT vector vi, D1 associated delay DFT vectors are used
for beamforming, where D1 takes any integer value. Note
that for simplicity, the angle information is assumed to be
identical across both polarizations, whereas the delays can be
either identical or different across polarizations. Moreover,
the number of delays D1 are assumed to be the same across
all A1 angles.

To beamform the CSI-RS with the estimated A1 IDFT
vectors associated with the spatial beams and D1 IDFT
vectors associated with the D1 delays per spatial beam, the
CSI reference signals of the t-th SB across all antenna ports
are multiplied with matrix vif i(t) ∈ C

PTXRU
2 ×D1 , ∀i. For the t-

th SB, the full beamforming matrix FgNB(t) ∈ CPTXRU×PCSI-RS

for the two polarizations of the antenna ports can then be
written as

FgNB(t) =

[
v0 . . . vA1−1 0

0 v0 . . . vA1−1

] [
D1 0
0 D2

]
(84)

y =

U161 0
. . .

0 UK6K


VH

1
...

VH
K

 [
P1 · · · PK

] x1
...

xK

 +

n1
...

nK

 (82)
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where

Dq =


f 0(t) 0 . . . 0
0 f 1(t) . . . 0
...

...
. . . 0

0 0 . . . f A1−1(t)

 ,

with q = 1, 2 the polarization index and PCSI-RS = 2A1D1.

B. PRECODER CALCULATION BASED ON ANGLE- AND
DELAY-BEAMFORMED CSI-RS
The FeType-II PS codebook standardized in 3GPP Rel.
17 also supports rank up to 4. The FeType-II PS precoder
of the t-th SB has the same structure as Rel. 16 eType-II
codebook as

w(l)
t = 3

(l)
t

[ ∑L−1
i=0 bip

(1)
l,0

∑Mv−1
f=0 y(f )t,l p

(2)
l,i,f ϕl,i,f∑L−1

i=0 bip
(1)
l,1

∑Mv−1
f=0 y(f )t,l p

(2)
l,i+L,f ϕl,i+L,f

]
.

(85)

The precoder for all N3 SBs can be written as[
w(l)
0 · · · w(l)

N3−1

]
︸ ︷︷ ︸

2N1N2×N3

= WPS
1 W̃(l)

C1W̃
(l)
C2W

(l)
f

H
3(l) (86)

where WPS
1 is the port selection matrix of size PCSI-RS × 2L

comprising L =
K1
2 port selection vectors bi ∈ CN1N2 per

polarization which belong to the set of columns of the identity
matrix of dimension N1N2. The matrices W̃(l)

C1, W̃
(l)
C2, W

(l)
f ,

and3(l) are similar to the Rel. 16 eType-II precoder described
in VI-A and are derived from a port combining coefficient
(PCC) matrix comprising port combining coefficients. Based
on the received beamformed CSI-RS, the estimated DL
channel H(t) ∈ CNR×PCSI-RS across all N3 SBs can be
expressed as

H(t) = HB(t)FgNB(t) (87)

where HB(t) is the non-precoded DL channel of dimension
NR × PTXRU on the t-th SB. Note that HB(t) cannot be
measured by the UE since there is no CSI-RS directly
associated with the TXRUs or antenna ports. The precoder
selection strategy is elaborated in the following five steps:

Step 1. Calculation of PS matrix WPS
1 : In the first

step, 2L ports out of PCSI-RS ports are selected from the
estimated DL channel H(t). Based on the 2L selected ports,
the port selection matrix WPS

1 ∈ CPCSI-RS×2L comprising
L identical port-selection vectors across both polarizations
is determined. The 2L ports are determined, for example,
by summing up the power of the beamformed channel H(t)
across all N3 SBs. Here, each port selection vector bi per
polarization comprises a single one and PCSI-RS

2 − 1 zeros.
Step 2.Calculation of a window comprising N strongest

delays: Following Eq. (39), the effective DL channelHA(t) =

H(t)W1 ∈ CNR×2L for all N3 SBs is calculated. Then the
time domain representation ȞA(m) ofHA(t) is determined by
calculating the IDFT of HA(t) over all N3 SBs as described
in Eq. (73). As the UL and DL channel delays are not always

reciprocal and differ by either one or two taps, a DFT matrix
Wf can be used at the UE side like in Rel. 16 eType-II
Regular and PS CBs to account for the delay mismatch.
As the delay mismatch seems to be within a small range,
a reduced size DFT matrix comprising N , N ≤ N3, delay
DFT vectors is considered, where N ∈ {2, 4}. Therefore,
a window comprising N delays from the N3 delays are
selected. The window of size N is selected by summing up
the power of N consecutive delay-domain channels from
ȞA(m) associated with indices {m,m+ 1, . . . ,m+ N − 1}.
The detailed algorithm describing the selection of the window
comprising N strongest delays is presented in Algorithm 6.

Algorithm 6Window Selection

Input: ȞA(m)m = 0, · · · ,N3 − 1,N ,N3
Output: Nt
selection of the window of size N:
N0 = {0, · · · ,N3 − N }

m0 = argmaxm∈N0
{
∑m+N−1

i=m tr(ȞH
A (i)ȞA(i))}

Nt = {m0, · · · ,m0 + N − 1}

Step 3.Calculation of PCCmatrix G(l)
2 : The PCCmatrix

G(l)
2 ∈ C2L×N for each layer is calculated by performing an

SVD on the covariance matrix C = KHK ∈ C2LN×2LN as
described in Step 3 of Section VI-C with

K =

[
ȞA(m0) · · · ȞA(m0 + N − 1)

]
,

i.e., ul = vec
(
G(l)

2

)
where ul is the l−th eigenvector of C

Step 4. Construction of FD compression matrix W(l)
f :

The best Mν columns of G(l)
2 are selected to obtain W̃(l)

2 ∈

C2L×Mν which correspond to the Mν strongest delays for
layer l. As a byproduct, it yields the FD compression matrix
W(l)

f ∈ CN3×Mν which becomes layer dependent. The
selection of theMν delays is based on Algorithm 7.

Algorithm 7 Delay Selection per Layer

Input: G(l)
2 ,Mν,N

Output: W̃(l)
2 , W(l)

f , τ (l)0 , · · · , τ
(l)
Mν−1

Nt = {m0, · · · ,m0 + N − 1}
for i = 0 : Mν − 1 do
m∗

= argmaxm∈Nt
{g(l)H2,m−m0+1g

(l)
2,m−m0+1}

τ
(l)
i = m∗

Nt = Nt\m∗

end for
W̃(l)

2 =

[
g(l)2,τ0−m0+1 · · · g(l)2,τMν−1−m0+1

]
W(l)

f =

[
f(l)τ0 · · · f(l)τMν−1

]

Step 5. Quantization: Based on the reduced size PCC
matrix W̃(l)

2 , the wideband amplitudes and SB coefficients
are calculated and quantized using Step 5 and Step 6 of
Section VI-B resulting in the matrices W̃(l)

C1 and W̃(l)
C2,
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respectively. The KNZ
l non-zero combining coefficients are

determined using Algorithm 3.
Based on the matrices W̃(l)

C1, W̃(l)
C2 and W(l)

f , the BS
reconstructs the PCC matrix in the frequency domain for the
l-th layer and N3 SBs as

W(l)
= WPS

1 W̃(l)
C1W̃

(l)
C2W

(l)H
f (88)

where the t-th column w(l)
t denotes the composite precoder

associated with the t-th SB. Finally, the precoder of the t-th
SB and l-th layer to be applied on the TXRU antenna ports,
following the UE feedback, can be expressed as

F(l)
TXRU(t) = FgNB(t)w

(l)
t . (89)

In contrast to the Rel. 15 Type-II and Rel. 16 eType-II
codebooks, where the precoder calculation is highly com-
putationally complex and requires N3 SVDs for the N3
SBs, the precoder calculation of the Rel. 17 FeType-II PS
codebook requires only one SVD for all N3 SBs, thereby
drastically reducing the computational complexity at the
UE. This is possible due to the delay beamforming at
the BS side. Compared to the Regular codebooks, the PS
codebooks of Rel. 15 and Rel. 16 result in a sub-optimal
performance due to the restriction of the beamformed antenna
port selection for the port selection matrix W1. As the
selected beamformed ports need to be always adjacent,
the performance degradation is significant compared to the
Regular codebooks. However, as the beamformed ports can
be freely selected for the Rel. 17 FeType-II PS codebooks,
it is expected that the performance is similar to that of the
Rel. 16 Regular eType-II codebook.

XI. CONCLUSION
The paper describes with matrix formalism the two main
codebook types specified within 3GPP, i.e., Type-I codebook
(low resolution) and Type-II codebook (high resolution) up

to Rel. 17. For the enhanced Type-II codebook two main
practical precoder selection strategies are detailed at the UE
side (i) based on singular value decomposition per sub-band
in the frequency domain, (ii) based on wideband singular
decomposition in the delay domain. Monte Carlo simulations
demonstrate that both strategies yield good performance. The
delay domain strategy performance may suffer from spatial
interference for single user MIMO high rank transmissions
when the channel is both spatially correlated and frequency
selective. However, the frequency domain strategy complex-
ity increases linearly with the number of sub-bands while
it is not the case for the delay domain selection strategy.
As a result, the delay domain selection strategy is particularly
relevant for Rel. 17 codebook Type-II port selection or
for a low frequency selective channel with few significant
consecutive delays.

APPENDIX. DELAY DOMAIN PRECODER SELECTION
STRATEGY DERIVATION
The matrix W̃(l)

2 ∈ C2L×M can be expressed column wise as[
u(l)0 u(l)1 · · · u(l)M−1

]
where u(l)m ∈ C2L and the matrix W(l)H

f
is made of the best delays obtained in Algorithm 4. As a
result, the matrix product W̃(l)

2 W(l)H
f is developed in Eq. (90),

as shown at the bottom of the page.
Each column t of the matrix W̃(l)

2 W(l)H
f ∈ C2L×N3

corresponds to the precoder to be applied to HA(t). Stacking
the precoded channel of each SB t in a vector of dimension
N3NR, it yields the vector hc defined as

hc =


HA(0)(

∑M−1
i=0 u(l)i )

HA(1)(
∑M−1

i=0 u(l)i e
j 2πτi
N3 )

...

HA(N3 − 1)(
∑M−1

i=0 u(l)i e
j 2π (N3−1)τi

N3 )

 . (91)

W̃
(l)
2 W(l)H

f =

[
u(l)0 u(l)1 · · · u(l)(M−1)

]

1 e

j 2πτ0
N3 · · · e

j 2π(N3−1)τ0
N3

1 e
j 2πτ1
N3 · · · e

j 2π(N3−1)τ1
N3

...
...

...

1 ej
2πτM−1

N3 · · · e
j
2π(N3−1)τM−1

N3


=

[∑M−1
i=0 u(l)i

∑M−1
i=0 u(l)i e

j 2πτi
N3 · · ·

∑M−1
i=0 u(l)i e

j 2π(N3−1)τi
N3

]
(90)

ȟc =



ȞA(τ0)
0NR(τ1−τ0−1)×2L

ȞA(τ1)
0NR(τ2−τ1−1)×2L

...

ȞA(τM−1)
0NR(N3−τM−1−1)×2L


u(l)0 +



ȞA(τ1)
0NR(τ2−τ1−1)×2L

ȞA(τ2)
0NR(τ3−τ2−1)×2L

...

ȞA(τ0)
0NR(τ1−τ0−1)×2L


u(l)1 + · · · +



ȞA(τM−1)
0NR(N3−τM−1−1)×2L

ȞA(τ0)
0NR(τ1−τ0−1)×2L

...

ȞA(τM−2)
0NR(τM−1−τM−2−1)×2L


u(l)M−1 (94)

VOLUME 11, 2023 138919



X. Fu et al.: Tutorial on Downlink Precoder Selection Strategies for 3GPP MIMO Codebooks

It can be expanded as:

hc =

M−1∑
i=0


HA(0)

HA(1)e
j 2πτi
N3

...

HA(N3 − 1)ej
2π(N3−1)τi

N3

u(l)i . (92)

Let ȟc be the delay domain representation of the vector hc,
i.e.,

ȟc ∈ CN3NR = UH
NRhc. (93)

Developing equation Eq. (93), based on the shift theorem
stating that a delay corresponds to a linear phase term in the
frequency domain, yields Eq. (94), as shown at the bottom
of the previous page, where the channel is assumed to be
negligible outside the selected delays.

The first precoded MIMO channel coefficient in time
(corresponding to zero delay) can be written as:[

ȞA(τ0) ȞA(τ1) · · · ȞA(τM−1)
]
u(l) (95)

where u(l) = vec
(
W̃(l)

2

)
. Clearly, u(l) being the l th

eigenvector of C given in Eq. (75) maximizes the power of
the precoded channel in the delay domain.
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