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ABSTRACT In the realm of text analysis, intrinsic plagiarism detection plays a crucial role by aiming
to identify instances of plagiarized content within a document and determining whether parts of the text
originate from the same author. As the development of Large Language Models (LLMs) based content
generation tools such as, ChatGPT is publicly available, the challenge of intrinsic plagiarism has become
increasingly significant in various domains. Consequently, there is a growing demand for robust and accurate
detection methods to address this evolving landscape. This study conducts a comprehensive Systematic
Literature Review (SLR), analyzing 44 research papers that explore various facets of intrinsic plagiarism
detection, including common datasets, feature extraction techniques, and detection methods. This SLR also
highlights the evolution of detection approaches over time and the challenges faced in this context especially
challenges associatedwith low-resource languages. To the best of our knowledge, there is no SLR exclusively
based on the intrinsic plagiarism detection that bridge the gap in existing literature and offering valuable
insights to researchers and practitioners. By consolidating the state-of-the-art findings, this SLR serves as a
foundation for future research, enabling the development of more effective and efficient plagiarism detection
solutions to combat the ever-evolving challenges posed by plagiarism in today’s digital age.

INDEX TERMS Intrinsic, plagiarism, feature extraction, machine learning, deep learning, evolution,
challenges.

I. INTRODUCTION
Intrinsic Plagiarism Detection (IPD) is an important task in
text analysis and plagiarism detection. Its goal is to find cases
of content copying or unauthorized duplication within single
documents [1]. The architecture of IPD is based on the idea of
analyzing one document by itself, without having to compare
it to other documents or sources [2]. This distinctive approach
focuses on scrutinizing the stylistic aspects, writing nuances,
and underlying syntactic structures within a text, making it
particularly suited for cases where external sources are not
accessible or when the copied content is from non-digitized
or unavailable sources [2].

The associate editor coordinating the review of this manuscript and
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The importance of detecting intrinsic plagiarism, partic-
ularly in the context of the rapid advancements in publicly
available AI content generation tools like ChatGPT, driven
by the introduction of Large Language Models (LLMs),
cannot be overstated. These sophisticated AI systems have
the capability to generate text that closely mimics human
writing, making it increasingly challenging to distinguish
between genuine content and AI-generated text [3]. This
poses a significant risk to the authenticity and originality
of written material across various domains, from academic
research to journalistic reporting and creative writing. Intrin-
sic plagiarism detection assumes paramount importance as it
focuses on uncovering similarities and discrepancies within
individual documents, offering a critical line of defense
against the proliferation of AI-generated content that may

VOLUME 11, 2023


 2023 The Authors. This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.
For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/

140519

https://orcid.org/0000-0001-6489-2157
https://orcid.org/0000-0002-4095-8868
https://orcid.org/0009-0006-0836-8143
https://orcid.org/0000-0001-8213-2469
https://orcid.org/0000-0001-7123-0688


M. F. Manzoor et al.: Exploring the Landscape of Intrinsic Plagiarism Detection

not always adhere to ethical and academic standards [4].
As AI technologies continue to evolve, the role of intrinsic
plagiarism detection becomes evenmore crucial in preserving
the integrity and trustworthiness of textual content [5].

Over the years, the domain of IPD has witnessed con-
siderable exploration and research efforts [6]. Scholars have
delved into various aspects, including the development of
advanced methodologies, the identification of optimal tech-
niques, and the understanding of key challenges. Researchers
have identified and discussed various prominent techniques,
such as feature extraction methods that encapsulate the lin-
guistic attributes of documents, as well as sophisticated
algorithms that distinguish genuine stylistic variations from
potential cases of plagiarism [7].
The progress in IPD research is supported by the avail-

ability of benchmark datasets tailored to this specific context.
These datasets, drawn from diverse sources such as newspa-
pers, articles, reviews, and emails, serve as crucial resources
for evaluating and benchmarking IPD techniques [8]. Prior to
analysis, pre-processing techniques are employed to ensure
data quality and consistency. Techniques encompassing tok-
enization [9], stop-word removal [10], and stemming [11], are
commonly employed to refine the textual content.

Foundation of IPD lies in the extraction of features that
encapsulate the document’s stylistic attributes [12]. Vari-
ous techniques like N-grams [13], Vector Space Models
(VSM) [14], Latent Semantic Analysis (LSA) [15], andWord
Embeddings [16] have been harnessed to distill these fea-
tures. N-grams, for instance, capture sequential patterns of
words or characters, while VSM facilitates the conversion
of text into numerical representations, enabling quantitative
comparisons. LSA, on the other hand, leverages the semantic
relationships between words to unveil hidden patterns [17].
In the pursuit of identifying instances of plagiarism, diverse

IPD techniques have emerged, ranging from supervised
machine learning to unsupervised methods. These techniques
leverage the amalgamation of textual attributes and linguistic
patterns to discern instances of potential content replication.
The applications of IPD are diverse, encompassing various
domains including literature, academic research, and pro-
gramming code, where safeguarding against unauthorized
duplication is paramount.

As IPD techniques continue to evolve, challenges arise,
such as the dynamic nature of plagiarism methods and the
development of advanced language manipulation technolo-
gies [18]. Additionally, the unique challenges encountered in
low-resource languages underscore the need for tailored tech-
niques and resources [19]. Moving forward, addressing these
challenges while considering the distinctive attributes of
low-resource languages holds significant promise for enhanc-
ing the accuracy and effectiveness of IPD methodologies.

Notably, while the landscape of plagiarism detection has
seen numerous review studies encompassing various aspects
such as author identification [2], extrinsic plagiarism detec-
tion [20], and other diverse domains of the field, this

systematic literature review (SLR) stands out as the pioneer-
ing endeavor dedicated exclusively to the realm of Intrinsic
Plagiarism Detection (IPD). By focusing solely on IPD
techniques, datasets, challenges, and evolution, this review
bridges an existing gap in the literature, providing a com-
prehensive and in-depth analysis that addresses the unique
complexities and intricacies of detecting plagiarism solely
through inherent features of a single document.

The primary objective of this systematic literature review
(SLR) is to comprehensively survey and analyze the land-
scape of Intrinsic Plagiarism Detection (IPD) techniques.
By examining common datasets, exploring various feature
extraction methods, tracing the evolution of IPD tech-
niques, and highlighting the major challenges faced in this
domain, the aim is to provide a holistic understanding of
the advancements, trends, and existing gaps in IPD research.
Additionally, this review seeks to shed light on the challenges
specific to low-resource languages and to propose potential
directions for future research in IPD, ultimately contributing
to the enhancement of plagiarism detection strategies and the
mitigation of instances of unauthorized content replication.
Following are the novelties and contribution of this SLR:

• Comprehensive overview of benchmark datasets com-
monly used for evaluating Intrinsic PlagiarismDetection
(IPD) techniques.

• In-depth analysis of diverse feature extraction tech-
niques employed in IPD, including N-grams, Vector
Space Models (VSM), and Word Embeddings.

• Thorough exploration of the evolution of IPD tech-
niques, providing insights into the trajectory of advance-
ments in this field.

• Identification and elaboration of major challenges in
IPD, shedding light on the intricacies of distinguishing
genuine style variations from instances of plagiarism.

• In-depth examination of the unique challenges encoun-
tered in low-resource languages within the context of
IPD, emphasizing the scarcity of resources and linguistic
diversity.

Rest of the paper is organized as follows: section II high-
lights the main differences between this literature review and
other published literature reviews. Section III discusses the
research methodology for this study. Section IV discusses in
depth analysis of the papers reviewed in this study. Section V
highlights the common evaluation metrics used in intrinsic
plagiarism detection tasks. Applications of the intrinsic pla-
giarism detection are presented in the section VI. Evolution,
challenges and way forward are discussed in section VII.
Lastly the paper is concluded in section VIII.

II. RELATED WORK
Systematic Literature Reviews (SLRs) have emerged as
invaluable method for comprehensively exploring and com-
prehending various domains. Within diverse fields, a range
of insightful review investigations have been conducted [21],
[22], illuminating critical aspects. These review articles often
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fall into distinct categories, including narrative or conven-
tional reviews [23], [24], systematic literature reviews [25],
and meta reviews or mapping studies [26], [27]. In the present
study, a systematic literature review is presented, delving into
the realm of intrinsic plagiarism detection, contributing a
unique perspective and analysis to this specific field of study.

A notable absence of a dedicated SLR and review paper
exclusively focused on intrinsic plagiarism detection has been
observed. This unique gap prompted the undertaking of the
present SLR, aiming to comprehensively address this cru-
cial topic. To contextualize the distinctiveness of this study,
a comparative analysis with relevant SLRs and survey papers
in related domains was conducted.

One key differentiation emerges when examining the scope
of the discussed domains. While various existing SLRs and
surveys have explored aspects like academic plagiarism [1],
[28], authorship verification [29], and writing style change
[2], none of these exclusively explored intrinsic plagiarism
detection. This absence marks a crucial gap in the literature,
which the current study endeavors to fill.

In terms of comprehensiveness, Table 1 provided details
the coverage of key aspects across different studies and this
SLR. Notably, academic plagiarism and authorship verifica-
tion have been explored in some existing works. However,
aspects like writing style change, common datasets, and chal-
lenges associated with intrinsic plagiarism detection were
either minimally or not addressed in these prior studies.
In contrast, this SLR takes a more comprehensive approach,
spanning aspects such as preprocessing techniques, fea-
ture extraction techniques, detection techniques, evaluation
metrics, evolution, challenges, challenges in low resource
languages, and the way forward in the realm of intrinsic
plagiarism detection.

Furthermore, the current SLR differs in its in-depth explo-
ration of challenges, encompassing both general challenges
and the specific challenges posed by low-resource languages.
While some studies like [30] have touched upon challenges,
none have explicitly ventured into the intricacies of handling
intrinsic plagiarism detection challenges in languages with
limited linguistic resources.

Moreover, the inclusion of a ‘‘Way Forward’’ section in
this SLR sets it apart. This section envisions potential direc-
tions and advancements for the field of intrinsic plagiarism
detection, offering valuable insights for future research and
development.

Moreover, the inclusion of a ‘‘Way Forward’’ section in
this SLR sets it apart. This section envisions potential direc-
tions and advancements for the field of intrinsic plagiarism
detection, offering valuable insights for future research and
development.

The above discussion highlights that the substantial
research has been done in various domains of plagiarism
detection. These researches have aimed to propose an array
of detection methods, develop and evaluate diverse tools,
techniques, and strategies, and enhance the field of plagiarism

TABLE 1. Comparison with other relevant studies.

detection. This SLR contributes a comprehensive synthesis of
prior research. Table 1 provides a visual comparison between
our study and other relevant IPD studies, using checkmarks
(✓) and dash symbols (–) to signify ‘‘included’’ and ‘‘not
included,’’ respectively. In this context, our study embarks on
a systematic mapping survey of IPD, with a specific focus
on consolidating, categorizing, and extensively discussing
the existing body of knowledge concerning IPD techniques,
approaches, and other pertinent facets.
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FIGURE 1. Research methodology.

III. RESEARCH METHODOLOGY
Tomaintain the primary focus of this study, which is to review
the research conducted in the area of intrinsic plagiarism
detection, we have gathered insights and advice from existing
methods described in various studies [21], [33] as shown in
Figure 1. By drawing on this knowledge, we have formulated
clear research objectives and devised appropriate research
questions and search strategies. This approach allows us to
effectively search for and identify relevant papers in the field
of intrinsic plagiarism detection.

A. RESEARCH OBJECTIVES
The Following are the research objectives of this study:

• To identify and analyze the most common feature
extraction techniques employed in intrinsic plagiarism
detection.

• To explore and compare the most common techniques
utilized in intrinsic plagiarism detection.

• To show the evolution of intrinsic plagiarism detection
techniques over time, tracing the development of novel
approaches and their impact on improving the accuracy
and efficiency of plagiarism detection.

• To identify and examine the challenges faced in intrinsic
plagiarism detection.

B. RESEARCH QUESTIONS
To address the research objectives effectively, we have for-
mulated a set of pertinent research questions, each designed
to explore specific aspects of intrinsic plagiarism detection.
These research questions are presented in Table 2, along with
their underlying motivations.

C. SEARCH STRATEGY
The Following search string used to find relevant articles to
conduct this study.
(‘‘intrinsic plagiarism’’) AND (‘‘detection’’ OR ‘‘analy-

sis’’) AND (‘‘feature extraction techniques’’ OR ‘‘feature
extraction methods’’ OR ‘‘stylometric features’’ OR ‘‘style
analysis’’ OR ‘‘grammar analysis’’ OR ‘‘syntax analysis’’)
AND (‘‘techniques’’ OR ‘‘methods’’ OR ‘‘approaches’’ OR
‘‘algorithms’’) AND (‘‘evolution’’ OR ‘‘development’’ OR
‘‘advancements’’ OR ‘‘progress’’) AND (‘‘challenges’’
OR ‘‘limitations’’ OR ‘‘issues’’ OR ‘‘obstacles’’).

TABLE 2. Research questions and motivations.

FIGURE 2. Study selection process.

The search for primary studies in the field of intrinsic
plagiarism detection involves collecting articles from diverse
sources, including CLEF, Elsevier, Springer, ArXiv and other
reputable journals and conferences.

D. STUDY SELECTION
The study selection is a critical step in the systematic litera-
ture review process [34]. It involves reviewing the titles and
abstracts of the articles obtained through the search strategy to
identify relevant studies that meet the inclusion and exclusion
criteria. The goal of this step is to reduce the number of arti-
cles to a manageable level while retaining those that are most
likely to provide useful information as shown in Figure 2.
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TABLE 3. Study selection criteria.

In this study, a total of 29,370 initial studies were retrieved
for intrinsic plagiarism detection from various sources. The
selection process involved two authors shortlisting the arti-
cles based on predefined inclusion and exclusion criteria.
Any conflicts were resolved by involving a third author, and
the inclusion/exclusion criteria were refined. The inter-rater
agreement between the two authors was found to be almost
perfect, with a Cohen’s Kappa coefficient of 0.89 [35].

• Title based search: In the first step, papers that are
unrelated based on their title are carefully eliminated.
There were a lot of irrelevant papers at this point. After
this step, only 519 papers remained.

• Abstract based search: At this step, the abstracts of
the articles that were chosen in the earlier stage are
examined, and the papers are organised for analysis and
research methodology. After this point, there were just
191 papers left.

• Full text based analysis: At this stage, the empirical
quality of the articles chosen in the earlier stage is
assessed. A comprehensive text analysis of the study has
been done. From 134 articles, a total of 53 papers were
selected.

• LowQuality Papers: The final stage of the study selec-
tion was to exclude the papers that are not listed in
google scholar database. Also, papers that published
without Digital Object Identifier(DOI) number, are also
excluded from the study. the number of papers in differ-
ent stages of the selection process for all involved portals
has been presented in Table 3.

E. QUALITY ASSESSMENT CRITERIA
Following are the criteria used to assess the quality of the
selected primary studies. This quality assessment was con-
ducted by two authors as explained above.

FIGURE 3. Score pattern of publication channels.

a. The study focuses on Integration, Analysis, and Visu-
alization of genomic data, the possible answers were
Yes (1), No (0).

b. The study is published recently, the possible answers
are, after 2015(2), 2010-2014(1.5), 2005-2010(1) and
before 2005(0).

c. The study focuses on empirical results, Yes (1), No (0).
d. The study is published in a well reputed venue that is

adjudged through the CORE ranking of conferences,
and Scientific Journal Ranking (SJR). The possible
answers to this question are given in Figure 3.

F. STUDY SELECTION RESULTS
A total of 44 papers were identified and analyzed for the
answers of RQs described above. Table 4 shows the source
wise study distribution and Table 5 represents a list of the
nominated papers with detail of the classification results and
their quality assessment scores.

More 20 papers had scored more than 80% of the score
and remaining papers had scored more than mean score
i.e., 2.5. Some articles with the score below 2.5 have also been
included in this study as they present some useful information
and were published in well reputed journals. Also, these
studies discuss important demography and technology based
aspects that are directly related to intrinsic plagiarism.

IV. ANALYSIS OF COMPILED RESEARCH ARTICLES
In this section, we present the analysis of the selected research
articles that have been carefully chosen for this study. The
findings are presented in accordance with the research ques-
tions outlined in Table 2.

A. DATASETS
This SLR provides a comprehensive exploration of the com-
mon datasets utilized for assessing and analyzing the domain
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TABLE 4. Study selection results.

of intrinsic plagiarism detection as listed in Table 6. These
datasets play a pivotal role in the realm of intrinsic plagia-
rism detection, facilitating the evaluation and benchmarking
of various detection techniques. These datasets encompass
a diverse range of textual content, representing different
genres and domains. Notably, the PAN (Plagiarism Analy-
sis, Authorship Identification, and Near-Duplicate Detection)
series of shared tasks have been instrumental in advancing the
field [39], [47], [58], [64], [72]. The PAN datasets, spanning
multiple years, encompass intrinsic plagiarism detection sce-
narios, serving as valuable resources for researchers. Another
significant dataset is the CEN (Corpus of English Novels)
[49], offering a unique collection for evaluating intrinsic
plagiarism detection techniques in the context of literature.
These datasets, along with others like Wikipedia and diverse
web documents, collectively contribute to enhancing the
robustness and effectiveness of intrinsic plagiarism detec-
tion methods. Their availability empowers researchers to
develop, compare, and fine-tune algorithms that can tackle
real-world instances of intrinsic plagiarism across various
textual sources and styles.

B. PRE PROCESSING AND DATA CLEANING
Intrinsic plagiarism detection approaches require careful
preprocessing operations to remove noise while retaining
essential information for analysis [56]. However, it is advis-
able to limit preprocessing steps to aminimum to avoid losing
potentially useful information.

Common preprocessing steps for text-based intrinsic pla-
giarism detection include lowercasing, punctuation removal,
tokenization, segmentation, number removal or replacement,
named entity recognition, stop words removal, stemming
or lemmatization, Part of Speech (PoS) tagging, and synset
extension [76]. These steps aim to standardize the text and
extract relevant linguistic features for plagiarism analysis.
For instance, lowercasing is applied to convert all characters
to lowercase to ensure consistency in the text representation
[77]. Punctuation removal eliminates punctuationmarks from
the text, although intrinsic detection methods often retain
punctuation to preserve potential indicators of similarity [78].
Tokenization involves splitting the text into individual

tokens, such as words or subwords, for further analysis [79].
Segmentation focuses on identifying boundaries between
sentences or other linguistic units within the document [79].
Number removal or replacement replaces numerical values

with placeholders to reduce the impact of specific numerical
content on plagiarism analysis. Also, Named Entity Recog-
nition(NER) is employed to identify and classify named
entities, such as people, organizations, or locations, which can
provide valuable information for plagiarism detection [17].
Removing stop words involves eliminating common words
(e.g., ‘‘the,’’ ‘‘is,’’ etc.) that do not carry significant semantic
meaning [29].

On the other hand, Stemming or lemmatization reduces
words to their base form (stem or lemma) to unify related
word forms and facilitate comparisons [79]. PoS tagging
assigns grammatical categories (e.g., noun, verb, adjective)
to each word, aiding in syntactic analysis and identifying
potential plagiarism through similar word usage [80]. Addi-
tionally, synset extension involves expanding the vocabulary
by adding synonyms and related words based on lexical
databases or word embeddings, enhancing the coverage of
potential similarities [81].

Standard NLP software libraries such as the Natural Lan-
guage Toolkit (NLTK) in Python or the Stanford CoreNLP
library in Java provide well-established tools to perform
these preprocessing steps in a convenient and reliable man-
ner. Researchers predominantly utilize these libraries in their
intrinsic plagiarism detection studies due to their multilingual
and multifunctional text processing pipelines. By carefully
selecting and applying these preprocessing steps, intrinsic
plagiarism detection methods can effectively clean the text
while retaining essential linguistic features needed for accu-
rate analysis.

C. FEATURE EXTRACTION TECHNIQUES
Feature extraction plays a crucial role in intrinsic plagiarism
detection. Various techniques and methods are employed to
transform the textual content into numerical representations
that capture relevant information. A comprehensive taxon-
omy of commonly used feature extraction techniques are
illustrated in Figure 4. These features are then used to com-
pare and analyze the text for similarities, discrepancies, and
potential instances of plagiarism.A comprehensive taxonomy
of commonly used feature extraction techniques are illus-
trated in Figure 4.

1) LEXICAL
Lexical-based feature extraction is a common approach used
in plagiarism detection, particularly in the context of intrinsic
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TABLE 5. Meta detail of selected primary study.
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TABLE 5. (Continued.) Meta detail of selected primary study.
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TABLE 5. (Continued.) Meta detail of selected primary study.

FIGURE 4. Taxonomy of feature extraction techniques mentioned in the literature.

plagiarism detection where the focus is on analyzing the text
within a single document. Lexical features capture informa-
tion related to the vocabulary, word usage, and patterns in
the text, which can help identify similarities and discrep-
ancies indicative of plagiarism. In lexical-based plagiarism
detection, different approaches can be categorized into three
main categories: n-gram comparisons, vector space models
and stylometric features.

• N gram

Researchers in the field of intrinsic plagiarism detection
have extensively employed N-grams, which are sequences
of N words or characters extracted from a document [58].

The choice of N, such as unigrams, bigrams, or trigrams,
is determined based on the desired level of granularity for
capturing patterns and similarities within the text [57].
Character-level N-grams, representing sequences of N char-
acters, allow for more profound analysis of the text’s structure
[39]. Conversely, word-level N-grams encapsulate N-word
sequences and offer insights into the document’s semantic
and syntactic patterns.

Once the N-grams are extracted, they require transforma-
tion into a suitable format for analysis. Typically, numerical
representations are applied to N-grams for quantitative com-
parisons and calculations. Techniques like one-hot encoding
or term frequency-inverse document frequency (TF-IDF) are
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TABLE 6. Summary of common datasets used in IPD.

utilized, resulting in vector representations of N-grams with
binary values or weighted frequencies [8]. Following the
representation stage, the subsequent step involves comparing

and analyzing the N-grams for similarities and discrepancies.
Depending on specific data requirements, cosine similarity,
Jaccard similarity, or edit distance are employed as similarity
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TABLE 7. Example of N gram technique.

measures to quantify overlap or similarity between distinct
N-gram sets [45].

The incorporation of N-gram-based feature extraction
holds considerable significance within the realm of intrinsic
plagiarism detection. By capturing the sequential relation-
ships between words within sentences, N-grams provide a
valuable tool for identifying subtle similarities or deviations
in writing style. This technique enables the identification of
patterns and linguistic nuances that may serve as indicators
of potential plagiarism instances, even when the wording has
been modified.

Following example (Table 7) illustrates howN-gramworks
in terms of intrinsic plagiarism detection tasks:

• Original Sentence: ‘‘The quick brown fox jumps over
the lazy dog.’’

• Modified Sentence: ‘‘A speedy red fox leaps over the
lazy dog.’’

By comparing the N-gram features of these two sentences,
we can identify that they share similar bi-grams like ‘‘fox
leaps’’ and ‘‘over the,’’ indicating potential similarity in writ-
ing style.

• Vector Space Model(VSM)

Various researchers have extensively utilized the Vector
Space Model (VSM) as a fundamental technique in the field
of intrinsic plagiarism detection. The VSM method serves to
represent documents and assess their similarity through the
transformation of textual data into numerical vectors. This
approach facilitates quantitative analysis, making it feasible
to identify potential instances of plagiarism. The concept
behind the VSM involves representing each document as a
vector in a multi-dimensional space, with each dimension
corresponding to a distinct word or term. The value of each
dimension signifies the significance or frequency of the term
within the document itself [46].

For assigning weights to terms within the document
vectors, the widely employed Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) technique is employed. Term
Frequency (TF) gauges the term’s frequency within a spe-
cific document, while Inverse Document Frequency (IDF)
captures the rarity of the term across the entire corpus of
documents. By using TF-IDF, the technique highlights crucial

TABLE 8. Lexical based feature extraction methods.

TABLE 9. Example of VSM technique.

terms within a document while minimizing the impact of
frequently occurring terms.

Subsequently, after representing documents as vectors,
similarity between these vectors is assessed using metrics
like cosine similarity. This measure calculates the cosine of
the angle between two vectors, producing a value within the
range of 0 to 1. A value of 1 signifies nearly identical or highly
similar vectors. By gauging the similarity among document
vectors, it becomes possible to detect instances of potential
textual overlap or plagiarism within a single document [59].

The utilization of the vector space model for intrinsic
plagiarism detection allows for quantitative analysis of tex-
tual content and the identification of resemblances among
documents. This method capitalizes on TF-IDF weighting
and vector representation, thereby encapsulating the compre-
hensive content and distribution of words. This systematic
approach proves beneficial in detecting potential instances of
plagiarism embedded within a single document [40].

Following is an example(Table 9) of Vector Space Model
(VSM) based feature extraction in the context of intrinsic
plagiarism detection:
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• Original Sentence: ‘‘The climate of the rainforest is
humid and warm.’’

• Modified Sentence: ‘‘Rainforests have a warm and
humid climate.’’

Comparing the VSM feature vectors of these two sentences,
we can observe that they have similar patterns of term fre-
quencies, indicating potential stylistic similarity.

• Stylometric Features
Researchers have widely employed stylometric-based feature
extraction techniques in the domain of intrinsic plagiarism
detection to delve into the intricate nuances of writing styles
within textual content. This approach aims to capture distinc-
tive writing patterns, linguistic nuances, and individualized
authorship styles that play a pivotal role in distinguishing
authors or detecting instances of text replication.

Stylometric features encapsulate a range of writing style
elements, including vocabulary richness, sentence lengths,
punctuation utilization, grammatical structures, and syntac-
tic arrangements. These features are meticulously quantified
to establish a stylometric profile unique to each document
[75]. One prevalent avenue in stylometric feature extraction
involves the computation of statistical measures like word
frequencies, average sentence length, or the distribution of
punctuation marks [47]. These measures offer insights into
the author’s writing style and inclinations.

Another essential facet of stylometric-based feature extrac-
tion revolves around the scrutiny of function words—
compact words serving grammatical or syntactical roles
rather than conveying explicit meanings. Analyzing the fre-
quencies and patterns of function words, such as articles,
pronouns, or prepositions, can serve as a reliable indicator
of an author’s writing style or textual resemblances [47].

The extraction and analysis of stylometric features enable
intrinsic plagiarism detection methodologies to unveil sub-
tle writing patterns and linguistic clues that may suggest
instances of plagiarism or text duplication. By harnessing
stylometric-based feature extraction, these methods enhance
their ability to uncover the distinct writing styles of authors
and facilitate the identification of potential textual common-
alities or disparities [48]. Here’s an example of Stylometric
Features based feature extraction using a sentence(Table 10):

• Sentence: ‘‘The quick brown fox jumps over the lazy
dog.’’

2) SEMANTIC
Semantics-based methods in intrinsic plagiarism detection
operate on the premise that the similarity between two pas-
sages is influenced by the presence of similar semantic units
within them [82]. The notion of semantic similarity is derived
from the observation that units sharing similar contexts tend
to exhibit higher semantic similarity. To leverage semantics in
the analysis, many methods utilize thesauri such as WordNet
or EuroVoc [81]. These thesauri provide valuable semantic
features such as synonyms, hypernyms (superordinate terms),
and hyponyms (subordinate terms), which enhance the

TABLE 10. Example of stylometric feature extraction.

TABLE 11. Semantic based feature extraction methods.

performance of paraphrase identification. Incorporating these
semantic features enables the detection of synonym replace-
ment obfuscation and reduces the dimensionality of the vector
space representation. Proper sentence segmentation and text
tokenization are crucial steps for semantics-based detection
methods. Sentence segmentation ensures that passages are
appropriately divided into sentences, while text tokenization
extracts the atomic units of analysis, which are typically
words or phrases. In most research papers, the prevalent
choice for tokens is individual words. The semantic based
feature extraction techniques are divided in two categories as
shown in Table 11.

• Latent Semantic Analysis(LSA)
Researchers in the field of intrinsic plagiarism detection have
harnessed the power of Latent Semantic Analysis (LSA),
a feature extraction technique designed to delve into the
inherent semantic meaning embedded within textual content.
LSA operates by leveraging the statistical properties of word
co-occurrence patterns to construct a semantic representation
of documents, effectively capturing their underlying semantic
essence.

To gauge the similarity of term distributions across texts,
LSA initiates by creating a term-document matrix. This
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matrix uniquely allocates rows to individual words and
columns to documents, subsequently populating it with rel-
evant metrics such as term frequencies or TF-IDF scores
[49]. The process then advances to singular value decom-
position (SVD), a mathematical technique that dissects the
term-document matrix into three distinctive matrices: a term
matrix, a singular value matrix, and a document matrix [83].
This decomposition serves the dual purpose of dimensional-
ity reduction and preservation of the most significant latent
semantic information.

The outcome of this dimensionality reduction, as facili-
tated by SVD, captures the intricate semantic relationships
interwoven within words and documents. As words closely
linked in meaning frequently co-occur in comparable con-
texts, LSA aptly projects the original documents onto a
reduced-dimensional semantic space. This endeavor cul-
minates in the creation of feature vectors that eloquently
encapsulate the semantic essence inherent to each docu-
ment [48].

For example, consider two sentences:

• Sentence 1: ‘‘The cat chased the mouse.’’
• Sentence 2: ‘‘The feline pursued the rodent.’’

Both sentences convey similar meanings but use different
words. LSA-based feature extraction can represent these sen-
tences in a lower-dimensional semantic space, where they
are more comparable. By capturing the underlying semantic
structure, LSA allows the algorithm to recognize similarities
between sentences beyond the exact word matches. This aids
in identifying potential instances of plagiarism, even when
authors rephrase sentences using different words but retain
the same underlying meaning.

• Word Embedding’s

Word embeddings-based feature extraction is a widely
embraced method in intrinsic plagiarism detection, designed
to capture the intricate semantic and contextual essence of
words within a document. This technique functions by rep-
resenting words as dense vectors within a continuous vector
space, thoughtfully positioning similar words closer together.
This proximity-based representation allows for the extraction
of significant features that mirror the semantic relationships
nestled within words.

The process commenceswith the training of aword embed-
ding model on an extensive text corpus. During this training
phase, the model acquires the art of encoding the semantic
meaning of words by diligently analyzing the contexts in
which these words appear [50]. Prominent word embedding
algorithms, such as Word2Vec or GloVe, rely on techniques
like skip-gram or co-occurrence matrix factorization to craft
these embeddings [50].
Following the training of the word embedding model, the

embeddings for the words in a document are readily obtained
by referencing their respective vectors in the embedding
space. These vectors, often densely packed with information,
encapsulate the word’s semantic nuances and contextual rel-
evance [59]. By amalgamating the embeddings of all words

TABLE 12. Syntax based feature extraction methods.

within a document, a feature vector materializes, mirror-
ing the document’s semantic substance [54]. This approach,
fortified by the wealth of semantic and contextual informa-
tion distilled in word embeddings, amplifies the capacity to
unearth instances of plagiarism characterized by semantic
manipulation or rewriting. It furnishes a richer representa-
tion of the document’s essence, thereby facilitating a more
profound analysis of semantic congruences and deviations
amongst documents.

The following two sentence illustrates the mechanism of
word embedding’s:

• Sentence 1: ‘‘The weather is sunny today.’’
• Sentence 2: ‘‘Today’s weather is sunny.’’

Word embeddings can map these sentences into high-
dimensional vectors. Despite the variations in word order,
the embedded vectors for ‘‘weather’’ and ‘‘sunny’’ would
likely exhibit similarity, as they convey similar concepts. This
similarity allows the detection algorithm to identify potential
plagiarism instances, even when authors rephrase sentences
while maintaining the same underlying ideas.

3) SYNTAX
Syntax-based feature extraction is an approach commonly
used in intrinsic plagiarism detection to analyze the struc-
tural patterns and grammatical characteristics of text. Unlike
lexical-based methods that focus on word usage and vocab-
ulary, syntax-based approaches delve into the syntactic
structure and arrangement of sentences within a document.
These features can provide valuable insights into the organi-
zation and composition of the text, aiding in the identification
of potential instances of plagiarism. Syntactic and PoS are
the two categories of the syntax based feature extraction
techniques as shown in Table 12.

• Syntactic
Syntactic-based feature extraction stands as a pivotal facet
within the realm of intrinsic plagiarism detection, dedi-
cated to uncovering the structural blueprints and grammatical
makeup of text. This approach transcends mere lexical con-
siderations, diving into the intricate syntax that governs
sentence arrangement within a document [84].

Central to this method is the process of sentence parsing,
a linguistic endeavor entailing the dissection of sentence
grammatical structures and the discernment of word and
phrase relationships. This parsing procedure delves deep into
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syntactic patterns and dependencies, enabling the capture
of text organization and composition in a more incisive
manner [73].

Furthermore, a host of syntactic features, such as depen-
dency relations and phrase structures, are harnessed. Depen-
dency relations, for instance, capture the syntactic interplay
between words, encompassing subject-verb-object connec-
tions and proffering insights into sentence structure and sim-
ilarity. Analysis of phrase structures, including noun phrases
and verb phrases, contributes an understanding of syntactic
alignment within a sentence. These features collectively facil-
itate the comparison and identification of akin or paraphrased
sentences, lending potency to the detection of instances of
plagiarism hinged on syntactic manipulations [74].

For instance:
• Original Sentence: ‘‘The dog chased the ball.’’
• Plagiarized Sentence: ‘‘The ball was chased by the
dog.’’

The syntactic structure captures the relationship between
‘‘dog,’’ ‘‘chased,’’ ‘‘ball,’’ and ‘‘was chased by.’’ Analyzing
such structures can reveal differences in how authors manip-
ulate sentence syntax while maintaining underlying meaning,
aiding in plagiarism identification.

• PoS
The utilization of Part-of-Speech (PoS) tagging, a founda-
tional task in the realm of natural language processing (NLP),
entails assigning grammatical labels to words within a sen-
tence [52]. These tags offer insight into the syntactic category
or role of each word, shedding light on its function in the
sentence structure [66].

Intrinsic plagiarism detection benefits significantly from
PoS tagging, which assumes a pivotal role in uncovering
potential instances of plagiarism by dissecting syntactic
structures and disparities between documents. Through the
comparison of PoS tags and syntactic configurations, nuances
in sentence organization are exposed, potentially revealing
textual parallels or discrepancies [8].

• Original Sentence: ‘‘The cat jumped over the fence.’’
• Plagiarized Sentence: ‘‘A fencewas jumped over by the
cat.’’

By analyzing the PoS tags of words (‘‘The’’ as determiner,
‘‘cat’’ as noun, ‘‘jumped’’ as verb, etc.), we can capture the
grammatical structure. Detecting changes in PoS patterns,
like switching from active to passive voice, aids in uncovering
potential plagiarism attempts while retaining the sentence’s
overall meaning.

D. TECHNIQUES
Intrinsic plagiarism detection techniques encompass a diverse
set of approaches that aim to identify plagiarized sections
within text documents without relying on a reference cor-
pus as shown in Figure 5. These techniques can be broadly
categorized into different groups based on their underlying
methodologies. Supervised machine learning and ensemble
learning methods involve training classifiers on labeled data

to distinguish between plagiarized and original text seg-
ments. Unsupervised machine learning techniques, on the
other hand, use clustering or outlier detection algorithms to
identify suspicious segments without the need for labeled
data. Statistical and distance-based approaches rely on quan-
tifying stylistic variations and similarities within a document
to detect potential instances of plagiarism. Additionally,
other techniques, such as text mining, deep latent seman-
tic analysis, and language-independent stylometric features,
contribute to the advancement of intrinsic plagiarism detec-
tion methods by leveraging various linguistic and statistical
properties of the text.

1) SUPERVISED MACHINE LEARNING TECHNIQUES
Intrinsic plagiarism detection utilizes various supervised
machine learning techniques to analyze and identify instances
of plagiarism within a single document. These techniques
include lexical analysis with n-gram frequencies, embedding-
based approaches using word embeddings, and stylometric
analysis that focuses on stylistic features. Machine Learn-
ing techniques enable the detection of changes in writing
style and the identification of potentially plagiarized passages
within a document. Moreover, these ML techniques play a
crucial role in enhancing the accuracy and effectiveness of
intrinsic plagiarism detection methods, providing valuable
insights into the detection and prevention of plagiarism in
textual content.

Authors have utilized various machine learning techniques
that takes lexical based features as input for the intrinsic pla-
giarism detection. Such as, Kopev et al. [38] presents a super-
vised approach for style change detection, which involves
predicting whether style changes occur in a text document
and identifying the specific positions of these changes. The
authors combine a TF.IDF representation of the document
with task-specific engineered features. Predictions are made
using an ensemble of diverse classifiers, including SVM,
Random Forest, AdaBoost, MLP, and LightGBM. Recursive
application of the model is performed to locate the exact posi-
tions of style changes. The proposed approach achieved the
winning performance in the PAN@CLEF 2018 task on Style
Change Detection. Moreover, Bensalem et al. [39] presents
a novel language-independent intrinsic plagiarism detection
method based on a new text representation called n-gram
classes.

The proposed method is evaluated on three publicly
available standard corpora and achieves comparable results
to the best state-of-the-art methods. The authors intro-
duce the concept of n-gram classes as a way of quan-
tifying the writing style. The method uses a supervised
classification-based approach and demonstrates the ability to
discriminate between plagiarized and original text fragments,
despite using a small number of features when building the
classificationmodel. Also, Rahman [67] presents information
theoretical and statistical features, including function word
skip n-grams, for intrinsic plagiarism detection. A binary
classifier is trained using different feature sets, and a set
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FIGURE 5. Taxonomy of IPD techniques mentioned in the literature.

of 36 features is proposed for classifying plagiarized and
non-plagiarized text segments.

On the other hand, authors have also used stylometric
features as an input in ML based approaches. For instance,
Polydouri et al. [41] introduces a new approach that incor-
porates machine learning and considers the challenge of
unbalanced training datasets in this context. The proposed
detection system is evaluated using the PAN Webis intrinsic
plagiarism detection corpora from 2009 and 2011. More-
over, Curran [47] presents an evolutionary neural network
approach for intrinsic plagiarism detection, showcasing its
effectiveness in developing classifiers. The approach does not
require reference collections and is applied to identify plagia-
rized sections within a document. Also, AlSallal et al. [43]
presents a novel approach for intrinsic plagiarism detec-
tion without reference collections. It combines statistical
properties of common words, latent semantic analysis, sty-
lometry, and MLP neural networks. The method focuses
on authorial attributes and utilizes the Corpus of English
Novels dataset for evaluation. Furthermore, Singh et al. [44]
presents a machine learning approach for the PAN 2021 Style
Change Detection Task. The task is transformed into an
authorship verification problem, where stylometric features
are extracted from paragraphs and used to train a Logis-
tic Regression classifier. The model is then applied to
predict style changes in three different style change detec-
tion tasks. The approach is based on a modified version
of the authorship verification method used in a previous
PAN competition.

Different types of embeddings have also been used in
the context of intrinsic plagiarism detection to capture the
semantic and syntactic information of text documents. BERT
embeddings, a popular language representation model, have
been employed to generate contextualized word embeddings
that capture the meaning of words in the context of the entire
sentence. Constituency Trees Embedding (CTE) and Depen-
dency Trees Embedding (DTE) are other techniques used
to convert sentences into structured representations, where
CTE represents sentences as constituency trees and DTE
represents them as dependency trees. Iyer and Vosoughi [36]
proposed a method for Style Change Detection that utilizes
BERT, a pretrained bidirectional language model by Google
AI, for tokenization and generating embeddings of sentences.
These embeddings are then used to train a random forest
classifier. Also, Strøm [7] presents a solution to the PAN
2021 shared task on style change detection, which involves
multi-label multi-output classification. The authors propose
a pragmatic approach, utilizing binary classification and a
custom stacking ensemble trained on text embeddings and
features. Moreover, Hourrane and Benlahmer [37] focuses
on the application of stylometry in intrinsic plagiarism detec-
tion, specifically in identifying changes in writing style. The
authors propose a novel approach that combines syntactic
structures, attention mechanisms, and contextualized word
embeddings. They introduce a style embedding technique
that utilizes syntactic trees and a pre-trainedMulti-Task Deep
Neural Network (MT-DNN). The model incorporates atten-
tion mechanisms and employs both a Bidirectional Long
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Short-Term Memory (BiLSTM) and a Convolutional Neural
Network (CNN) max pooling for sentence encoding. Sum-
mary of machine and ensemble learning based techniques is
shown in Table 13.

Supervised machine learning and ensemble learning tech-
niques have shown great promise in the field of intrinsic
plagiarism detection. By using labeled data to train classi-
fiers and leveraging the collective intelligence of multiple
models through ensemble methods, these techniques have
demonstrated high accuracy and effectiveness in identify-
ing plagiarized passages within text documents. The use of
various feature extraction techniques and models, such as
Random Forest, SVM, and Logistic Regression, has allowed
for a comprehensive analysis of writing styles and deviations,
leading to improved detection performance. Moreover, the
combination of different classifiers through ensemble learn-
ing has further enhanced the robustness and reliability of
plagiarism detection systems.

2) UNSUPERVISED MACHINE LEARNING TECHNIQUES
Unsupervised machine learning-based techniques in intrinsic
plagiarism detection employ algorithms to group similar tex-
tual segments within a document based on their stylistic or
semantic features. These techniques aim to identify clusters
that exhibit consistent writing style and detect any deviations
that may indicate potential instances of plagiarism. By lever-
aging clustering algorithms such as k-means, DBSCAN,
or hierarchical clustering, these techniques enable the detec-
tion of patterns and similarities within a document, assisting
in the identification of plagiarized passages as shown in
Table 14.
POS tagging is used to provide valuable insights into the

structure and meaning of text. Authors have used POS in
their plagiarism detection approaches. Such as, Zuo et al. [53]
focuses on the challenging task of detecting style changes
and determining the number of authors in multi-author
documents. The authors present a two-module system to
tackle this problem. The first module distinguishes between
single-author and multi-author documents, while the sec-
ond module determines the exact number of authors within
the multi-author documents. The evaluation results highlight
the difficulty of automated style change detection, indicat-
ing that it remains a challenging task. Also, Khan [75]
focuses on the task of detecting style breaches within a sin-
gle document for an unknown number of authors, as part
of the PAN 2017 Author Identification challenge. The pro-
posed model is an unsupervised approach that identifies style
breaches and marks text boundaries using various stylistic
features. The model utilizes a sentence window during its
unsupervised analysis, which can be expanded to neighboring
sentences. By combining well-known stylometric features
with additional features, the model employs unsupervised
classification to detect and mark passage boundaries based
on style breaches.

On the other hand, few other feature extraction techniques
i.e., statistical and extrinsic features are also used in clustering

based approaches. Such as, Saini et al. [55] proposes an
approach that utilizes stylometric features and Density-Based
Spatial Clustering of Applications with Noise (DBSCAN)
clustering to identify the writing style of authors in the doc-
ument. The system provides an interactive interface where
users can upload a text document and view the plagiarism
detection results and analysis, including graphs. Moreover,
Brooke and Hirst [56] presents an approach to intrinsic
plagiarism detection that emphasizes extrinsic features over
surface features. It utilizes a vector-space model and incor-
porates latent semantic analysis from an external corpus. The
paper introduces a method to handle small and imbalanced
span sizes and focuses on linguistically motivated features for
poetry segmentation.

Unsupervised machine learning techniques have proven to
be valuable tools for intrinsic plagiarism detection, particu-
larly in scenarios where labeled data is scarce or unavailable.
The application of clustering algorithms such as K-Means,
DBSCAN, and agglomerative hierarchical clustering has
allowed for the automatic segmentation of text documents
based on stylistic variations, enabling the identification of
potential plagiarized passages without the need for reference
corpora.

3) STATISTICAL AND DISTANCE-BASED APPROACHES
Statistical and distance-based approaches are commonly used
in intrinsic plagiarism detection to measure the similarity
or dissimilarity between text documents. These techniques
employ various statistical metrics, such as character n gram
profiles, frequency distance and hashing to quantify the
degree of overlap or divergence in terms of linguistic features,
word frequencies, or stylistic patterns as shown in Table 15.
By analyzing the statistical properties and distance measures,
these approaches can effectively identify potential instances
of plagiarism within a single document, even in the absence
of a reference collection, providing valuable insights into the
presence of copied or inconsistent text passages.

Lexical with character n-gram is a feature extraction tech-
nique commonly by authors in intrinsic plagiarism task.
This approach captures the lexical patterns and similarities
between documents, allowing for effective identification of
plagiarized passages based on the shared character sequences.
Kestemont et al. [57] presents a novel approach to intrinsic
plagiarism detection. It proposes dividing a suspicious doc-
ument into consecutive windows and representing them as
vectors of character trigram frequencies. A distance matrix
is then constructed to compare each window with others,
using a modified normalized distance measure. An outlier
detection algorithm based on Principal Components Analysis
is applied to the distance matrix to identify plagiarized sec-
tions. Also, Kuta and Kitowski [58] aims to improve intrinsic
plagiarism detection using the character n-grams profiles
method. By refining the method’s parameters, introducing
richer feature sets, and achieving higher plagdet scores on
recognized corpora, the authors make significant contribu-
tions to the field. Moreover, Stamatatos [60] presents a
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TABLE 13. Summary of machine learning based techniques.

new method for intrinsic plagiarism detection that focuses
on stylistic changes within a document. The method uti-
lizes character n-gram profiles and a dissimilarity measure
originally designed for author identification. Additionally,
heuristic rules are proposed to detect plagiarism-free docu-
ments, identify plagiarized passages, and mitigate the impact
of irrelevant style changes.

On the other hand, syntactic and stylometric features
are also used as a feature extraction technique in different
statistical and distance based approaches. For example, Var-
tapetiance and Gillam [62] discusses the authors’ attempts at
Authorship Attribution, Intrinsic Plagiarism Detection, and
Sexual Predator Identification tasks. They initially explored
cues of deception but found them less useful. Instead, they
propose simple approaches and report their findings on

detection rates using various features and techniques. Also,
Tschuggnall and Specht [63] presents a novel approach
for intrinsic plagiarism detection that focuses on analyz-
ing the grammar of a suspicious document. The method
involves splitting the text into sentences and calculating
grammar trees. A distance matrix is created by comparing
these trees using the pq-gram-distance, a variation of the
tree edit distance. Suspicious sentences are identified based
on significant differences in grammar and their deviation
from a Gaussian normal distribution. The algorithm aims to
identify potentially plagiarized sections within the document
by detecting syntactical changes. Importantly, the approach
relies solely on the given document and does not require
a reference corpus. Moreover, Oberreuter et al. [64] pro-
poses the intrinsic approach that focuses on outlier detection
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TABLE 14. Summary of unsupervised learning based techniques.

TABLE 15. Summary of statistical and distance-based based techniques.

to identify changes in the author’s style. They include the
application of outlier detection techniques to enhance intrin-
sic plagiarism detection based on writing style deviations.
Likewise, Meyer Zu Eissen and Stein [65] focuses on identi-
fying plagiarized passages within a single document without
the need for a reference collection. The authors propose a
taxonomy of plagiarism delicts and corresponding detection

methods. They introduce new features for quantifying style
aspects and provide a publicly available plagiarism corpus for
benchmarking.

Subsequently, uni-grams and frequent words based fea-
tures are also used as input by different authors. For instance,
Safin and Ogaltsov [12] focuses on style change detection in
the PAN’18 author identification task. The authors propose
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a supervised learning approach, utilizing text statistics, hash-
ing, and high-dimensional text vectors as features. An ensem-
ble of classifiers is employed, each independently trained on
different feature groups. The preprocessing procedure varies
for each classifier. Also, Oberreuter et al. [61] introduces out-
lier detection techniques for enhancing both intrinsic and
external plagiarism detection. It utilizes self-based informa-
tion algorithms for intrinsic plagiarism detection and text
processing algorithms with space search reduction tech-
niques for external plagiarism detection. The inclusion of
outlier detection methodologies improves the performance of
plagiarism detection.

It is evident from above discussion that statistical and
distance-based approaches have played a significant role in
advancing intrinsic plagiarism detection methods. By lever-
aging statistical properties of language, such as word fre-
quencies and n-gram profiles, these techniques have been
successful in quantifying stylistic variations within text doc-
uments and identifying potential instances of plagiarism.
The use of distance measures, such as pq-gram distance
and frequency difference, has allowed for the comparison
of text segments, enabling the detection of deviations in
writing style. Additionally, these approaches have shown
promise in cross-language plagiarism detection, where they
have been effective in measuring textual similarity across
different languages.

4) CLASSICAL AND TRADITIONAL TECHNIQUES
In addition to the commonly used techniques in intrinsic pla-
giarism detection, there are several classical and traditional
that have shown promise in this field as shown in Table 16.
One such technique is the utilization of pre-trained encoder-
decoder models, which leverage deep learning architectures
to capture the underlying semantic structure and meaning of
text documents. Another approach involves the use of a style
change function, which identifies variations in writing style
within a document and can be helpful in detecting potential
instances of plagiarism. The Wilcoxon Signed Rank test,
a statistical hypothesis test, can be employed to assess the
significance of differences between distributions of features
in original and suspicious documents. Lucene, a widely-
used indexing library, can be utilized for efficient storage
and retrieval of textual data, aiding in the identification and
comparison of plagiarized passages. Additionally, combin-
ing multiple discriminators using voting schemes, classical
discriminant analysis, and singular value decomposition tech-
niques have shown promise in enhancing the accuracy and
effectiveness of plagiarism detection algorithms by extracting
meaningful features and reducing the dimensionality of the
data.

The above mentioned techniques mostly used stylometric
based features i.e., statistical, stop words, suffix etc. For
example, Muhr et al. [69] presents a hybrid system, focusing
on plagiarism detection for both translated and non-translated
intrinsic plagiarized passages. Intrinsic plagiarism detection
is achieved by identifying major style changes using word

suffixes and a linear text segmentation algorithm. More-
over, Meyer Zu Eissen et al. [71] addresses the challenge
of automatic plagiarism detection for text documents with-
out relying on a reference collection. Authors proposes a
method to identify potentially plagiarized passages within
a single document by analyzing changes in writing style.
They introduce new style features and presents encouraging
results based on experiments conducted on a test corpus.
Also, Bensalem et al. [70] presents a preliminary study on
intrinsic plagiarism detection in Arabic textual documents.
The authors conduct experiments to investigate the impact
of language-independent stylistic features on distinguishing
plagiarized and non-plagiarized Arabic text. They utilize
the Stylysis tool to measure these features on a small-sized
corpus. Furthermore, [48] addresses the growing issue of
plagiarism by presenting an integrated approach combining
Latent Semantic Indexing (LSI) and Stylometry for intrinsic
plagiarism detection. LSI is used to analyze the term doc-
ument matrix of the dataset, while stylometry is employed
to approximate human writing style. The study includes
experiments to explore the impact of the dimensionality
reduction parameter in LSI and evaluates the effectiveness of
the integrated approach compared to using LSI and stylom-
etry separately. Similarly, Karaś et al. [68] presents methods
for style breach detection. The proposed method involves a
statistical approach based on tf-idf features is employed to
characterize documents. By applying the Wilcoxon Signed
Rank test to these features, the paper identifies style breaches.
The submitted system for style breach detection achieved the
best result in terms of F-score for WinPR, which is used to
rank all participating teams.

On the other hand, lexical based and word embedding are
also used by different authors as input for intrinsic plagiarism
detection tasks. Such as, Safin and Kuznetsova [59] focuses
on the style breach detection task and presents a method
that utilizes high-dimensional vector space mapping for sen-
tences. The approach involves using a pre-trained encoder-
decoder model to generate sentence vectors that consider
the context of neighboring sentences. These vectors are then
used to construct an author style function and identify out-
liers. The method is evaluated using the PAN-2017 collection
for the style breach detection task. The proposed approach
utilizes neural phrase embeddings, where each sentence is
mapped into a high-dimensional vector space using the skip-
thoughts model. The sentence vectors capture dependencies
with preceding and succeeding sentences. A similarity matrix
is constructed to detect outliers among all the sentences in the
document. Moreover, Kuznetsov et al. [8] focuses on intrin-
sic plagiarism detection and author diarization. The authors
propose a method that constructs an author style function
using text sentence features and detects outliers to detect pla-
giarism. They adapt this method for the diarization problem
by segmenting author style statistics on different text parts
representing different authors.

These techniques range from pre-trained encoder-
decoder models to character n-gram profiles, Lempel-Ziv
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TABLE 16. Summary of classical and traditional techniques.

compression, and style change functions. Each of these
methods brings unique insights and contributions to the field,
offering alternative ways to capture and analyze stylistic vari-
ations within text documents. The use of pre-trained models
and deep learning techniques has shown promise in learning
complex patterns of writing style, while character n-grams
have proven effective in capturing fine-grained linguistic
details. Additionally, the incorporation of compression and
style change functions has allowed for novel ways of detect-
ing plagiarism and identifying segments with distinct writing
styles.

V. EVALUATION METRICS
The evaluation of intrinsic plagiarism detection techniques
relies on a set of diverse metrics that provide insights into the
performance of thesemethods [85]. Thesemetrics encompass
classification-based measures, clustering evaluation criteria,
as well as metrics that are specifically designed for plagiarism
detection tasks [58] as shown in figure 6. Among the com-
monly used classification metrics are Accuracy, Precision,
Recall, and F Score. Accuracy quantifies the overall correct-
ness of predictions, while Precision measures the proportion
of true positives among predicted positives. Recall, on the
other hand, captures the proportion of true positives among
actual positives, and F Score balances Precision and Recall
for imbalanced datasets.

In the context of clusteringmethods, Granularity is ametric
that assesses the level of detail in the clustering results. It indi-
cates howfine-grained the clusters are. Additionally, PlagDet,
short for Plagiarism Detection, is an evaluation criterion that

FIGURE 6. Distribution of evaluation metrics in papers.

specifically evaluates the performance of clustering methods
in the context of plagiarism detection.

Furthermore, there are metrics like WindowDiff, Win-
dowP, WindowR, and WindowF that are tailored for com-
paring clustering partitions. These metrics help measure the
quality of clusters by evaluating the probability of data points
belonging to the same cluster (WindowP) or different clusters
(WindowR), alongwith a harmonicmean (WindowF) of these
probabilities. WindowDiff measures the difference between
two clustering partitions. Lastly,MeanDistance is a statistical
metric that gauges the average distance between data points
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within clusters. This metric helps assess the compactness of
clusters.

VI. APPLICATIONS
Intrinsic plagiarism detection techniques have found appli-
cations in various domains beyond traditional plagiarism
detection scenarios as shown in Figure 7. These techniques
offer valuable insights and contribute to diverse areas where
maintaining originality and authenticity of textual content
is crucial. The following sections highlight some of these
applications.

A. EDUCATIONAL SETTINGS AND AI CONTENT
GENERATION
Educational settings have long relied on intrinsic plagiarism
detection to uphold the originality of student assignments
and essays, ensuring academic integrity within educational
institutions [58]. In today’s evolving landscape, where AI
content generation tools like ChatGPT are becoming increas-
ingly sophisticated, the role of intrinsic plagiarism detection
is more critical than ever [3]. These tools can generate highly
convincing academic content, posing a potential challenge to
the verification of student work. Similarly, plagiarism detec-
tion in research papers, especially as AI-generated content
becomes prevalent, safeguards the credibility of scientific
literature, maintaining the highest academic standards [86].
In the context of higher education, theses and dissertations
are subject to plagiarism detection not only to authenticate
the originality of advanced academic work but also to ensure
that AI-generated content doesn’t compromise the rigor of
scholarly contributions [87]. Thus, intrinsic plagiarism detec-
tion remains an essential safeguard against the inadvertent
or intentional use of AI-generated content in academic and
research contexts.

B. LITERARY AND CREATIVE WORKS
Intrinsic plagiarism detection extends its influence to literary
and creative works, guaranteeing the authenticity of novels
and stories by protecting authors’ creative expressions [88].
The detection of copied poetry and lyrics further preserves
the artistic contributions of poets and songwriters [88].

C. LEGAL AND INTELLECTUAL PROPERTY
In legal and intellectual property domains, intrinsic pla-
giarism detection assumes a crucial role in preventing the
submission of duplicate patent claims, ensuring the unique-
ness of intellectual property [89]. Furthermore, identifying
copyright infringement in books, articles, and digital media
safeguards the rights of content creators [90].

D. JOURNALISM AND NEWS MEDIA
Journalism and news media benefit from intrinsic plagiarism
detection by maintaining journalistic integrity, ensuring orig-
inality in news reporting [91]. This technology also aids in

upholding the credibility of journalists and columnists by
detecting copied content in opinion pieces and columns [92].

E. CONTENT CREATION AND BLOGGING
In the digital age, content creation and blogging rely on
intrinsic plagiarism detection to preserve originality in online
articles, blogs, and web-based content [93].

F. SOCIAL MEDIA AND ONLINE PLATFORMS
Similarly, social media and online platforms leverage this
technology to prevent the proliferation of copied content
across various digital platforms [94].

G. TRANSLATION AND LANGUAGE SERVICES
Translation and language services employ intrinsic plagia-
rism detection to validate the originality of translated texts,
preserving the integrity of the translation process [95].

H. SOFTWARE AND CODE DEVELOPMENT
Furthermore, in software and code development, the tech-
nology plays a pivotal role in detecting plagiarism in
programming code and algorithms, ensuring the integrity
of software development [96]. Software documentation’s
authenticity is also maintained through intrinsic plagiarism
detection, thereby contributing to the credibility of technical
guides [96].

VII. EVOLUTION, CHALLENGES AND WAY FORWARD
The progression of intrinsic plagiarism detection techniques
has unfolded a dynamic landscape, punctuated by innova-
tions and challenges. This section delves into the evolution
of these techniques, tracking their journey over time and
highlighting pivotal developments that have shaped the field.
Moreover, it sheds light on the persistent challenges that have
accompanied this evolution, ranging from the complexities
of dealing with low-resource languages to the subtleties of
identifying sophisticated forms of plagiarism. As the field
advances, a forward-looking perspective is also presented,
exploring potential pathways to address these challenges and
further enhance the effectiveness and robustness of intrinsic
plagiarism detection methods.

A. EVOLUTION
Intrinsic plagiarism detection methods have evolved signif-
icantly over the years, employing a range of techniques to
tackle the challenges in identifying stylistic changes and
potential plagiarism within a document as shown in Figure 8.
The early years of research focused on quantifying style
aspects [65] and utilizing classical discriminant analysis
[71] to distinguish between original and plagiarized con-
tent. In 2009, the character n-grams profiles method [60]
emerged, utilizing character-based n-gram features for detec-
tion. Subsequently, the adoption of neural networks [42] in
2010 brought new capabilities for modeling and detecting
intricate stylistic variations.
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FIGURE 7. Applications of intrinsic plagiarism detection techniques.

FIGURE 8. Evolution of IPD techniques over the years.

Lucene for indexing [69] was introduced in 2010, offering
efficient information retrieval techniques for intrinsic plagia-
rism detection. In the same year, PCA with distance scores
[57] utilized principal component analysis to capture stylis-
tic differences based on distance metrics. Frequency-based
algorithms [61] gained attention in 2011, focusing on the
analysis of word and phrase frequencies to identify potential
plagiarism.

Advancements continued with the adoption of Lempel-Ziv
compression [64] in 2011, leveraging compression algo-
rithms to detect stylistic changes and irregularities. Style
change functions [14] were proposed in the same year to
identify shifts in writing style within a document. Clustering
techniques such as K-Means and Agglomerative Hierarchical
clustering [56] were employed in 2012 to group similar text
segments based on stylistic similarities.

Frequency difference [62] and pq-gram distance [63]
approaches in 2012 emphasized the comparison of fre-
quency distributions and n-gram patterns for plagiarism

detection. The concept of combining discriminators using
voting schemes [70] was introduced, harnessing the collective
decision-making of multiple models in 2012.

Singular Value Decomposition (SVD) [72] emerged in
2013, enabling the decomposition of stylistic features
into latent components for analysis. Naïve Bayes [39] in
2014 brought probabilistic modeling for plagiarism detection
based on stylometric features. Character n-grams profiles
method [58] further advanced in 2014, employing character-
based n-gram profiles for detecting plagiarism.

In subsequent years, techniques such as Sequential Min-
imal Optimization [40], Support Vector Machines (SVM)
and Decision Trees [41], Pre-trained encoder-decoder models
[67], and the Wilcoxon Signed Rank test [68] made notable
contributions to the field. Hashing classifiers and counting
classifiers [38] were introduced in 2018 for efficient fea-
ture representation. MT-DNN with BiLSTM and CNN [37]
emerged in 2019, harnessing multi-task deep neural net-
works for style change detection. Ensemble learning with
SVM, Random Forest, AdaBoost, MLP, and LightGBM [38]
showcased the benefits of combining multiple models for
improved performance. Recent advancements include the
utilization of Logistic Regression [44], DBSCAN [55] and
the application of Random Forest [36] LightGBM, Random
Forest, MLP, KNN, and BernoulliNB [7] in 2021.

B. RESEARCH GAPS AND CHALLENGES
Intrinsic plagiarism detection poses several research gaps and
challenges that researchers and practitioners must overcome
to effectively identify and address instances of plagiarism
within a given document.

• Absence of Reference Collection: One significant
challenge is the absence of a reference collection or
known sources for comparison. Unlike extrinsic plagia-
rism detection, where documents are compared against
external sources, intrinsic detection relies solely on the
analysis of a single document. This lack of external
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references makes it difficult to distinguish genuine
stylistic changes from instances of plagiarism, espe-
cially when the plagiarized passages come from
non-digital or unavailable sources [65].

• Variability of Writing Styles: Another challenge is the
variability and complexity of writing styles. Authors
may employ different writing styles intentionally or
unintentionally, leading to variations within their own
work. These variations can be caused by factors such
as changes in topic, writing intent, or audience. Dis-
tinguishing genuine style changes from potential pla-
giarism requires robust techniques that can capture and
quantify subtle stylistic nuances and differentiate them
from intentional or natural variations [48].

• Optimal Feature Selection: The identification of
optimal features and their representation is another
challenge in intrinsic plagiarism detection. Different
features, such as character n-grams, word frequencies,
syntactic structures, or semantic patterns, have been
explored to capture and quantify writing style. How-
ever, selecting the most informative and discriminative
features for detection is a complex task. Additionally,
representing these features effectively to capture the
unique characteristics of a document and its potential
style changes requires careful consideration.

• Small-Scale or Partial Plagiarism: The detection
of small-scale or partial plagiarism presents another
challenge. Intrinsic plagiarism can involve plagiarized
sections that are fragmented or dispersed throughout a
document. Identifying these instances of partial plagia-
rism, where only specific sentences or phrases have been
copied, requires advanced algorithms that can pinpoint
subtle similarities and differences within the document’s
textual content [97].

• Evolving Techniques and Technologies: Furthermore,
the evolving nature of plagiarism techniques and the
continuous advancements in language generation and
manipulation technologies pose ongoing challenges for
intrinsic plagiarism detection. Plagiarists may employ
sophisticated methods to obfuscate or alter their writ-
ing styles, making it increasingly difficult to detect
instances of plagiarism solely based on intrinsic char-
acteristics [1].

• Maintaining Effectiveness Amidst AI-Generated
Content: As AI content generation tools like ChatGPT
continue to advance, one significant challenge in intrin-
sic plagiarism detection is maintaining its effectiveness
in identifying instances of plagiarism in AI-generated
content. These AI systems can produce human-like text,
making it difficult to distinguish between genuinely
authored content and AI-generated material [3].

1) LIMITATIONS IN LOW RESOURCE LANGUAGES
Intrinsic plagiarism detection in low-resource languages
poses unique challenges compared to high-resource lan-
guages.

• Scarcity of Linguistic Resources:Onemajor challenge
is the scarcity of resources such as labeled datasets,
linguistic tools, and language models specific to low-
resource languages. High-resource languages benefit
from extensive research and development, resulting in
abundant linguistic resources, well-established language
models, and sophisticated tools for text analysis. In con-
trast, low-resource languages often lack comprehensive
linguistic resources and pre-trained models, making it
difficult to apply state-of-the-art techniques directly [98]

• Limited Availability of Reference Materials: Another
challenge is the limited availability of reference mate-
rials and corpora for low-resource languages. In high-
resource languages, researchers can draw upon vast
collections of texts, books, and online sources for
reference and comparison purposes. However, in low-
resource languages, such resources may be scarce,
incomplete, or not readily accessible in digital form.
This limitation hinders the ability to accurately identify
and differentiate between genuine style variations and
instances of plagiarism in low-resource languages [98].

• Lack of Linguistic Diversity: The lack of linguistic
diversity and variability within low-resource languages
presents another challenge. High-resource languages
encompass a wide range of dialects, registers, and
writing styles, which contribute to the complexity and
diversity of the language. Intrinsic plagiarism detec-
tion algorithms can leverage these variations to identify
stylistic changes. In contrast, low-resource languages
often exhibit limited linguistic variation, with fewer
dialects or registers. This reduced variability makes it
more challenging to distinguish genuine style changes
from potential plagiarism in low-resource languages
[99].

• Scarcity of Language-Specific Features: Moreover,
the scarcity of language-specific stylometric features
further complicates intrinsic plagiarism detection in
low-resource languages. Stylometric features, such as
n-grams, word frequencies, or syntactic patterns, play
a crucial role in capturing and quantifying writing
style. However, these features may not be as effec-
tive in low-resource languages due to limited linguistic
resources and variations. Developing language-specific
stylometric features tailored to the unique characteristics
of low-resource languages is a critical challenge [100].

C. WAY FORWARD
In tackling the challenges of intrinsic plagiarism detection,
several promising directions can guide future research and
development.

• Transfer Learning for Low-Resource Languages:
One avenue is the exploration of transfer learning tech-
niques, where knowledge gained from high-resource
languages can be adapted and applied to low-resource
languages [101]. Leveraging pre-trained models and lin-
guistic resources from high-resource languages could
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mitigate the scarcity of resources and enhance detection
accuracy in low-resource language contexts.

• Collaboration and Resource Digitization: Addition-
ally, the collaboration between researchers, linguistic
experts, and language preservation initiatives is pivotal.
Efforts to digitize and create language-specific resources
can substantially support intrinsic plagiarism detection
in low-resource languages. Developing open-access cor-
pora, linguistic tools, and language models for these
languages can significantly alleviate the challenge of
limited resources [102].

• Unsupervised and Self-Supervised Learning
Advancements: Furthermore, the advancement of
unsupervised and self-supervised learning methods is
promising for addressing the lack of labeled data. These
techniques can reduce dependency on extensive anno-
tated datasets, enabling intrinsic plagiarism detection
to operate effectively even with limited training sam-
ples [72].

• Cross-Lingual Transfer Techniques for Linguistic
Variability: To address the challenge of linguistic vari-
ability in low-resource languages, researchers could
investigate cross-lingual transfer techniques. These
techniques aim to capture stylistic variations by leverag-
ing similarities and differences across languages, poten-
tially compensating for the reduced diversity within a
single language [69].

• Developing Language-Agnostic Stylometric
Features: Developing language-agnostic stylomet-
ric features could help mitigate the scarcity of
language-specific features for low-resource languages.
By focusing on universal stylistic elements that tran-
scend language boundaries, researchers can create
effective feature representations for intrinsic plagiarism
detection across diverse language contexts [55].

VIII. CONCLUSION
This systematic literature review (SLR) has provided a com-
prehensive overview of the field of Intrinsic Plagiarism
Detection (IPD). We explored various aspects of IPD, includ-
ing common datasets, preprocessing and feature extraction
techniques, detection methods, evaluation metrics, and appli-
cations. Through this review, it became evident that IPD is
a critical area of research with wide-ranging applications
in academia, literature, legal domains, journalism, content
creation, and more.

This SLR also identified the evolution of IPD tech-
niques, from traditional methods to advanced approaches
that leverage machine learning and natural language process-
ing. Moreover, significant challenges faced by researchers
and practitioners in IPD, including the absence of reference
collections, variability inwriting styles, optimal feature selec-
tion, and the detection of small-scale plagiarism are also
discussed. One notable aspect of this SLR is the identifi-
cation of the unique set of challenges faced when dealing
with low-resource languages in the context of IPD. These

languages often lack comprehensive linguistic resources,
well-established language models, and large-scale datasets.
As a result, the development and application of IPD tech-
niques in low-resource languages are hindered.

Moving forward, IPD holds immense potential for further
advancements, especially with the continuous development
of AI and NLP technologies. Researchers should continue
to address the challenges posed by IPD and work towards
enhancing the accuracy and efficiency of plagiarism detection
methods, with a particular focus on strategies for low-
resource languages. Additionally, the utilization of IPD in
various domains, such as journalism, academia, and creative
writing, should be explored further.
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