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ABSTRACT Pulmonary hypertension (PH) is a chronic and progressive disease. We introduced a novel
automated self-organized feature engineering architecture for PH detection, which was trained and refined
using a new thoracic CT image dataset. This study’s dataset includes 807 transverse contrast-enhanced CT
images from 313 patients, categorized into four groups: Group 1 with 20 mmHg ≤ mean pulmonary artery
pressure (mPAP) < 25 mmHg; Group 2 with 25 mmHg ≤ mPAP ≤ 30 mmHg; Group 3 where mPAP
> 30 mmHg; and a control group with no PH. Our model consists of four primary stages: (i) generation
of features based on combinations from nested patches, (ii) feature selection, (iii) classification and (iv)
majority voting. CT images were segmented into nested patches, each being processed through pretrained
EfficientNetB0 and DenseNet201 to derive four deep feature vectors, utilizing both the global average
pooling and fully connected layers of these networks. These four extracted features underwent combinatorial
operations, resulting in 15 feature vectors. Subsequently, these vectors were introduced to neighborhood
component analysis, ReliefF, and Chi2 feature selectors. This process yielded 45 refined feature vectors
with diminished data dimensions. These selected vectors were then processed through a support vector
machine and k-nearest neighbors classifiers, producing 90 predictive vectors. By applying mode-based
iterative majority voting to these vectors, an additional 88 voted prediction vectors were generated, leading to
a total of 178 classifier-generated and voted prediction vectors. The optimal classification result was selected
from these 178 vectors. With the use of 10-fold cross-validation, our model achieved a remarkable 97.27%
overall accuracy for the 4-class classification on the study dataset. Owing to its reduced time complexity,
this model is practical for CT-based PH screenings.

INDEX TERMS Artificial intelligence, computed tomography, mean pulmonary arterial pressure, pul-
monary hypertension.
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I. INTRODUCTION
A. BACKGROUND
Pulmonary hypertension (PH) is a group of diseases of var-
ious etiologies [1], [2] that cause high blood pressure in the
pulmonary arteries [3], [4]. The chronically raised pulmonary
pressure induces adverse remodeling in both cardiac and res-
piratory systems [5], and can manifest clinically as shortness
of breath, fatigue, chest pain, and premature death [6], [7].
The disease is progressive; early and accurate diagnosis is
important for prognostication and treatment decisions [8]:
certain PH-specific drug therapy can ameliorate symptoms
and retard disease progression [9]. The diagnosis of PH
is established when invasively measured mean pulmonary
artery pressure exceeds 20 mmHg [3], [4]. but the requi-
site right heart catheterization procedure carries risks and is
expensive [6]. In suspect PH cases, noninvasive investigations
like blood biomarkers, electrocardiography (ECG), chest X-
ray, echocardiography, thoracic computed tomography (CT)
andmagnetic resonance imaging (MRI)may help corroborate
the presence of morphological and/or hemodynamic changes
in the heart chambers and lung vasculature consequent to
PH-induced remodeling [10].
Artificial intelligence-enabled models are increasingly

being used to facilitate disease diagnosis [11], especially in
the classification of medical images, like CT, MRI, and X-ray
[12]. While research interest in automated PH classification
has burgeoned, the paucity of open-access PH datasets has
limited the development of machine-learning methods. Aras
et al. [13] proposed a ResNet-based deep learning approach
for automatic PH classification using ECG signals. Trained
on 5016 PH and 19454 non-PH ECG signals, their model
attained modest 79%, 84%, and 89% sensitivity, specificity,
and C-statistic for binary classification using a 70:10:20
hold-out validation strategy. Gudigar et al. [14] developed a
classification model based on global weighted local binary
pattern, fuzzy entropy and support vector machine (SVM)
methods. On a small balanced dataset of 49 PH and 49 non-
PH ultrasound images, they reported 91.77% classification
accuracy. Ong et al. [15] compared decision rules ver-
sus machine learning approaches to PH screening. Using
the electronic health records of 386 PH and 164 non-PH
patients, they concluded that extant decision rules performed
poorly.

The phenomenon of vasodilation in pulmonary hyperten-
sion results in the morphological enlargement of vessels
with high pulmonary arterial pressure, which is discernible
on CT imaging. Recognizing the potential of leveraging
this morphological distinction, we endeavor to develop an
artificial intelligence (AI)–based diagnostic system in this
study. To achieve this objective, we introduce a novel
nested-patch-based deep feature extractionmodel designed to
automatically detect and classify the different types of vessel
morphological changes associated with the disease.

In this study, we propose a novel self-organized deep
feature engineering model using deep transfer learning. Our
proposed model generates 178 outputs, and our architecture

selects the output with the highest classification accuracy,
making it a self-organized model. Furthermore, we evaluate
the performance of the utilized models based on the findings
of our own model.

B. MOTIVATION AND OUR ARCHITECTURES
We present an innovative automated model for PH diagnosis
based on CT images, which has been lacking in the literature.
In the domain of medical image classification, many deep
learning models have been explored [16], [17] that relied
on end-to-end training or transfer learning approaches. Here,
we proposed a novel self-organized learning architecture that
comprised (1) nested patch division; (2) two pretrained deep
network architectures for multiple feature vector extraction;
(3) combinatorial operation to generate an increased number
of combinations of extracted feature vectors; (4) multiple
feature selectors; (5) multiple classifiers; and (6) mode-based
majority voting to automatically calculate the optimal model
result. The model was developed on a new PH dataset com-
prising thoracic CT images divided into one control (no
PH) and three PH classes of increasing severity. Our model
attained an excellent 97.27% overall accuracy for 4-class
classification.

C. NOVELTIES AND CONTRIBUTIONS
The primary aim of this study is to introduce an innovative
self-organized machine learning model that utilizes a mul-
tiple output-based approach. To achieve this objective, our
proposed system involves two convolution neural networks
(CNNs), a combinator, three feature selectors, two classi-
fiers, and an iterative information fusion model, generating
multiple outputs. We also implemented a nested patch divi-
sion technique to detect local abnormalities, enhancing the
model’s classification capability.

One notable feature of our model is its automatic selection
of the best result. We evaluated the classification capability
of our model for detecting pulmonary hypertension, and it
demonstrated exceptional performance, achieving high clas-
sification accuracy.

We have listed innovations of the model below.

• To our knowledge, our model is the first nested
patch-based CT image classification model.

• Our combination-based deep feature engineering frame-
work is parametric and is amenable to adaptation for
diverse datasets and classification task applications.

Our contributions are listed below.

• A novel self-organized learning and classification archi-
tecture was proposed. Our model attained high classi-
fication for detecting PH and grading its severity using
noninvasive CT images. It can be implemented to facil-
itate high throughput screening of CT images to assist
doctors with PH diagnosis.

• A new PH CT image dataset was collected and made
publicly accessible. This will stimulate the development
of PH diagnostic models.
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• The proposed model demonstrated that new-generation
PH detection assistants/applications can be developed
since our model attained over 97% classification accu-
racy on real-world CT images.

II. DATASET
A new thoracic CT dataset comprising 807 transverse
contrast-enhanced CT images of the pulmonary artery bifur-
cation (Figure 1) was curated from the imaging records
of 313 patients who had attended the Cardiology Clinic,
Firat University Hospital from 01/01/2016 to 31/12/2022.
The retrospective analysis of these images and the rele-
vant clinical records had been approved by the hospital
ethics committee. The patients were stratified into one
control group without known PH and three groups of
patients with progressively more severe PH as quantified
by the mean pulmonary artery pressure (mPAP) measured
on invasive right heart catheterization [18]: Group 1, 20
mmHg ≤ mPAP <25 mmHg; Group 2, 25 mmHg ≤mPAP
≤30 mmHg; and Group 3, mPAP >30 mmHg. Patient
characteristics and the number of CT images are summa-
rized in Table 1. The CT dataset is available for down-
load at https://www.kaggle.com/datasets/turkertuncer/ph-ct-
v1 URL. Herein, the axial slice with the clearest relationship
between the pulmonary artery and the aorta was selected.

FIGURE 1. Example transverse thoracic (axial) CT images in the control
(a) and pulmonary artery hypertension patient groups (b to d) in the
study dataset. The bright inverted Y structure in the approximate center of
each image is the contrast-enhanced lumen of the pulmonary artery,
which is shown bifurcating into the right and left branch pulmonary
arteries. In Group 3, the pulmonary artery dimensions appear to be
comparatively larger (images are not depicted to scale).

III. THE EFDENSENET MODEL
The self-organized architecture comprised four main phases:
(1) combination-based feature generation from nested
patches; (2) feature selection; (3) classification; and (4)

TABLE 1. Patient characteristics and number of CT images stratified by
group in the study dataset.

majority voting of results (Figure 2). First, CT images were
divided into nested patches, each of which was fed to
EfficientNetB0 [19] and DenseNet201 [20] pretrained convo-
lutional neural networks (CNNs) to extract four deep feature
vectors using the global average pooling and fully connected
layers of both networks. The four extracted features next
underwent a combinatorial operation, which produced 15 fea-
ture vectors. These were input to neighborhood component
analysis (NCA) [21], ReliefF [22] and Chi2 [23] feature
selection functions, which output 45 selected feature vec-
tors, each with reduced data dimensionality. The selected
feature vectors were fed to SVM [24] and k-nearest neighbors
(kNN) classifiers [25], which calculated 90 prediction vec-
tors. Applying mode-based iterative majority voting (IMV)
[26] to the latter, an additional 88 voted prediction vectors
were generated, yielding a total of 178 classifier-based plus
voted prediction vectors. Finally, the best classification result
was chosen from the 178 vectors. A detailed explanation of
the individual phases is provided in the following sections.

FIGURE 2. Block diagram of the EfDenseNet model. F: features extracted
from deep learning architectures; f: Feature vectors generated using the
combinator (combination-based feature vectors creation algorithm); s:
selected meaningful features; p: classification results from classification
algorithms; v: results from information fusion. See text for details.

A. FEATURE GENERATION
First, the CT images were divided into nested patches, which
enabled local and global detailed feature extraction with
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fewer patches compared with fixed-length patches. Each
nested patch was then fed to pretrained CNNs for deep
feature extraction. CNNs are widely used in deep learning
diverse visual processing tasks, including image classifica-
tion, object detection, and segmentation. In our model, two
CNN models—EfficientNetb0 and DenseNet201—that had
been pretrained on ImageNet1k, dataset was deployed. Effi-
cientNetB0 is the smallest in the EfficientNet series of CNN
models that have been optimized in terms of the numbers of
weights and parameters for enhanced accuracy and reduced
computational cost. The pretrained model has been used
successfully for various visual processing tasks [19]. Due
to its small size and low computational requirements, Effi-
cientNetB0 model is well suited for applications on mobile
or low-power devices, as well as image processing tasks
that require real-time or low-latency processing capabilities.
DenseNet201 is a 201-layer CNNmodel based on the ResNet
architecture, which contains dense connections. With dense
connections, each layer is connected to all previous lay-
ers, which facilitates effective network learning using fewer
parameters. Detailed information about the used CNNs is
given below.
EfficientNetb0 [19]:
Input: 224 × 224
Convolutional Block: Convolutional layer + Batch Nor-

malization + Swish activation.
MBConv Block (Mobile Inverted Residual Block): This

block consists of depthwise convolution, expansion con-
volution, squeeze-and-excitation operation, and pointwise
convolution. The number of layers and channels is deter-
mined based on the compound scaling coefficients.
Global Average Pooling: Reduces the spatial dimensions

to 1 × 1. We have used this block to generate features.
Fully Connected: The output layer for classification. The

used CNN was trained on ImageNet1k. Therefore, we have
used this layer to get 1000 features.
DenseNet201 [20]:
Input: 224 × 224
Convolutional Layer: Initial convolutional layer + Batch

Normalization + ReLU activation.
Dense Block: This block comprises multiple convolutional

layers where each layer receives the concatenation of feature
maps from all preceding layers in the block.
Transition Block: A bottleneck layer that reduces the num-

ber of channels and spatial dimensions using a convolutional
layer and average pooling.
Global Average Pooling: Reduces the spatial dimensions

to 1 × 1. We have used this block to generate features.
Fully Connected: The output layer for classification.

By using this layer, we have generated 1000 features.
The global average pooling and fully connected layers

of the above two deep learning networks were used in a
self-organized manner to extract deep features, yielding four
feature vectors from each input CT image (Table 2). The
extracted feature vectors were input to a combinator to obtain
15 new feature vectors (Figure 3), a process that is defined by

Equations (1) to (3) below.

fk = Efb0 (Im,Lk) , k ∈ {1, 2} (1)

fk+2 = D201 (Im,Lk) (2)

fi+4 = C ([f1f2f3f4]) , i ∈ {1, 2, . . . , 11} (3)

where Im represents the image; f , feature vector; Efb0(., .),
EfficientNetb0-based deep feature extraction function;
D201(., .), DenseNet201 CNN-based deep feature generation
function; L, layers (two layers were: L1, fully connected
layer; and L2, global average pooling); and C(), combina-
tor/combination function. By deploying Equations (1) - (3),
15 feature vectors have been extracted. The first four feature
vectors have been generated fully connected (L1) and global
average pooling (L2) layers of the pretrained EfficientNetb0
and DenseNet201 CNNs. The remainder 11 feature vectors
have been generated using the combination.

TABLE 2. Details of the feature vectors extracted using EfficientNetb0
and DenseNet201.

FIGURE 3. New feature vector generation by the combinator. Of 16 (=24)
possible combinations, 15 new feature vectors were generated each
containing at least one feature vector f1 to f4 extracted by the pretrained
networks.

Nested patch division of input images, enabled the extrac-
tion of both local and global features (Figure 4). The steps are
detailed below.
Step 1: Resize the input image to 256 × 256.
Step 2:Divide images into nested patches. Using expansion

steps of size 32 × 32, four patches were obtained from a
single image (Figure 4).
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FIGURE 4. Nested patch division. Four nested patches of size 64 × 64,
128 × 128, 196 × 196, and 256 × 256 were created in this work.

Step 3: Apply deep feature extraction to each patch. This
operation was performed layer-wise.

fk = merge

 Efb0 (Patch1,Lk) ,

Efb0 (Patch2,Lk) , . . . ,

Efb0 (Patch4,Lk)

 (4)

fk+2 = merge

 D201 (Patch1,Lk) ,

D201 (Patch2,Lk) , . . . ,

D201 (Patch4,Lk)

 (5)

where merge() represents the feature merge function, here,
we resized the patch to a 224 × 224 sized image to use these
patches as input for DensNet201 and EfficientNetb0.
Step 4: Input feature vectors to a combinator.

fi+4 = C ([f1 f2 f3 f4]) , i ∈ {5, 6, . . . , 15} (6)

where C(.) represents the combinator operation. The feature
vectors extracted using the network layers were concatenated,
which yielded 11 new feature vectors.

B. FEATURE SELECTION
To reduce data dimensionality, we used three established
feature selection functions: neighborhood component anal-
ysis (NCA) [21], ReliefF [22], and Chi2 [23]. NCA is a
distance-based algorithm that considers the neighborhood
instances of each instance in the dataset and computes the
distances between these instances. These distances are sub-
sequently used to determine the weights of the features in
the feature space, thereby facilitating optimal feature merging
and selection of the best features that effectively separate the
classes of instances in the dataset. NCA is able to handle
high-dimensional datasets but does not account for nonlinear
interactions between features in the dataset. ReliefF. Reli-
efF measures the importance of each feature in the dataset
by running random samples and calculating the influence
of neighboring samples in each sample. It creates a weight
vector for each feature that is then used to determine the order
of importance of the features. ReliefF can help reduce noise in
the dataset, and owing to the random sampling approach, mit-
igate overfitting. ReliefF is effective for large and/or complex
datasets and is comparatively less computationally intensive.

The Chi-square (Chi2) test is a standard statistical test of the
association between two categorical variables. It measures
how much the observed data differs from the expected data
and determines whether this difference is random.Where this
difference is nonrandom, the null hypothesis is rejected and
an association between the variables is accepted. To apply the
test, some assumptions must be met: data are independent,
expected values are sufficiently large, and variables are nom-
inal or ordinal. The test is unreliable for small sample sizes
but is highly effective for large sample sizes.
The steps of the multiple feature selection function-based

feature selection in our model are detailed below.
Step 5: Apply each feature selector to each feature vector

in turn to obtain a sorted feature index.
Step 6: Select the 250 most discriminative features from

each feature vector based on the sorted indexes.

ind t+15×(h−1)

= fsh (ft , y) , h ∈ {1, 2, 3} , t ∈ {1, 2, . . . , 15}

st+15×(h−1) (d, j)

= fsh
(
d, ind t+15×(h−1) (j)

)
,

d ∈ {1, 2, . . . , n} , j ∈ {1, 2, . . . , 250 (7)

where fs represents the feature selector; f , feature vector; ind ,
feature index; s, selected feature vector; and n, number of CT
images. In total, 45 (=3 × 15) selected feature vectors, each
of length 250, were generated by applying NCA, ReliefF, and
Chi2 to the 15 combinatorial extracted feature vectors.

C. CLASSIFICATION
Using a 10-fold cross-validation (CV) strategy, we input the
selected feature vectors to established k-nearest neighbors
(kNN) [25] and SVM [24] algorithms for classification. kNN
is a distance-based function that considers k’s closest data
points and computes the average of their classes or fea-
tures. Its performance is dependent on data point distribution
within the dataset and the value of k value: the algorithm
becomes more sensitive when k is small. In addition, the
method of calculating distances between data points can
impact performance. kNN is computationally expensive for
larger datasets and is susceptible to the presence of outliers
and noisy data. SVM can perform both classification and
regression. It determines the best line of separation (margin)
for data on a hyperplane based on support vectors, which
are the data points closest to the margin. SVM algorithm is
robust against outliers, which are farther from the support
vectors, and effective for both linear and nonlinear data. For
the latter, SVM uses kernel functions to classify the data in
a linear hyperplane. In regression problems, SVM estimates
the regression by fitting data points to a function on the
hyperplane.
The steps of the multiple classifier-based classification are

detailed below.
Step 7: Input each selected feature vector in turn to

each classifier to calculate prediction vectors (outputs of the
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TABLE 3. Transition table of EfDenseNet model. TABLE 3. (Continued.) Transition table of EfDenseNet model.

classifiers) using a 10-fold CV. These classifiers are widely
recognized and commonly used, proving to be the most effec-
tive classifiers for our specific problem.

pg = kNN
(
sg, y

)
, g ∈ {1, 2, . . . , 45}

pg+45 = SVM
(
sg, y

)
(8)

where kNN () represent kNN function; and SVM (), SVM
function. Parameter settings for kNN were: k value,1; dis-
tance, L1-norm. For the SVM, the kernel type was cubic.
In total, 90 (=45 × 2) prediction vectors were calculated.
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D. INFORMATION FUSION
The 90 prediction vectors were merged and input to a
mode-based iterative majority voting (IMV) operation [26] to
calculate an additional 88 (=90-2) voted prediction vectors
(the iteration range was 3 to 90; 3 being the minimum for
mode-based majority voting). The 90 prediction vectors and
88 voted prediction vectors were then merged, and the overall
best model result was chosen.
Step 8: Apply IMV (iteration range 3 to 90) to the 90 pre-

diction vectors to calculate voted results.
Step 9: Calculate the accuracies of the combined 178

(=90+88) predictions and voted prediction and select the
overall best result with the maximum accuracy.

IV. EXPERIMENTAL RESULTS
A. EXPERIMENTAL SETUP
The EfDenseNet model was implemented in the MATLAB
platform on a personal computer with the following spec-
ifications: Intel i9-9900 CPU, 32 GB RAM, and Windows
11 operating system. The transition status of the model archi-
tecture is summarized in Table 3.

B. RESULTS
The self-organized EfDenseNet model yielded low rates of
4-class misclassification on the PH dataset (Figure 5) and
excellent classification performance, attaining 97.27% over-
all 4-class classification accuracy (Table 5).

TABLE 4. Class-wise and overall classification performance of
EfDenseNet-based model on the PH dataset.

We employed a 10-fold cross-validation approach, and
fold-specific classification accuracies of the proposed model
are shown in Figure 6.
Figure 6 shows that the highest classification accuracy of

98.77% was achieved in the 4th fold and exceeded 96% in all
folds.

C. EXPLAINABLE RESULTS
We applied gradient-weighted class activation mapping [27],
[28] to generate heat maps showing areas of the input CT
images that had the most impact on the classification results.
The EfDenseNet focused mainly on the pulmonary artery
bifurcation in the middle of the images to detect PH (see
Figure 7), which aligns with the way radiologists visually
examine the image to assess for morphological signs of PH.
We developed EfDenseNet using MATLAB to obtain these
results by merging EfficientNetb0 with DenseNet201. Our

FIGURE 5. Confusion matrix for the EfDenseNet-based model. Herein, the
white cell defines zero.

FIGURE 6. Fold-wise accuracies obtained for the proposed EfDenseNet.

model has approximately 25.3 million total trainable param-
eters (∼5.3 million from EfficientNetb0 and ∼20 million
from DenseNet201). The hyperparameters of this model are
as follows:

Solver: Stochastic gradient descent with momentum
Mini-batch size: 32
Number of epochs: 30
Momentum: 0.9
Training-to-validation split ratio: 70:30
We have trained on this dataset, and the computed training

and validation curves are displayed in Figure 7.
Our proposed model achieved a final validation accuracy

of 94.12%. Using this model, we generated heatmaps, and the
interpretable results obtained with EfDenseNet are presented
in Figure 8.
Figure 8 indicates that the most significant features are

located on the vessels. These features were extracted using
our proposed deep feature engineering model. Considering
the relatively small size of our dataset, owing to the uncom-
mon occurrence of PH as a cardiac disorder, we opted for deep
feature engineering over end-to-end deep learning to achieve
superior classification performance. Additionally, training
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FIGURE 7. Training and validation curve of the EfDenseNet.

images were utilized to provide interpretable and explainable
results. We have trained the proposed EfDenseNet model
to show the effectiveness of our model (see Figure 7 and
Figure 8).

D. TIME COMPLEXITY ANALYSIS
In this work, we employed a deep transfer learning technique,
eliminating the need for training operations using CNNs.
Pretrained EfficientNetb0 and DenseNet201 were utilized for
feature extraction, resulting in a faster model compared to an
end-to-end deep learning approach. The time complexity of
the proposed model was computed and the calculations are
presented below [29].

During the feature extraction phase, we employed two
pretrained CNNs and a combinator to generate 15 feature
vectors. As a result, the time complexity of this phase is
given by O(E + D + C), where E is the time complexity
coefficient of EfficientNetb0, D denotes the time burden of
pretrained DenseNet201, and C denotes the time complexity
of the combinator, responsible for generating 11 additional
feature vectors from the initial four.

To select the most relevant features, three feature selectors
(NCA, ReliefF, and Chi2) were employed, resulting in a
computational complexity of O(mN + mR + mc), where m
represents the number of feature vectors, and N,R, and c are
the time complexity coefficients of NCA, ReliefF, and Chi2
feature selectors, respectively.

During the classification phase, two shallow classifiers,
kNN and SVM,were employed. The computational complex-
ity of this phase can be expressed asO(sk+sS), where s is the
number of selected feature vectors, k denotes the time burden
of kNN, and S represents the time burden of SVM.
Furthermore, we introduced an information fusion phase,

which resulted in a time complexity of O(pR), where p and
R represent the number of outputs and the range of the IMV,
respectively.

Hence, the total computational complexity of the pro-
posed model is given by O(E + D + C + mN +

mR+mc+ sk+ sS+ pR). This indicates that the proposed

model carries a linear time burden, as we employed deep
transfer learning to develop a self-organized PH classification
model in this work.

V. DISCUSSION
We have proposed a self-organized hybrid feature engineer-
ing model, EfDenseNet, that used pretrained EfficientNetb0
and DenseNet201 to extract multiple deep features from
nested patches, which were then fed to downstream combina-
tor, multiple feature selectors, multiple classifiers, and finally,
iterative majority voting, to calculate the overall best result.
We elected to use the combination of EfficientNetb0 and
DenseNet201 based on preliminary testing, which demon-
strated superior performance against other common deep
networks (Figure 9).

We chose standard methods for the feature selection and
classification phases without conducting preliminary tests.
From the initial four EfDenseNet-extracted feature vectors,
the combinator, three feature selectors and two classifiers
increased the number of results to 15, 45, and 90, respectively.
Of the resultant 90 classifier-based prediction vectors, the
highest accuracy attained was 96.65% (Figure 10), which
provided indirect support for the validity of our proposed
EfDenseNet approach.

In the last phase of the model, we applied IMV to generate
voted prediction vectors, which were combined with the prior
classifier-based prediction vectors to calculate the optimal
result. With this information fusion process, the overall best
model accuracy was boosted to 97.27% (Figure 11).

A. COMPARISON OF PERFORMANCE OF VARIOUS MODEL
ELEMENTS
Wecompared the relative performance of the variousmethods
used for EfDenseNet feature extraction (Figure 10). Overall,
DenseNet 201 slightly outperformed EfficientNetB0 (Figures
12a and 12b); and the fully connected layer slightly outper-
formed the global average pooling layer (Figure 12c).
Among the different feature selection functions, NCA pro-

duced the highest accuracy results (Figure 13).
Between the two classifiers, kNN yielded a better accuracy

rate (Figure 14).
The analyses described above were performed using

classifier-based results. With IMV, the performance was
boosted. The overall best classification accuracy was attained
at the second iteration, which was generated by voting on
the four top single results, i.e., the 43rd, 10th, 40th, and 28th

classifier-based prediction vectors, which had received input
from the respective combinations of EfDenseNet-extracted
feature vectors f1+f2+f3+f4, f4, f1+f3+f4, and f3+f4,
respectively (see Table 3 for details of extracted feature vec-
tors f1 to f4).

B. ABLATION STUDIES
To examine the relative contributions of various model com-
ponents to the performance, we performed ablation studies
according to the cases listed below.
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FIGURE 8. Examples of thoracic CT images with overlayed heat maps showing regions on the input images that contributed to
the classification results (red color denotes the highest impact) in the various groups.

FIGURE 9. Comparison of classification results obtained using various
pretrained networks. For fair comparison, all extracted feature vectors
were input to NCA and kNN algorithms for feature selection and
classification, respectively.

Case 1: EfficientNetb0 feature extractor + NCA selector
+ kNN classifier.
Case 2: DenseNet201 feature extractor + NCA selector +

kNN classifier.
Case 3: Full model minus nested patch division.
Case 4: Full model.

FIGURE 10. Accuracy results of all 90 kNN- or SVM-classifiers prediction
vectors.

The overall accuracies of Cases 1 to 4 were 92.32%,
93.80%, 96.65%, and 97.27%, respectively. These results
suggested that DenseNet201 slightly outperformed Efficient-
Netb0 (Case 2 versus Case 1); and that inclusion of nest
patch division conferred marginal improvement in accuracy
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FIGURE 11. The calculated 88 voted results by deploying IMV algorithm.

(Case 4 versus Case 3). Moreover, the computed accuracies
of these cases have been depicted in Figure 15.

As shown in Figure 15, we observed that DenseNet201
achieved better classification performance compared to Effi-
cientNetb0. Furthermore, we conducted Case 3 to evaluate
the classification accuracy of our architecture without using
the nested patch division model. Interestingly, this case
reported a classification accuracy of 96.65%, demonstrating
the effectiveness of our proposed architecture in achieving
high classification accuracy.

C. COMPARISON WITH THE LITERATURE
We performed a nonsystematic literature review of automated
PH predictionmodels, which yielded studies based on various
biomedical signals, serum and imaging biomarkers (Table 5).
Notably, our study is the only one that used CT images and
yielded the best accuracy for PH classification.

There can be noted from the existing literature that, our
proposed model stands out as the first deep transfer learning
approach applied to a PH dataset comprising four classes. Our
model achieved an accuracy of 97.27% using our collected
dataset. In comparison, other researchers focused on datasets
with only two or three classes. However, we presented a more
challenging problem than theirs, making our model’s perfor-
mance even more remarkable, surpassing the classification
performance of other existing approaches.

Moreover, the p-values were computed for 45 generated
feature vectors. The p-values for each feature vector were
conducted using couples, as detailed in the literature [35],
[36]. It is important to highlight that a p-value smaller than
0.05 signifies a statistically significant feature.

As a result, we determined the ratio of meaningful features
by dividing the number of features with p-values less than
0.05 by the total number of features. This calculation was car-
ried out using the computed p-values. The findings pertaining
to the ratio of meaningful features, as established from the p-
values, are presented in Figure 16.
According to the observations from Figure 14, the most

distinguishable classes are Group 3 and Control. The classes

FIGURE 12. Classification accuracies of various elements of EfDenseNet
deep feature extraction. See Table 3 for details of extracted feature
vectors f1 to f4.

that show similarity are the pairs Group 1 - Group 2, Group 2
- Group 3, and Group 1 - Control.

D. HIGHLIGHTS
Our research findings, highlights, and limitations are listed
below.
Findings:

• The effectiveness of nested patch division was demon-
strated in ablation studies.

• Among the elements used in the EfDenseNet feature
extraction, DenseNet201 slightly outperformed Effi-
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FIGURE 13. Classification accuracies stratified by feature selector. 1: NCA;
2: Chi2; 3: ReliefF.

FIGURE 14. Classification accuracies stratified by feature selector. 1: kNN,
2: SVM.

FIGURE 15. Ablation results obtained for various cases.

cientNetb0; and the fully connected layer slightly out-
performed global average pooling later.

• Among feature selectors, NCA performed the best.
• Among classifiers kNN outperformed SVM.
• IMV-based voted results outperformed classifier-based
results.

Highlights:

• A new PH dataset comprising 807 images in four classes
(1 control, 3 PH of varying severity) was collected and
made publicly accessible.

TABLE 5. Summary of published machine learning models for PH
classification.

• IMV in the final phase rendered our model self-
organizing structure: from feature vectors generated by
the EfDenseNet architecture, the best result was auto-
matically calculated by mode-based IMV.

• We combined computationally efficient classical
machine learning methods with pretrained CNNs, and
attained high classification performance at low time
complexity,

• The dynamic-sized nested patch structure enabled
detailed local and global feature extraction.

• EfDenseNet model explainability was demonstrated.

Limitations:

• The study used a relatively smaller dataset, which may
limit the generalizability of our results. We collected
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FIGURE 16. P-value analysis of the selected features. 1: Group 1; 2:
Group 2; 3: Group 3; C: Control.

this dataset from a single medical center. Therefore, the
collected dataset is not a large CT image dataset.

• We incorporated standard effective feature selectors
and classifiers into our model without pre-testing.
As our model is parametric, it is feasible to refine
our model further by optimizing or substituting these
elements.

• Our model achieved the highest classification perfor-
mance among the compared models. However, it has
approximately 25.3 million parameters, given that we
proposed a hybrid CNN. Hence, our number of learn-
able parameters is larger than SqueezeNet (∼1.2M),
DenseNet201 (∼20M), MobileNetV2 (∼3.5M), Effi-
cientNetb0 (∼5.3M), and DarkNet19 (∼20.8M).
To address this issue, we employed a deep transfer
learning technique.

VI. CONCLUSION
In this research, we introduced a novel deep feature engineer-
ing architecture, named EfDenseNet, which autonomously
selects the best output based on classification accuracy.
The model employs EfficientNetb0 and DenseNet201 to
extract deep features. We compiled a new CT image
dataset for PH detection, upon which the EfDenseNet
was applied, achieving a classification accuracy of 97.27%
across four classes. Furthermore, we analyzed the time
complexity of our approach, determining that EfDenseNet
operates with a linear time overhead. These findings demon-
strate that our proposed model is a robust tool for PH
classification.

VII. FUTURE WORKS
We aim to expand the PH dataset and refine the EfDenseNet
architecture by integrating additional feature selectors and
classifiers. The generalizability of our findings is constrained
by the limited size of our dataset. Given that the CT pro-
cedure is noninvasive and widely accessible, we foresee
the collection of larger datasets for independent valida-
tion of our model. In the future, we aspire to develop a

universally applicable PH detection model utilizing more
extensive and diverse CT image datasets. With the use of pre-
trained comprehensive datasets, tools for PH detection can be
devised. Furthermore, as highlighted, refining feature selec-
tion and classification strategies could enhance the model’s
performance. Ultimately, we plan to incorporate cutting-edge
methodologies with explainable artificial intelligence and
uncertainty quantification to use the model in a noisy envi-
ronment [37].
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