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ABSTRACT Detecting cardiovascular irregularities in a timely manner is crucial for preventing any fatal
risks. This research aims to devise an efficient forecasting algorithm for the timely prognosis of Coronary
Heart Disease (CHD). The study includes a diverse sample of individuals from Framingham, Massachusetts,
with varying demographic, clinical, and co-morbidity parameters. We aim to achieve this with a two-step
ensemble Machine Learning model. Firstly, feature importance is integrated with conventional classifiers
to build Feature Weighted Meta-Models with a Forward feature selection algorithm. Subsequently, the top-
performing Meta-Models are combined to design the Hybrid Voting Models to predict the risk of CHD
in a ten-year timeframe by minimizing the misclassification rate. The proposed models undergo vetting
using multiple metrics, including F1 score, Matthew’s Correlation Coefficient (MCC), Misclassification
Ratio (MCR), and Accuracy. Given the high cost associated with misclassification in the healthcare domain,
these metrics are carefully considered. The resulting model demonstrated strong predictive capability for
CHD risk, achieving an overall accuracy rate of 95.87%. The F1 score is calculated to be 0.91, the MCC
is 0.83, and the MCR is 0.041. Notably, the model achieved these impressive results using only seven
features, reducing the time complexity of the prediction. In comparison to conventional classifiers, our
model achieved a 23.94% improvement in accuracy, and a 17.23% improvement over average Meta-models
accuracy, highlighting its effectiveness in predicting CHD risk.

INDEX TERMS Accuracy, ensemble learning, feature weighted meta-models, F1 score, feature importance,
feature optimization, hybrid voting model, machine learning, MCC, misclassification ratio, time complexity.

I. INTRODUCTION

Healthcare is one of the greatest fields in which many aca-
demics have shown true interest. In order to deliver effective
and affordable healthcare services, there is currently a lot of
focus on restructuring existing healthcare processes utilizing
various technological techniques. Automation in healthcare
attempts to provide doctors with a wealth of patient infor-
mation in an efficient manner. For the scientific community,
it opens up a completely new field of investigation, and
several studies are being done in this area. Furthermore, the
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exposure of the global demographics to lifestyle diseases
namely Hypertension, Diabetes, Risk of Cardiovascular dis-
ease, etc. is at an all-time high owing to various economic
and professional factors leading to higher risk for the human
heart [1]. Coronary Heart Disease (CHD) is a leading cause of
morbidity and mortality worldwide [2]. According to statis-
tics from WHO, nearly 18 million people succumb to various
heart diseases every year globally contributing to around 32%
of the overall global death. Accurate prediction of risk is
crucial for the prevention and management of this condition.
Traditional risk prediction methods, such as the Framingham
Risk Score, have limitations in terms of their predictive ability
and generalizability to diverse populations [3]. On the other
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hand, Machine Learning techniques can potentially improve
risk prediction by leveraging large datasets and a variety of
risk factors.

In this study, we aim to evaluate the performance of various
Machine Learning classifiers and ensemble learning models
in predicting the risk of CHD. We used a dataset containing
information on gender, age, education level, body mass index
(BMI), smoking history, heart rate, glucose level, and history
of heart disease, hypertension, and diabetes, as well as CHD
outcomes in a time frame of 10 years. We obtained the rela-
tive importance of considered risk factors using the Random
Forest feature importance technique and provided the input
features iteratively to the ML classifiers based on their rank-
ing of importance. The Machine Learning models included
k-nearest neighbors (KNN), Support Vector Machine (SVM),
Decision Tree (DT), Random Forest (RF), Extra Tree (ET),
AdaBoost (AdB), and XGBoost (XGB). Further, we trained
a two-layer ensemble model to foster our prediction by mini-
mizing the blind spot of constituent classifiers. The first layer
consisted of a Feature weighted Meta-model designed with a
Forward Feature Selection algorithm. For the second layer,
we selected the top performing Meta-models to build our
proposed Hybrid Voting Model to predict the risk of CHD.
In doing so, we combined an appropriate feature selection
algorithm with a multi-step ensemble predictor in order to
strengthen the outcomes by reducing the overall rate of mis-
classification of CHD risk prediction over a 10-year time
frame.

The findings of this study have the potential to inform
the development of more accurate and efficient risk predic-
tion tools for CHD, which can be used in clinical practice
to identify individuals at high risk and guide preventive
interventions. By doing so, we hope to contribute to the devel-
opment of more accurate and reliable CHD risk prediction
models that can aid in the prevention and management of
this important public health issue. Our research also aligns
with the 3rd Sustainability Development Goal (UNSDG-3)
the United Nations rolled out, emphasizing the importance of
a healthy lifestyle and well-being for humans of all ages and
demography.

Our proposed research aims to devise a highly effective
model to predict the risk of human cardiovascular disease.
We aim to achieve this by creating a 2-step Hybrid Ensemble
model that is built on the principle of shielding the blind
spots of standalone classifiers and converging for a bet-
ter predictive outcome. The above proposition also factors
in our cognizance of the staggering cost of misclassifica-
tion in the healthcare sector and strives to produce a more
accurate result as measured by several metrics. We also
take the cost of computational complexity into account and
hence another objective of this work is to optimize the
model for superior results with a smaller number of input
features. Our key contributions to the research are listed
below:

e The 2-step ensemble Machine Learning classifier

involved building Feature Weighted Meta-Models and
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subsequently combining top-performing models to
design the Hybrid Voting Model

« Efficient reduction of individual classifiers’ blind spots
to eliminate misclassification with the Hybrid Ensemble
model

« Iterative incorporation of relative feature importance
using a Forward Feature Selection Algorithm within a
2-step Ensemble classifier to optimize computational
complexity

The organization of the rest of the paper is outlined below.
Section II covers a comprehensive overview of the latest
research in the field. In Section 111, we delve into the various
feature engineering methods to obtain the optimal feature
set as well as the design of our proposed Feature weighted
Meta-models and Hybrid Voting Model. The results and anal-
ysis of our experiments are presented in Section IV where
we have described the inference drawn from the evaluation
parameters of various models and presented a benchmarking
study. Finally, in Section V, we summarize our findings and
discuss potential future directions for this research.

II. LITERATURE SURVEY

Healthcare systems intend to leverage the rise in connec-
tivity and mobile device infrastructures in employing smart
devices [4] capable of establishing an IoT network. Smart
devices are immensely useful for monitoring the patient’s
condition, analyzing medical information, and proactively
detecting the degree of involvement expected from the doctor.
In recent years, the number of healthcare applications using
wearable technology has significantly increased [5] owing
to the advantage of being comfortable over conventional
medical devices. One such example is a smart device that
consolidates ECG, Accelerometer, and SPO2 in a single form
factor [6]. These devices use various sensors to collect data
about the human body. Working with sensors has its own set
of limitations with respect to their energy consumption and
transmission loss of data packets, as the patient cannot be in
idle condition for a long time. Hence, it is important to place
an intermediate node in the path of transmission to enhance
the efficacy of the network concerning energy utilization,
cost, and latency [7], [8].

Without a doubt, the advancements that IoT has achieved
in the healthcare industry are unfathomable [9]. It can aid
in the early diagnosis of some asymptomatic conditions
like anemia and breast cancer. A quick first-aid response
time, an effective communication system, and a user-friendly
interface are three key components that must be considered
when developing effective healthcare equipment or systems
for the senior population [10]. The adoption of IoT-based
software largely powers the influx of big data and allied
techniques in the healthcare sector. Fahad et al. [11] have
discussed how this software is useful for the collection of
large-scale biometric data to predict the health statistics of
patients. Ravindran et al. [12] have devised a novel method
by combining Apache Spark and deep learning in big data
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to predict the physical risk and probability of a patient
getting readmitted to the hospital. Predictive analysis has
gained further understanding with the use of diverse Machine
Learning models for healthcare big data, as elaborated by
Daliya et al. [13].

Researchers have indicated the usage of deep computation
methods on ECG data for the proactive detection of Car-
diovascular disease risk [14]. In [15] and [16] the authors
have focused on predicting cardiovascular risk within a
10-year time frame in the presence of comorbidity conditions
for Asian population data. Even real-time ECG data cannot
perfectly recreate the complexity of the human heart because
it is such a complicated organ. As a result, it’s important to
recognize and give the platform permission to collect various
sorts of data from various sensors. Therefore, Farman et al.
[17] have gone a step ahead to predict the risk associated with
the human heart using ensemble computational methods on
fused features gathered from sensors and the medical history
of the patient. Khanna et al. [18] have fused conventional
CHD risk factors with an ultrasound image of carotid to pre-
dict the irregularities associated with it; this further led to the
research done by Jain et al. [19] that focuses on ML-enabled
biomarkers to prevent CHD risk.

Contemporary research by Yar et al. [20] has centered on
the importance of feature engineering of the input parame-
ters that go into the deep computational models for better
prediction accuracy of Cardio Vascular Disease (CVD).
Researchers have also performed ANN modeling on molec-
ular diagnostics data to predict intra-organ failure of CVD
patients and subsequently have forecasted the recovery rate
using various Machine Learning algorithms [21]. The authors
in [22] have proposed an ingenious method to analyze cardiac
MRI with the help of disease classification and segmentation.

According to Wongvibulsin et al. [23], studies conducted
with patients in a connected environment to monitor various
risk factors of CVD, e.g., dietary practices, lipid profile,
smoking habit, and morbidity history, showed encouraging
results when encountered in a computational model. Wanda-
CVD [24] acted as a remote health monitoring system that
worked on a smartphone and demonstrated great results in
educating the women population about identified CVD risks
through feedback on their lifestyle.

The foremost step in the design of an analytical model to
foresee the risk of CHD is the selection of risk factors that
will be used as input for the model. The authors in [25], and
[26] have highlighted several risk factors in their research that
make for the risk of heart disease in various stages of events
of CHD. Giardina et al. [27] have focused on developing
a supervised kNN model to predict the risk of CHD for
the Type-2 Diabetic population with 64% effectiveness. The
impact of hypertension on CHD has been captured in [28] as
a part of their research to predict the risk of CHD in a 3-year
time frame for hypertension patients.

Recent research done by Krishnani et al. [29] describes the
importance and methods of feature engineering while work-
ing with large-scale healthcare data for ML classifiers. The
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experiments conducted by the authors in [30], [31], and [32]
highlight the impact input features may have on the overall
prediction model developed using Machine Learning tech-
niques and test their models with various feature extraction
techniques. A study undertaken by Nithya et al. [33] high-
lighted the importance of Machine Learning-based models
to efficiently analyze healthcare data and focuses on indis-
pensable movement in this direction to provide personalized
healthcare. In their recent research, Hassan et al. [34] have
implemented various Machine Learning-based classifiers to
forecast the risk of CHD. Another analytical model designed
by Bemando et al. [35] on public data from the Cleveland
database using Random Forest and Naive Bayes (Gaussian
and Bernoulli) on various risk factors compared the results

across these models.
Table 1 describes state-of-the-art studies on the usage
of Machine Learning-based classifiers to predict the risk

of CHD.

TABLE 1. Snapshot of state-of-the-art research on CHD risk evaluation.

Author Algorithms used Dataset used Accuracy
Hassan et al. NN, LR, SVM, Heart Dataset 96.28%,
[34], 2022 XGB, NB, RF, (UCI repository) Random Forest
DT, RBF,
GBT, KNN, MLP
Truong et al. CART, LDA, Heart Disease 90%, AdaBoost
[38], 2022 AB, ET, LR, Dataset
SVM, MNB, (UCI repository)
XGB, RF
Abdalrada et NB, SVM, DT Heart Disease 90%, Decision
al. [39], 2022 Dataset Tree
(UCT repository)
Singh et al. KNN, SVM, DT,  Heart Disease 92%, Linear
[40], 2022 NB, LR Dataset Regression
(UCl repository)
Kishor et al. LM, LR, NB, DT, Heart Cleveland 88.40%, Hybrid
[44], 2020 RF, HRFLM (UCI repository) Random Forest
SVM Linear Model
Bemando et RF, Gaussian- UCI-Cleveland 85%, Naive
al. [35],2021 NB, Bernoulli- database Bayes
NB
Gupta et al. DT, RF, LR UCI-Cleveland 92.10%, Linear
[37], 2022 database Regression
Arumugam et LR, NB, Hungarian and 99.81%,
al. [36],2021 MS5P Tree, RF Statlog Random Forest
REP, J48, JRIP (heart) dataset

Doppala etal.  Random Forest Congenital heart Sensitivity 85%
[41],2022 into fetal disease database and
echocardiography ~ with Specificity 88%
3910 Singleton
Fetuses
Gudmundsson  kNN,LR, SVM, Pathogen, Host 99%, Random
et al. [42], RF feature Forest
2022
Marco et al. kNN, RF, LR, Public Health 84%, Support
[44], 2018 DT, SVM, XGB Dataset Vector Machine
Siuly et al. MLP, DT, RF, IoT based 92.30%,
[45], 2016 NB, kNN, L- generated Random Forest
SVM Data and L-SVM
Kumar et al. kNN, RF, SVM Heart disease 95%, Random
[46], 2021 dataset, SA Forest
Ammarah et DT, RF, MLP, Data gathered 92.9%, Multi-
al. [47],2021 kNN, SVM, DL from the hospital Layer
methods, Cross- Perceptron
validation

To fill in the gap of accuracy with a standalone classifier,
Riyaz et al. [48] have thrown light on the requirement of
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various ensemble classifiers for the prognosis of heart dis-
ease. Edward et al. [49] have used an ensemble classifier
by combining a Decision tree, Random Forest, and Extreme
gradient boost. They used a majority voting technique in
their classifier to achieve a 99.32% better result than the
baseline. Different Machine Learning (ML) and deep learn-
ing (DL) methods to foresee the risk of CHD using 14 risk
factors studied in [50]. Wang et al. [51] have conceptualized a
2-layer stack using combinations of ML classifiers to eval-
uate the CHD risk. Yekkala et al. [52] have compared
the performance of various ensemble classifiers and parti-
cle swarm optimization-based methods in CHD prediction.
Pattanayak et al. [53] have emphasized the importance of
hyperparameter tuning in their research on ensemble ML
models and have benchmarked their model efficiency using
various standard parameters.

Based on the discussions mentioned above, we learned
that researchers have been trying to put forward a number of
novel methods to predict the risk associated with the human
cardiovascular system using ML classifiers. While individ-
ual classifiers are performing well in most of the use cases
discussed, there is an even higher upside for employing an
ensemble of ML classifiers with logical rules. Another signif-
icant aspect of this research is handling the huge amount of
data because of which feature engineering plays a pivotal role
in the experiment in order to boost the model performance.

lll. METHODOLOGY
In our proposed research, we focus on designing a two-step

ensemble classifier to forecast the risk of CHD with conven-
tional Machine Learning classifiers as the foundation blocks.
Another essential aspect of our model design is the selection
of the optimal feature list for the best predictive performance.
A high-level architectural flow of our proposed methodology
is shown in Figure 1 below.

Ensemble Learning
Model

Feature Weighted
Meta-models
Hybrid Voting Model

Performance
Benchmarking

FIGURE 1. Schematic diagram of the proposed methodology.

Feature Engineering

E— ‘ Data scaling and | Muhicollingarity

Framingham
Heart disease|—
| daa

\ ‘ SMOTE
Exploratory 5 Conventional 5
Data Analysis Classifiors
5] Fealure importance
) ranking

|reguarizaton]

A. DESCRIPTION OF DATASET

We utilized a dataset gathered from a survey conducted
in Framingham, Massachusetts, to examine cardiovascular
health. The dataset included 15 clinical and demographic
variables for 4,238 participants. However, a small subset of
individuals had incomplete information, necessitating the use
of imputation to fill in missing values with appropriate data.
Table 2 provides a summary of the features that were taken
into account for our investigation.
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TABLE 2. Description of features.

Feature # Feature name Description
Feature 1 male Gender of the subject; binary data field
Feature 2 age Age of the subject at the time of data
collection
Feature 3 education Education level of the subject
Feature 4 currentSmoker If the subject was a smoker at the time of
data collection
Feature 5 cigsPerDay No. of cigarettes consumed per day
Feature 6 BPMeds If the subject is taking medicines for BP
Feature 7 prevalentStroke If the subject has a history of stroke
Feature 8 prevalentHyp If the subject has a history of
hypertension
Feature 9 diabetes If the subject has a history of diabetes
Feature 10 totChol The Total cholesterol level of the subject
Feature 11 sysBP The Systolic BP level of the subject
Feature 12 diaBP The diastolic BP level of the subject
Feature 13 BMI Body-mass-index of the subject
Feature 14 heartRate The heart rate of the subject measured
randomly
Feature 15 glucose The Glucose level of the subject
measured randomly
Target TenYearCHD Risk of developing CHD in 10 years’

time frame

The population group covered in our dataset had 85% of
subjects who did not have the risk of CHD. The charts in
Figure 2 display the distribution of the 15% population who
have the risk of developing CHD in 10 years with the risk
factors considered to analyze the impact of features on the
risk of CHD for the population exposed to the risk.

Smoking habbit Gender
52% 54%
51% 52%
50% 50%
49% 48%
48% 46%
4T% 44%
46% 42%
Current smoker  Current non smoker Male Female
History of Hypertension BMI
51% 70%
50% 60%
50% 50%
50% 40%
50% 200
50% °
49% 20%
49% 10%
49% 0%
Hyp Non-Hyp <=25 =25

Diabetes and Stroke Cholestrol level

history 90%
ez
20% 503
80% 50%
% 40%
ggz: Diabetes 30%
20% Stoke 208
30% 10%
20% 0%
10% <200 200-400 400600  >600

Age group Education level
70% 60%
60% 50%
50% 40%
40% .
0% 30%
20% 20%
10% 10%
0% 0%
32-45 48-60 60-70 1 2 3 4

FIGURE 2. Analysis of CHD risk population w.r.t attributes.

We draw the following inference from doing exploratory
data analysis on our feature set.
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o The male population group is at slightly higher risk as
compared to the females
« People with a smoking habit, a history of hypertension,
and BMI above the recommended level (19-25), and
soaring cholesterol levels have a higher risk of devel-
oping CHD
o CHD risk goes down with education level
o CHD risk increases with an increase in age beyond 45
o The target does not have a clear correlation with any one
feature
In our data, it is identified that 85% of the population does
not have CHD risk as compared to 15% who have the risk
of CHD. This skewness towards the absence of CHD risk
introduced class imbalance which usually hinders conven-
tional Machine Learning models from performing optimally.
Therefore, the Synthetic Minority Oversampling Technique
(SMOTE) is used as a data transformation method to mitigate
the imbalance. The new input data had 7,188 total observa-
tions and an even split between the presence and absence of
CHD risk.

B. FEATURE OPTIMIZATION
Feature optimization in Machine Learning refers to the pro-
cess of choosing the most relevant features from a dataset
to use as inputs for a model. This can be done through a
variety of methods, such as feature extraction followed by
feature selection. The goal is to upgrade the performance
of the model by using only the most relevant features. This
can also help to reduce overfitting, as well as enhance the
computational efficiency of the model.

For the aim of our analysis, the following feature optimiza-
tion methods are implemented as described in the following
subsections.

1) MULTICOLLINEARITY REMOVAL

Multicollinearity is a phenomenon that occurs if the inde-
pendent variables in a regression model are significantly
correlated with each other. Amongst our feature set, strong
Pearson Correlation Coefficient (PCC) values are observed
between a few features as shown in Table 3.

TABLE 3. Highly correlated features.

Features PCC

sysBP, diaBP 0.78
currentSmoker, cigsPerDay 0.77
prevalentHyp, sysBP 0.70
prevalentHyp, diaBP 0.62
diabetes, glucose 0.61

Based on the input dataset and a chosen statistical level of
significance at 95%, all the above PCC values are found to
be statistically significant with p-values less than 0.05. The
Variance Inflation Factor (VIF) score is used to further assess
the aforementioned features since it gauges to what extent the
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variance of the calculated regression coefficient is inflated by
the existence of additional correlated independent variables.
Mathematically,

VIFi(f) = 1/(1 — R}) ey

where, R?> = % defined as the coefficient of determination
for the regression of feature f on all other independent features
denoted by i; SSR: - Sum Square Regression and SST: - Sum
Square Total of SSE (Sum Square Error) and SSR

For our dataset, we calculated stepwise VIF scores for each
combination of features showing multicollinearity as shown

in Table 4.

TABLE 4. Highly correlated features.

Step 1 Step 2
Feature VIF Score Feature VIF Score
prevalentHyp 1.795 prevalentHyp 1.638
sysBP 103.766 diaBP 1.638
diaBP 99.364
Step 3 Step 4
Feature VIF Score Feature VIF Score
currentSmoker 3.824 diabetes 1.11
cigsPerDay 3.824 glucose 1.11

In each phase, the bolded features with the highest VIF
score are the ones that are taken out of the dataset. We found
that the features have equal VIF scores in subsequent steps,
therefore any one of them is eliminated to ensure linear
independence.

2) L1 REGULARIZED LOGISTIC REGRESSION

L1 regularization, also known as Lasso regularization, is one
of the methods in ML to ward off overfitting by adding a
penalty term to the cost function. The penalty term is defined
as the absolute value of the coefficients of the model multi-
plied by a constant, called the regularization parameter. This
sets some of the coefficients to zero, effectively minimizing
the count of features fed into the model. L1 regularization
can be useful for feature selection and preventing overfitting,
especially when working with high-dimensional data.

For our dataset, we used an L1-regularized Logistic regres-
sion. The rationale for using Logistic regression is that it
produces True or False labels for the input features based
on their significance of contribution. Formulating the cost
function mathematically,

W= (/N > [yixlogt)+(1 =3 *a] @

a = log(1 — y;) 3)
Wiew = W + A % [|W]] @)

VOLUME 11, 2023



S. C. Patra et al.: Forecasting CHD Risk With a 2-Step Hybrid Ensemble Learning Method

IEEE Access

where N:- No. of observations, y:- predicted probability,
y:- actual value W:- vector of coefficients; A:- Regularization
parameter; ||W||:- the L1 norm for W, i.e., the sum of the
absolute values of the elements in W.

We observed that all the coefficients of all the 11 features
obtained after multicollinearity removal could not be shrunk.
This further validated the linear independence of our features.

3) RANDOM FOREST FEATURE IMPORTANCE

Random Forest models have inbuilt feature importance mea-
sures that can be used to evaluate the comparative importance
of each feature in the dataset for the prediction task. This is
achieved by measuring the decrease in impurity (i.e., Gini
index) due to splits on a particular feature. It is calculated by
averaging the decrease in impurity over all trees in the model
forest and is normalized by the total number of samples.
The Gini importance of our considered features is given in
Figure 3 in descending ranked order.

Relative Feature Importance

age
diaBP
totChol
BMI

0.16931
0.16022

0.12836
glucose 0.12544

heartRate 0.11778

Feature

0.07789
0.04976

cigsPerDay

education

male 0.02038
0.00607

0.00078

BPMeds
prevalentStroke

0.00000 0.05000 0.10000 0.15000

Gini Importance

FIGURE 3. The relative importance of features.

C. ENSEMBLE LEARNING MODEL

We devised a 2-step ensemble learning model on our features
to predict the risk of CHD. A high-level architecture diagram
of the proposed model is demonstrated in Figure 4.

Feature Weighted Meta-models Hybrid Voting Model

kNN

f Meta-model 1 Soft Voting
& Model
2 Decision Tree 5 Meta-model 2
g
r Random Forest E Meta-model 3
e o
K Extra Tree 7 o
Top 5 Mela-models F . AT
AdaBoost o E i famick. Hard Voting
8
XGBoost E a Hierarchical input Meta-model 5 ool
o
a
+ 5 f Forward Feature
g
H Selecton
g E RF Feature E q:a. RF Feature
& s Importance E = Importance

FIGURE 4. Constituents of the ensemble learning model.

1) STEP 1 - FEATURE WEIGHTED META-MODELS
The goal of this activity is to construct a two-layer Meta-
model that takes the outputs of the lower layer as an input

VOLUME 11, 2023

for the layer stacked above it. In our Meta-model, RF Feature
Importance forms the lower layer where we have obtained the
relative importance of 11 features considered. The Machine
Learning classifiers are being used to form the top layer of the
model. We are using kNN, SVM, DT, RF, ET, AdB, and XGB
classifiers to determine CHD risk. Features from the bottom
layer are fed into each classifier in the top layer following an
iterative manner with Forward Feature Selection algorithms
based on their relative importance, as shown in Figure 3.
Since we have removed multicollinearity from our feature
set, Forward Feature Selection serves as the most appropriate
feature selection method to reduce the computational expense
significantly. Hyperparameters of the respective classifiers
are optimized with GridSearchCV for the most accurate out-
come of CHD risk prediction.

2) STEP 2 - HYBRID VOTING MODEL

With the goal of enhancing the accuracy of our proposed
CHD prediction methodology, we are developing the Hybrid
Voting ensemble model. The Hybrid voting classifier is a
way to enhance the accuracy of the model by combining the
predictions of multiple Feature Weighted Meta-Models. The
concept behind a voting ensemble classifier is that different
models can make different mistakes. However, by combining
the predictions of multiple models, the errors can be reduced,
leading to improved performance. The voting approach min-
imizes the errors of individual classifiers and maximizes the
prediction space of the model, thus covering the blind spots
of each classifier. This helps in decreasing misclassification
in predictions, which is particularly critical in CHD risk
prediction, where both False Positives and False Negatives
have severe consequences. Our hybrid voting ensemble mod-
els are less prone to overfitting, as they are less influenced
by the idiosyncrasies of a single training set, which makes
them well-suited to complex problems with a lot of noise or
variance in the data.

Our proposed Hybrid Voting Model takes the 5 best per-
forming Feature Weighted Meta-Models as the constituents
to predict the risk of CHD. This Hybrid Voting Model is
formed as a hierarchical top layer above the Meta-models
constructed in the earlier step. The same Forward Feature
Selection algorithm used in the previous step is applied to
feed features into the model based on their relative impor-
tance. We are considering both Hard and Soft voting models
for our evaluation. In hard voting, the final prediction is
based on a simple majority vote of the individual model
predictions. In soft voting, the final prediction is based on a
weighted average of the individual model predictions, where
the weights are based on the models’ predicted probabilities.
Mathematically,

Yhara = mode [yi(x)], i € [1, k] ®)
k
Yoo = argmax {Zzl [wi yi(xn} ©)

where, Y 44 and Y s are resultant outputs of Hard and Soft
Hybrid voting models respectively, y:- prediction of individ-
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Algorithm 1 Feature Weighted Meta-Model Using Forward
Feature Selection
Parameters:

Current_set ={}

feature_list: set of all ordered features as per RF Feature

importance
Initialization:
1. Start

2. For each Meta-model

3 While feature_list is not empty

4. Select the next best feature f

5. Add the feature f to the current_set

6 Remove feature f from feature_list

7 Train the Meta-model on the current_set with
hyperparameter Tuning

8. Evaluate the trained hyperparameter tuned model
9.  End While
10.  End For

11. Sort the Meta-model set by the Performance Parameter and
consider 5 best performing models
12. End

Algorithm 2 2-Step Hybrid Ensemble Model

Parameters:
Meta-model =5
feature_list: set of all ordered features as per RF Feature
importance
Initialization:
1. Start
2 For each Meta-model
3 Calculate the Weight of Meta-model
4 Append the weights to the Weighted Meta-model
5. End For
6
7
8

While feature_list is not empty
Select the next best feature f
Add the feature f to the current_set

9. Remove feature f from feature_list
10. Calculate hard voting with the Meta-Models
11. Calculate soft voting with the Weighted Meta-models
12. Hyperparameter Tuning on the Hybrid voting model
13. Evaluate the Performance Parameter on both hard voting

and soft voting
14. End While

15. Select the feature_list with the best-performing Hybrid voting
model
16. End

ual Feature Weighted Meta-Models, w:- weights associated
with each Feature Weighted Meta-Model, k:- number of con-
stituent models of the Hybrid voting model

The resultant outcome of the proposed Hybrid Voting
Model resonates with the hypothesis provided by the Law of
Large Numbers which states that the ensemble model reduces
the variance of the predictions compared to a single model,
resulting in improved accuracy. The algorithms followed for
our proposed model are demonstrated above.

D. MODEL EVALUATION MATRIX
To evaluate the efficiency of our proposed Feature Weighted
Meta-Models and Hybrid Voting model, we use the following
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metrics
TP + TN

Accuracy = @)
TP+ TN + FP 4+ FN

where TP:- True Positive, TN:- True Negative, FP:- False
Positive, and FN:- False Negative

2 % Precision * Recall

F1 score = — (8)
Precision + Recall
. TP
where, Precision = —— (8.a)
TP + FP
TP
Recall = —— (8.b)
TP + FN

The F1 score is calculated as the Harmonic mean of Preci-
sion and Recall. F1 Score is a useful metric for our analysis of
healthcare data since in the medical domain both False Posi-
tive (FP) and False Negative (FN) misclassification instances
can be immensely fatal.

Matthew’s Correlation Coefficient (MCC)
_ (TP« TN) — (FP % FN)
~ J(TP £ FP)x (TP + FN) = (IN + FP) x (IN + FN)
)

MCC is an efficiency measure for binary classification and
varies in the range of [—1, 1]. MCC value 1 indicates perfect
alignment, and —1 means total misalignment with the clas-
sification. 0 MCC signifies that the classification does not
have any logical ground. The level of statistical significance
is chosen at 95%.

AUC-ROC: The area captured by the Receiver Operating
Characteristic (ROC) curve or AUC-ROC is calculated by
plotting the true positive rate (TPR) against the false positive
rate (FPR) at various threshold settings. The AUC-ROC is
between 0 and 1, where 1 represents a perfect classifier.

FP+ FN

TP+ TN + FP+FN
(10)

Misclassification Ratio (MCR) =

Misclassification Ratio (MCR) can be called the blind spot
of the classifier. MCR can also be defined as [1 — Accuracy],
therefore describing the error in the classification process.
The value of MCR varies between O to 1; a smaller MCR
indicates better classifier performance.

IV. RESULTS AND ANALYSIS

We conducted two experiments to study the effectiveness of
the proposed model. The initial experiment stacked feature
optimization on conventional Machine Learning classifiers to
build our proposed Feature Weighted Meta-Models and iter-
atively determined the optimal feature and hyperparameters
combination for the best performance. The second experi-
ment selected the top 5 best performing Feature Weighted
Meta-Models and designed a Hybrid Voting ensemble clas-
sifier to improve CHD risk prediction. All experiments are
run on an Intel-Core i5 11th gen. processor @3.7GHz having
8GB of RAM, and a 64-bit Windows 11 operating system
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using the Python programming language on the Google Colab
platform.

A. EXPERIMENT 1: FEATURE WEIGHTED META-MODELS
WITH FORWARD FEATURE SELECTION
In this part of the experiment, results from the feature selec-
tion method are stacked on conventional classifiers to build
our proposed Feature Weighted Meta-Models. The Random
Forest Feature Importance used here chalked out features
based on their relative importance and ranked them. The
Feature Weighted Meta-Models take them as input, following
the Forward Feature Selection Algorithm iteratively. These
models are trained with manual hyperparameter optimization,
and the best results are obtained for 5-fold cross-validation.
Table 5 demonstrates the efficiency of considered stacked
classifiers based on Accuracy, F1 Score, MCC (statisti-
cally significant, p-value < 0.05), and MCR parameters
along with the number of features they considered for best
performance.

TABLE 5. Performance of feature weighted meta-models.

No. of Accuracy

Model Features (#F) (%) F1 MCC MCR
kNN 7 84.71 087  0.71 0.15
SVM 9 77.31 0.79 0.55 0.23
Decision Tree 6 79.86 0.76 0.51 0.20
Random Forest 8 86.64 0.87 0.72 0.13
Extra Tree 7 89.14 0.88 0.74 0.11
AdaBoost 7 72.26 073 045 0.28
XGBoost 8 82.53 0.81 0.61 0.17

As observed in the above table, the Random Forest and
Extra Tree models had the highest accuracy at 86.64%
and 89.14%, respectively, indicating that they are the
best-performing models for correctly classifying instances.
These models also had the highest F1 scores, 0.87 and 0.88,
respectively, as well indicating that they have a good balance
between precision and recall. The Extra Tree model had the
highest MCC of 0.74, indicating that it has the best overall
performance in terms of true and false classification rates.
The Extra Tree, and Random Forest models produced the
lowest values of MCR as well, which demonstrates high
efficiency in the assignment of correct class labels. Here,
we observed that all the Feature Weighted Meta-Models
produced the best accuracy at a smaller number of attributes
than the original dataset, making the time complexity of our
analysis significantly better.

Training and Testing accuracy of various Feature Weighted
Meta-Models are shown in Figure 5 which establishes the
absence of both significant overfitting and underfitting.

We gauged the performance of our proposed models with
AUC-ROC as shown in Figure 6 to measure the capability of a
model to differentiate between positive and negative classes.
It was observed that all the proposed Feature Weighted
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Training vs Testing Accuracy of Feature Weighted Meta-
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FIGURE 5. Learning accuracy of feature weighted meta-models.

Meta-Models performed decently well. However, Random
Forest and Extra Tree models had the best AUC-ROC value
of 0.94.

10 1 —
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=
v
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2
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-3
u / KNeighborsClassifier (AUC = 0.87)
& 044 SVC (AUC = 0.84)
2 —— DecisionTreeClassifier (AUC = 0.76)
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- —— AdaBoostClassifier (AUC = 0.80)

0.0 - XGBClassifier (AUC = 0.88)

00 02 04 06 08 10

False Positive Rate (Positive label: 1)
FIGURE 6. ROC curves for the feature weighted meta-models.

The accuracy of the Feature Weighted Meta-Models was
benchmarked with that of the conventional classifiers and
shown in Figure 7. The conventional classifier is consid-
ered without any hyperparameter tuning with all 11 features
obtained after eliminating multicollinearity.

Meta-model vs Conventional Classifiers

Meta-model Accuracy (%) [l Conventional Accuracy (%)

75 I I I I l
0 I I

Decision Random Extra Tree AdaBoost XGBoost
Tree Forest

8

(5]
&

Model

FIGURE 7. Accuracy comparison of feature weighted meta-models and
conventional classifiers.
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Our proposed Feature Weighted Meta-Models are
observed to outperform their respective conventional
classifiers.

B. EXPERIMENT 2: HYBRID VOTING MODEL

In the final experiment, we selected the 5 best-performing
Feature Weighted Meta-Models from Experiment 1 to design
the proposed Hybrid Voting Model. Here, we considered
Extra Tree, Random Forest, XGBoost, kNN, and Decision
Tree. Forward Feature Selection Algorithm is followed to
provide input features to the Hybrid Voting models iteratively.
The performances of both Hard and Soft voting-based Hybrid
models are shown in Table 6. Both the novel Hybrid Voting
models are benchmarked based on Accuracy, F1 Score, MCC,
and MCR parameters.

TABLE 6. Hybrid voting model performance.

No. of
Features
(#F) Soft Hard Soft Hard Soft Hard Soft Hard

Accuracy F1 Score MCC MCR

1 63.84 6439 066 067 028 029 036 0.36
2 7177 7086 0.70 0.68 044 043 028 0.29
3 7497 7441 076 0.75 050 049 025 0.26
4 7691 77.61 0.78 0.78 054 0.55 023 022
5 81.29 8241 0.82 083 0.63 065 0.19 0.18
6 87.17 8491 0.84 0.85 066 0.70 0.13 0.15
7 95.87 87.00 091 087 0.83 074 0.04 0.13
8 88.19 8588 086 0.86 071 0.72 0.12 0.14
9 9098 8533 086 0.86 070 0.71 0.09 0.15
10 87.70 8554 0.86 0.86 0.70 0.71 0.12 0.14

11 84.01 8498 0.85 085 0.68 070 0.16 0.15

The Hard and Soft Hybrid Voting models showed
AUC-ROC values of 0.86 and 0.94 respectively as shown in
Figure 8.

10 e
- ~
v
£ 08
@
B
% os
u
& 04
W
r
£ 02
§ —— VottingClassifier Hard, AUC=0.8652
00 VotingClassifier (AUC = 0.94)
0.0 02 0.4 06 08 10

False Positive Rate (Positive label: 1)

FIGURE 8. ROC curves for the hybrid voting models.

We are using Analysis of Variance (ANOVA) to estab-
lish the statistical significance of the intra and inter-group

136766

variations among the output of Meta-models as well as the
Hybrid voting models. The Results of a One-way ANOVA
performed with the observation matrix constructed with
the proposed models’ predicted target value are shown in
Table 7.

TABLE 7. ANOVA table of model performance.

Source of

Variation SS df MS F P-value F crit
Between

Groups 55.338 8 6917 52818 7.48E-85 1.939
Within

Groups 1693.761 12933  0.131

Total 1749.099 12941
SS: Sum of Square, df: Degree of Freedom, MS: Mean Square, F: F-ratio, F crit:
Critical value of F-ratio.

As observed, the calculated F-statistic is noticeably higher
than the critical value and, the obtained p-value is signif-
icantly smaller than the chosen significance level (0.05).
Hence, we reject the null hypothesis. This proves that the
mean accuracies obtained from the various models are not
the same. Since the accuracy obtained from the hybrid voting
models (refer to Table 6) is more than that of individual
Meta-models (refer to Table 5 ), we infer that the hybrid
models’ performance is far superior to that of the individual
models.

Figure 9 and Figure 10 illustrate a comparison of Accuracy
and MCR for both the Hybrid Voting classifiers with Hard
and Soft voting techniques, further substantiating that soft
voting performs better than the Hard voting model as the
Accuracy improves. We also observed that MCR for the
Soft voting model is significantly less than the Hard voting
model, indicating better blind spot reduction for an effective
prediction improvement.

Hard Voting vs Soft Voting Accuracy
== Soft VotingAccuracy == Hard VotingAccuracy
1.00

075
0.50

025

0.00

2 4 6 8 10

No. of Features

FIGURE 9. Accuracy comparison of hybrid voting.

As observed in our experiments, the proposed Hybrid Soft
Voting Model is able to predict the risk failure with 95.87%
accuracy by considering only 7 features: age, diaBP, totChol,
BMI, glucose, heartRate, and cigsPerDay. This shows a
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FIGURE 10. MCR comparison of hybrid voting.

23.94% improvement over the conventional classifier base-
line and a 17.23% improvement over the Feature Weighted
Meta-Models baseline accuracy parameters. The features
considered for this prediction result are age, diaBP, totChol,
BMI, glucose, heartRate, and cigsPerDay. This model also
demonstrated a 0.91 F1 score indicating effective mitigation
of risk due to False positive and False negative misclassifica-
tion. The F1 score improved by 12% over the conventional
classifier baseline F1. The MCR of the model is curtailed
by 62.25% with a soft voting approach as compared to the
best-performing Feature Weighted Meta-model with an Extra
Tree classifier. The newly designed Hybrid Hard Voting
Model produced a prediction accuracy of 87.00% and an F1
score of 0.87 for the same 7 features. Figure 11 shows a
significant decline in MCR for the Hybrid Soft Voting Model
as compared to the constituent Meta-models, which indicates
that the Hybrid Voting Model was able to minimize the blind
spots of individual Meta-models effectively to produce a bet-
ter prediction for CHD risk. The plot in Figure 12 illustrates
that the training and testing accuracy of both hard and soft
Hybrid Voting Models are in order and it indicates an absence
of the risk of overfitting or underfitting.

MCR: Meta-models vs Hybrid Voting Model

0.30 T

0.23
0.20 + 0.20
0.15

0.10 +

MCR

0.00

Model

FIGURE 11. Comparison of MCR for all models.
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FIGURE 12. Learning accuracy of hybrid voting models.

Therefore, it is evident that our proposed Hybrid Soft Vot-
ing model outperforms all other conventional models, Feature
Weighted Meta-Models, and Hybrid Hard Voting Model in
predicting the risk of CHD.

V. CONCLUSION AND FUTURE SCOPE
In this study, we developed a robust Hybrid Voting Ensemble

learning model for predicting the risk of CHD more effec-
tively than conventional classifiers. Our approach included
optimizing the features in our Framingham Heart disease
dataset and determining their importance towards the out-
come in the first stage. Next, we integrated the ranked feature
model with conventional classifiers to construct Feature
Weighted Meta Models using the Forward Feature Selection
algorithm. Finally, we selected the top 5 performing Feature
Weighted Meta-Models to form the proposed Hybrid Voting
Model. This model achieved an accuracy of 95.87% in pre-
dicting the risk of CHD over a ten-year period, as observed
in the source dataset. Additionally, we emphasized the impor-
tance of the F1 score as a critical metric, as misclassification
can have significant consequences in the healthcare domain.
Our proposed model demonstrated a high F1 score of 0.91,
significantly reducing the risk of misclassification. We also
established that our proposed model is able to produce supe-
rior predictive performance with 7 features, which are age,
diaBP, totChol, BMI, glucose, heartRate, and cigsPerDay.
Furthermore, the newly developed models performed better
with fewer features, indicating optimized time complexity.
Therefore, our proposed Hybrid Voting Model can aid health-
care practitioners in making more accurate predictions about
the risk of CHD over a longer timeframe.

Going forward, we plan to incorporate additional datasets
to enhance the reliability of our conclusions. We shall also
employ metaheuristic techniques and nature-inspired algo-
rithms to ameliorate the parameters of ML classifiers and
DL methods for a more efficient evaluation of heart disease
across various heart disease-related datasets. Our goal is to
improve the accuracy of current algorithms and identify new
insights.
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