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ABSTRACT Document-level relation extraction (RE) task aims to predict predefined relation types of every
entity pair in a given document. Compared with the sentence-level counterpart, document-level relation
extraction task requires reasoning in a more complex environment, where exist much longer text and much
larger amount of entities, making it a more challenging task. However, previous methods suffers from
over-smoothing problem when the count of GNN layers is high enough, leading high frequency signals on
graph could not pass through filter, and then resulting in an insufficient approximation of the real function
and finally causing a defective performance in tasks. To solve this problem, we propose a novel model,
called DoreBer, for document-level RE task, which can obtain a higher quality of graph representation.
Specifically, DoreBer performs estimation of filter over the normalized Laplacian spectrum of a graph by
leveraging an order-K Bernstein polynomial approximation, and designs its spectral property by setting the
coefficients of the Bernstein basis. Therefore, DoreBer can alleviate the over-smoothing problem to enhance
learning ability of model. In addition, DoreBer has a higher interpretability for learned parameters of graph
filter. We evaluate DoreBer on the DocRED public document-level RE dataset. Online experimental results
demonstrate that DoreBer achieves significant performance improvements (2.72 and 2.76 higher on Ign
F1 and F1 respectively), over the previous state-of-the-art on sequence-based method baseline. DoreBer
reveals the potential of BernNet method in document-level relation extraction tasks and sheds light on a path
to learn potential representation in high-dimensional data.The source code of this paper can be obtained from
https://github.com/factor77/DoreBer/.

INDEX TERMS Natural language processing, document-level relation extraction, graph induction, graph
neural network, attention mechanism.

I. INTRODUCTION
Document-level Relation extraction (RE) is aiming to
identify relation types for every pair of entities in a given
document, and plays an import role in information extraction.
RE is widely used to facilitate a lot of downstream founda-
tional tasks of Natural Language Processing (NLP) including
knowledge base construction [1], [2], [3], knowledge graph
completion [4], [5], [6], information retrieval [7], [8], [9],
alignment [10], [11], [12], and question answering [13],
[14]. Due to the capability of integrating information within
and across multiple sentences of a document and capturing
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complex interactions between inter-sentence entities, the
document-level relation extraction task appeals to many
researchers.

Previous works mainly focus on sentence-level RE,
which identify relations between entities only from a single
sentence [15], [16]. However, sentence-level RE methods
suffer from an ineluctable limitation, large amount of
relations, such as relations from Wikipedia text, which are
reflected through several sentences in real-world applica-
tions [17]. Therefore, it is a necessity of extracting relations
at the document-level for comprehensively understanding
information from text [18], [19], [20].

There exits several core challenges in document-level RE.
Firstly, the subject entity and object entity involved in a
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FIGURE 1. An example selected from the DocRED dataset. Each document
in DocRED is annotated with named entity mentions, coreference
information, intra- and inter-sentence relations, and supporting evidence.
3 out of the 11 relation instances annotated for this example document
are presented. Mentions corresponding to the same named entity are
painted in the same colors and other named entity mentions underlined
for clarity. Note that mentions of the same subject (e.g., People’s Republic
of China, PRC and Chinese) are identified as shown in the first relation
instance.

relation may emerge from diverse sentences. Hence, under
such circumstance, a correct prediction of a relation requires
reasoning across multiple sentences. Secondly, a same entity
may emerge from diverse sentences in different ways of
mention. Therefore, aggregating across multiple sentences
helps to extract a better entity representation. Thirdly,
a large amount of relations require logic reasoning method
to extract them. Specifically, the identification of some
relations necessarily relies on the correct prediction of other
relations between their head entities and tail entities. Figure 1
shows an example chosen from the document-level dataset
DocRED [21]. DocRED is a large-scale human-annotated
document-level RE dataset, consisting of 5, 053 documents
and covering a wide range of categories with 96 relation
types. And we use human annotation part of DocRED, and
the statistics of which are shown in Table 1. As Figure 1
shows, it is easy to recognize the intra-sentence relations
<Tiananmen Square, located in the administrative territorial
entity, Beijing>, <People ’s Great Hall, located in the
administrative territorial entity, Beijing>, and <Communist
Party of China, country, PRC>, since the subject entity and
object entity appear in the same sentence. However, it is
non-trivial to predict the inter-sentence relations between
Tiananmen Square and PRC, as well as National People ’s
Congress and PRC, whose mentions do not appear in the
same sentence and have long-distance dependencies. Besides,
the identification of these two relation instances also requires
logical reasoning. For example, Tiananmen Square belongs to

TABLE 1. Statistics of dataset we used.

PRC because Tiananmen Square is located in Beijing, which
belongs to PRC.

To tackle the above challenge, most previous works first
retrieve the information in the document to obtain a graph,
and then aggregate information from this retrieved graph
through GCN [22] to learn features. However, the filter used
by GCN could be negative. And, However, models based
on GCN suffer from over-smoothing problem when number
of layers is high enough, leading high frequency signals
on graph could not pass through filter, and resulting in an
insufficient approximation of the real function and finally a
defective performance in tasks. By using BernNet [23], our
proposed model is able to solve the over-smoothing problem
when setting high number of layers. In BernNet, the number
of layers is set as 10. To deal with the problem of features
extraction, which is more complex situations comparing with
the task of learning filters from signal in images and the task
of node classification, we finally choose to apply 100 layers.

In this paper, we propose a Graph Network for document-
level RE, called DoreBer (Document-Level Relation
Extraction method based on BernNet). It is designed to
solve the problems mentioned above directly. Following [24],
DoreBer construct three types of nodes for a document-level
graph: mention nodes, entity nodes and meta dependency
path(MDP) nodes. Then, following Liu [25] and [24],
we leverage structured attention [26] and a variant of
Kirchhoff’s Matrix-Tree Theorem [27], [28] to induce graph
structure. Next, we apply BernNet to aggregate information
in the induced graph for obtaining new representation of
each node. After that, following [24], we perform a iterative
refinement on the updated document-level graph, allowing
DoreBer to obtain a more informative graph structure for the
final relation prediction of any given entity pair.

Our method reveals the potential of BernNet in extracting
relation at document-level sequence-based methods and
sheds light on a path to RE methods based on pre-trained
models.

This paper contributes to the following aspects:
• We propose a novel model which can alleviate the
over-smoothing problem by leveraging BernNet to
extract graph features to improve performance on the
task.

• We evaluate the proposed method on DocRED dataset
online and results demonstrate that DoreBer achieves
the state-of-the-art performance on the benchmark of
sequence-based methods for document-level RE.

• We also perform extensive analyses of our proposed
model to better illustrate its working mechanism.
Specifically, we conduct 3 ablation studies and 1 case

VOLUME 11, 2023 136469



B. Yuan, L. Xu: DoreBer: Document-Level Relation Extraction Method Based on BernNet

study, and carry out meticulous analyses based on
statistics of results and case results.

II. RELATED WORK
Early efforts on relation extraction mainly focused on the
sentence level, which predict relation types between entities
within a given single sentence by capturing interactions
from the input sequence [15], [29], [30], [31], [32] or the
dependency tree of the input sequence [33], [34], [35], [36].
However, these methods do not take interactions across
mentions into consideration and neglect relations generated
by information from multiple sentences [21], [37].
Consequent works [14], [17], [18], [20] begin to push

the extraction task into cross-sentence level. Besides the
application of discourse structure understanding methods
[38], [39], [40], these approachesmake use of the dependency
graph to capture information of inter-sentence interactions.
However, their attention is still confined to a few sentences.

Then, the research attention has been gradually shifted
to the whole document level [37], [41], [42], [43], in the
biomedical line, but with only a few relations among
chemicals were took into consideration. And, sequence-based
architectures have also proven to be highly effective for
the DocRE task [44], [45], [46]. Specially, [47] leverage
CNN and SVM to effectively extract representation. Besides,
methods have been proposed to tackle document-level
relation extraction [48], [49], [50], [51].
Then, the research attention has been gradually shifted

to the whole document level [37], [41], [42], [43], in the
biomedical line, but with only a few relations among
chemicals were took into consideration. And, sequence-based
architectures have also proven to be highly effective for
the DocRE task, [45], [47]. Besides, methods have been
proposed to tackle document-level relation extraction [48],
[49], [50]. Then, the research attention has been gradually
shifted to the whole document level [37], [41], [42], [43],
in the biomedical line, but with only a few relations among
chemicals were took into consideration. And, sequence-based
architectures have also proven to be highly effective for the
DocRE task [45], [47]. Besides, methods have been proposed
to tackle document-level relation extraction [48], [49], [50].
To alleviate that problem, architectures based on graph

neural networks (GNNs) [52] have been widely applied. [18]
used words and dependency information as nodes and
edges respectively to construct document-level graphs. These
graphs will be leveraged to extract information of features
for each entity pair. Later methods extended this thought
by applying diverse GNN-based architectures to extract
information of features [17], [36], [37], [43], [53], [54].
In particular, [24] used structured attention mechanism [55]
to generate the task-specific document-level graph, which is
capable of aggregating information of interactions between
entity pairs over multiple sentences. [56] extract features
via reasoning from two graphs, one graph for capturing
interaction amongmentions, and then another for aggregating
mentions of the entities.

Unlike previous document-level relation extraction
approaches that use GCN [22], GCNN [42] or GAT [57],
our DoreBer model leverage BernNet [23] to extract graph
features, allowing the model to alleviate the over-smoothing
problem for better relational reasoning.

III. OVERVIEW
A. TASK FORMULATION
Document-level relation extraction is defined as a task to
predict the pre-defined relation r exits or not between
the entity pair (h, t) mentioned in a document D =

{S1, S2, . . . , Sn}. Si = {w1,w2, . . . ,wm} is the ith sentence
in the document D. wj is the jth word in the sentence S.
Entity h or t is composed of a consequence span of words
{w1,w2, . . . ,wk}. n(= |D|) is the amount of sentence of the
document D. m(= |Si|) is the amount of words in the Si.
k(= |h|) is the amount of words in the entity h. r is belong
to a predefined relation type set R. The difficulty of the
document-level relation extraction task, comparing with the
sentence-level one, is that the entity h and t in entity pair (h, t)
could emerge from across different sentences Sh and St in the
document D.
Additionally, the document graph consists of heteroge-

neous types of nodes and edges in comparison with the
sentence-level graph that contains only entity-nodes and
single edge types among them.

IV. PROPOSED MODEL
In this section, we introduce the overall framework of our
DoreBer networks, as shown in Figure 2.

A. CONTEXT EMBEDDING MODULE
GloVe (Global Vectors) [58] is a pre-trained language model
proposed by Pennington in 2014, aiming for obtaining vector
representations for words. Since then, GloVe has been widely
used in various NLP tasks. Training process of GloVE
is performed on clustered global word-word co-occurrence
matrix, which tabulates the frequencies of words co-occur
with the one another in a given corpus. Population of the
co-occurrence matrix requires a single pass through the
whole corpus to calculate the statistics. For large corpora,
the training process of GloVE can be computationally
expensive, but it is just a one-time cost in preprocessing
period.

In our approach, we use GloVe in embedding layer to
provide vector representations for words. The parameter of
GloVe is initialized by the pre-trained parameters provided
by [58].

B. RECURRENT NEURAL NETWORK ENCODING MODULE
Recent studies have shown that using Recurrent Neural
Networks as encoder to produce features has achieved great
success in many NLP tasks. Specifically, our DoreBer model
is based on GRU (Gated Recurrent Unit) [59] to perform
recurrent neural network encoding.
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FIGURE 2. Architecture of DoreBer. First, the context encoder process the text information to get contextualized embedding of each word. Then,
a document-level graph is constructed by the graph constructor with diverse information from the encoder and the newly entered entity information.
After applying GNN, presentations of each node in the document-level graph will be updated by using information aggregation scheme. Finally, the
classifier module predicts multi-label relations based on the updated presentations.

C. NODES EXTRACTION MODULE
In the nodes extraction module, we construct nodes for a
document-level graph in three types following [24]: mention
nodes, entity nodes and meta dependency path(MDP) nodes.

Mention nodes refer to different mentions of named
entities in a document. And the representation of a mention
node is formulated as the average of the representations of
its span of tokens. Entity nodes refer to different mentions
represented the same named entity. And the representation of
an entity node is calculated as the average of its mentions’
representation. To build a better document-level graph,
information in dependency tree of a sentence has been
introduced into. Previous approaches leverage all mention
nodes in the dependency tree of a sentence [42] or introduce
a sentence-level node by averaging representations of all
mention nodes in a sentence. Following [24], we only
leverage the tokens on the shortest dependency path for
mention pairs in the sentence, which has been widely used in
sentence-level relation extraction task as it is benefit to utilize
relevant information effectively while masking irrelevant
one [33], [60]. Meta dependency nodes refer to tokens on

the shortest dependency path between mentions in the same
sentence. And the representation of anmeta dependency node
is the same as its corresponding token.

D. GRAPH REASONING MODULE
Graph reasoner module has two sub-modules: graph structure
induction sub-module and graph representation extraction
sub-module. The graph structure induction sub-module is
designed to learn a representation of a document-level
graph. And the graph representation extraction sub-module
is proposed to perform graph inference on the induced repre-
sentation of a document-level graph, where representations of
each node will be updated by using information aggregation
scheme. Following [24], we stackN blocks of Graph reasoner
module in order to iteratively update the representation of a
document-level graph for better reasoning.

1) GRAPH STRUCTURE INDUCTION SUB-MODULE
Let ui denote the contextual representation of the i-th
node, where ui ∈ Rd , we first calculate the pair-wise
unnormalized attention score sij between the i-th and the j-th
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node with the node representations ui and uj. The score sij is
calculated by two feed-forward neural networks and a bilinear
transformation:

sij = (tanh(Wpui))TWb(tanhW cuj)), (1)

where Wp ∈ Rd×d and W c ∈ Rd×d are weights for two
feed-forward neural networks, d is the dimension of the node
representations, and tanh is applied as the activation function.
Wb ∈ Rd×d are the weights for the bilinear transformation.
Next we compute the root score sri which represents the
unnormalized probability of the i-th node to be selected as
the root node of the structure:

sri = W rui (2)

is the weight for the linear transformation. Following [28],
we calculate the marginal probability of each dependency
edge of the document-level graph. For a graphGwith n nodes,
we first assign non-negative weights P ∈ Rd×d to the edges
of the graph:

P ij =

{
0, if i = j,
exp(sij), otherwise,

(3)

where P ij is the weight of the edge between the i-th and the
j-th node. We then define the Laplacian matrix L ∈ Rn×n of
G in Equation (6), and its variant L̂ ∈ Rn×n in Equation (7)
for further computations [28]:

Lij =


n∑

i′=1

P i′j, if i = j,

−P ij, otherwise,

(4)

L̂ij =

{
exp(sri ), if i = j,
Lij, if i > j.

(5)

We use Aij to denote the marginal probability of the
dependency edge between the i-th and the j-th node. Then,
Aij can be derived based on Equation (8), where δ is the
Kronecker delta [28]:

Aij = (1 − δ1,j)P ij[L̂
−1

]ij − (1 − δi,1)P ij[L̂
−1

]ji. (6)

Here, A ∈ Rd×d can be interpreted as a weighted adjacency
matrix of the document-level entity graph. Finally, we can
feed A ∈ Rd×d into the multi-hop reasoning module to
update the representations of nodes in the latent structure.

2) GRAPH REPRESENTATION EXTRACTION SUB-MODULE
Graph neural networks (GNNs) [52] have been widely
used in different task to extract representation(GCN [22],
ChebNet [61], ), due to their excellent ability to collect
relevant signals based on an information aggregation scheme.
Specifically, our DoreBer model is based on BernNet [23] to
extract graph representation.

Formally, given a graph with n nodes, which can be
represented with an n× n adjacency matrix A induced by the

previous structure induction module:

Z =

K∑
k=0

θk
1
2K

(
K
k

)
(2I − L)K−kLk f (X), (7)

where f (X) is a 2-layer MLP with 64 hidden units on the
feature matrix X .

E. ITERATIVE REFINEMENT MODULE
Though structured attention [25], [26] is capable to automat-
ically induce structure, recent study show that the structure
generated by structured attention is relatively shallow and
may not be capable to capture the intricate dependencies
for the document-level task [38], [62]. Following [24],
we iteratively update the document-level graph based on
the previously updated graph representations rather than
inducing the latent structure only once, allowing the model
to infer structure into a more sophisticated style that could
provide more information than simple parent-child relations.

We stack N blocks of the graph reasoning module for
iteratively inducing the document-level graph N times.
Specifically, the structure induced at early iterations is
relatively shallow, because the node representation was
propagated mostly among the neighboring nodes. With the
iteration of induction, the structure absorbs more infor-
mation from non-local interactions, making the induction
sub-module be capable to generate a more informative graph.

F. RELATION CLASSIFICATION MODULE
After N times of iterative refinement, we get XGNN , the
representations of all the nodes extracted by GNN [52]. Now,
we merge together representations of all the nodes extracted
by RNN [63] and GNN [52],XRNN andXGNN , through direct
sum operation to get X , the final representations of all the
nodes extracted:

X = XRNN ⊕ XGNN , (8)

where ⊕ is the direct sum operation. Next we calculate the
representations of all the head and tail entity nodes, ẽhead and
ẽtail , which are composed of weighted sum of all its mention
representation(i.e. node representation):

ẽhead = H · X,

ẽtail = T · X, (9)

where H and T denote the head and tail entity mapping
matrices, which element denotes the weight of each node of
each mention of each entity:

H i,k =


1/(Lient · Ljmen), if nodei,k belongs to

mentionj of entityi,
0, otherwise,

(10)

T i,k =


1/(Lient · Ljmen), if nodei,k belongs to

mentionj of entityi,
0, otherwise,

(11)
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where L ient and L
j
men represent the mention count of the ith

entity and the length of the jth mention. Then, we calculate
ehead and etail , the final representations of head and tail entity
nodes:

ehead = [̃ehead ;E(dht )],

etail = [̃etail;E(dth)], (12)

where [·; ·] denotes concatenation operation, dht and dth are
relative distances from head entity to tail entity and the
inverse respectively, E is an embedding matrix of relative
distance.

Following [21], we treat relation prediction between
the given entity pair as a multi-label classification task.
Specifically, we use a bilinear function to compute the
probability for each predefined relation type r as:

P(r|ei, ej) = σ (eTi Wrej + br ), (13)

where Wr ∈ Rd×k×d and br ∈ Rk are relation type
dependent trainable parameters, with k being the number
of predefined relation categories, σ is the ReLU [64]
function.

V. EXPERIMENTS
In this part, the performance of proposed method is evaluated
and compared with the previous sequence-based state-of-art
document-level relation extraction models.

A. DATASET AND EVALUATION METRICS
In this paper, we select a popular benchmark dataset,
DocRED [21], to assess our DoreBer model. DocRED
is a large document-level dataset for tasks of relation
extraction, named entity recognition and so on. DocRED
made use of Wikidata, a large-scale knowledge base tightly
integrated with Wikipedia. And the labeld data contains
named entity recognition results, entity linking results and
relation information, which could provide useful information
in downstream processing.

Docred has two parts: human-annonated part and
distantly supervised part. We evaluate DoreBer on the
human-annonated part of DocRED dataset, which contains
5, 053 documents, 1, 002k words, 40, 276 sentences,
132, 375 entities, 96 pre-defined relations, 63, 427 instances
and 56, 354 facts, as shown in Table 2. Following [21],
we split the dataset into 3053/1000/1000 documents for
traininng, development and test sets.

Following [24], we constructed 3 types of nodes for a
document-level graph: mention nodes, entity nodes and meta
dependency paths (MDP) nodes.

The coverage of the DocRED is comprehensive. The
96 frequent relation types are chosen fromWikidata, contain-
ing but not limited to logical relations, geographical relations
and human-related relations. It is a need of reasoning for
identifying most of relation instances in the DocRED, even
logical reasoning, coreference reasoning, common-sense
reasoning and pattern recognition.

TABLE 2. Statistics of data used for experiments.

In DocRED dataset, each relation instance is cor-
related with 1.6 supporting sentences averagely, where
46.4% relation instances are correlated with more than
one supporting instance. Additionally, there exist 40.7%
relation facts which could only be identified through
multiple sentences. Therefore, with a large amount of
inter-sentential relation facts, DocRED dataset becomes
appropriate for assessing document-level relation extraction
approches.

B. EXPERIMENT SETTINGS
Following [24], we use spaCy1 to get meta dependency paths
of sentences in a document.

Following [21] and [29], we use the [58] embedding
with BiLSTM as context encoder. And all hyper-parameters
are adjusted based on the development set. We list part of
important hyper-parameters in Table 3.
Evaluation Metrics: Following [21], two widely used

metrics F1 and Ign F1 are used in our experiments. Ign
F1 denotes F1 scores except relational facts shared by
the training and dev/test sets. particularly, evaluation of
our DoreBer model on test dataset was conducted through
CodaLab.2 The calculation formula for evaluation metrics are
shown as blow:

F1 = 2 ·
precision · recall
precision + recall

, (14)

Ign F1 = 2 ·
precisionign · recallign
precisionign + recallign

, (15)

where precisionign and recallign scores are precision and recall
scores excluding those relational facts shared by the training
and dev/test sets.

C. OVERALL EVALUATION RESULTS
We compare our proposed model with following two types
of competitive models on the DocRED dataset, and show the
main result in Table 4.

• Sequence-based Models. These models use different
neural architectures to encode sentences in the
document, including a CNNbasedmodel [15], an LSTM
based model, a bidirectoinal LSTM (BiLSTM) based
model [65] and an attention-based LSTM model
(Context-Aware) [66]. These there models differ only
at the encoder used for encoding the document.

1https://spacy.io
2https://codalab.lisn.upsaclay.fr/competitions/365
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TABLE 3. Hyper-parameters of DoreBer.

• Graph-based Models. These models construct
document-specific graphs for relation extraction.
We adapt GCNN [42], EoG [43], GAT [57],
AGGCN [67] to document-level RE scenario.

As shown in Table 4, our proposed model DoreBer
achieves 52.31 Ign F1 and 54.58 F1 on the test set,
which is the new state-of-the-art result for GloVe-based
methods. Particularly, DoreBer consistently outperforms
the sequence-based models in both Ign F1 and F1 by a
large margin. For example, our DoreBer improves upon
the best sequence-based model BiLSTM by 3.53 points
in terms of Ign F1 and 3.52 points in terms of F1 on
test set. This suggest that models which directly encode
the entire document without leveraging document-specific
graphs are unable to capture non-local dependencies in the
document.

Under the same setting, DoreBer consistently outperforms
graph-based models. DoreBer achieves 2.72 and 2.76 higher
Ign F1 and F1 on test set, respectively, comparing with the
best graph-based model EoG. This shows that previous graph
methods may not be able to capture the complex interactions
in a document.

D. ABLATION STUDY
1) MLP
Table 5 shows F1 scores of DoreBer with and without
MLP in graph representation extraction sub-module of graph
reasoning module. The MLP has 2 layers, the first layer
mapping features from 120 dims to 32 dims, and the second
one mapping back to 120 dims. And both layers are equiped
with Relu activation function, making mapping nonlinear to
be capable to fit intricate functions. The MLP, which first
conduct dimension reduction and then ascendance, is able to
extract critical features. We observe that the MLP contributes
to the main model, as the performance deteriorates with
the MLP missing. Removal of MLP leads to a 15.29%
drop in terms of F1 score and 16.03% in terms of Ign
F1 score. Therefore, we obtain the conclusion that MLP
plays a key role in extracting features in graph reasoning
module.

2) PARAMETER COUNT
In this section, we will illustrate whether the larger parameter
count of the Bernstein polynomial in the BernNet [23]
layer brings improvement in the evaluation metrics, i.e. Ign
F1 and F1.

TABLE 4. Main results on the development set and test set of DocRED
dataset. Models with ♣ are adapted to DocRED based on their
implementations.

We test the following 6 experiments to confirm the
assumption. Each experiment uses 10, 20, 40, 60, 80, and
100 parameters, respectively, in Bernstein polynomial of the
BernNet layer.

The result are shown in Table 6. We can known that
the rise of parameter amount in the BernNet layer, which
leads a larger parameter number in total than the one
in the previous GCN [22] layer, contributes to the main
model. Additionally, the result demonstrates that the model
performance monotonically improves, in general, with the
increase of parameter amount in the BernNet layer. This
empirically confirms our hypothesis that with an increase in
amount of BernNet layers DoreBer is able to capture more
informative features for the whole graph.

3) GNN LAYER
The effectiveness of the GNN [52] layer count has been
verified by the experiment above. In this section, we test the
different GNN layer counts to show whether it can brings
improvement to our proposed model. We adopt the several
layer settings which are 7, and 1. The result is shown in
Table 7.
From Table 7, we can conclude that the rise in GNN

layer amount can bring enormous benefits to DoreBer. What
consistent with previous study [23] is that the BernNet
is capable of alleviating over-smoothing problem. Over-
smoothing problem means coefficients in GNN tend to be
0 with the amount of layer rising, leading a inefficiency in
learning features. Hence, GCN could only use relative small
amount of layers due to over-smoothing problem. However,
BernNet could leverage a relative large amount of layer to
extract features. Therefore, we obtain the conclusion that the
higher GNN layer count can achieve better performance than
single layer.

E. CASE STUDY
In this part, we perform a case study to further illustrate
that our DoreBer model is capable to effectively capture the
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TABLE 5. Ablation study of MLP of DoreBer on DocRED.

TABLE 6. Ablation study of parameter count of DoreBer on DocRED.

TABLE 7. Ablation study of GNN layer of DoreBer on DocRED.

interaction among entity pairs and conduct document-level
logical reasoning.

We take an example from development set of DocRED
and visualize it in Figure 3. We use the entity Loud Tour and
United Kingdom to demonstrate the reasoning process and
our targets are to predict the relation type between <Loud
Tour, Rihanna>, <London, United Kingdom>, and <O2
Arena, United Kingdom>. As shown in Figure 3, itLoud
Tour and Rihanna appear in the 0th sentence simultaneously,
which is still a sentence-level RE task. And the relation
can be correctly predicted as ‘‘performer’’, which is denoted
by P175. For the second target, London emerges in the
4th sentence, which is far away from United Kingdom in
the 3th sentence and relation prediction between them is up
to the standard of document-level RE. Specifically, Loud
Tour and Rihanna first interact with their local mentions
respectively, and then be leveraged along with their relation
predicted before as a bridge between London and United
Kingdom. With inter- and intra-sentence information, the
relation of<London, United Kingdom> is correctly predicted
as ‘‘country’’. For the third target, O2 Arena arises in the
4st sentence, which relation with <United Kingdom> is
harder to predict due to the information is difficult to pass
through one more bridge, <London, United Kingdom>. The
result shows that the relation can be correctly predicted as
‘‘country’’, which indicates that DoreBer could capture the
correlation across entity-pairs. The above results indicate that

FIGURE 3. Case study of an example from the development set of
DocRED dataset.

DoreBer could effectively perform document-level RE and
could be capable of multi-hop reasoning.

VI. CONCLUSION
In this paper, we introduce a novel model for better
reasoning in the document-level RE task, which is referred
to as DoreBer. Unlike previous approaches that rely on
GCN, ChebNey or GPR-GNN, our DoreBer model leverage
BernNet to aggregate graph feature. Online experimental
results demonstrate that DoreBer achieves 2.72 and 2.76
higher Ign F1 and F1 on test set, respectively, comparing
with the previous state-of-the-art. There exist several ways
for future work. One possible direction is to utilize contrastive
learning methods to enhance model learning ability.
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