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ABSTRACT In this article, we propose a solution to multi-satellite intelligent task planning using the
multi-agent reinforcement learning (MARL) method. Fristly, we have developed a multi-satellite task
planning model based on the Markov game framework. Furthermore, we have computationally designed
a satellite state transition function to address the task planning problem and successfully solved it using
the multi-agent proximal policy optimization (MAPPO) algorithm. Our experimental results demonstrate
that the MARL method exhibits remarkable convergence speed and performance, delivering significant
rewards in multi-scale task planning scenarios. Consequently, it proves to be a highly suitable approach
for multi-satellite intelligent task planning.

INDEX TERMS MARL, multi-satellite intelligent task planning, Markov game, MAPPO.

I. INTRODUCTION
Satellite task planning in remote sensing is a technology
that rationally allocates satellite system resources and makes
action sequences to optimize the execution of satellite obser-
vation tasks according to the needs of users. This process
presents challenges due to the diverse and voluminous infor-
mation, complex constraints, and the inherent combinatorial
explosion as time progresses [1].

Satellite Earth observation technology has developed
rapidly, but due to the changeable space operating environ-
ment, the change of satellite status and the increase and
change of user requirements, the existing mission plan-
ning technology has posed a great challenge. It is mainly
reflected in:

1) With the increasing demand for observation informa-
tion services, the number of observation requirements
and the complexity of observation requirements are
also greatly increased. Most importantly, the timeliness
of information services is also increasingly required.

2) During the actual operation of satellites, we need to
consider a series of practical constraints related to the
number of satellites, the number and type of loads,
the amount of power of satellites, and the attitude of
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satellites, which are difficult to be considered and per-
fected in the models established in the past, and have
been simplified to a certain extent.

3) During the actual operation of the satellite, it will
encounter a series of emergencies, and the state of the
satellite and the task will be disturbed, such as the
satellite failure and the increase of emergency tasks.

Currently, this problem is typically addressed through cen-
tral management and control by ground operation centers.
The process involves the ground task planning system gen-
erating observation programs, transmitting them to satellites
as commands, and satellites executing the tasks accordingly
[2]. However, managing large-scale remote-sensing satellites
in the traditional manner leads to a significant increase in
command data destined for satellites, placing more pressure
on ground observation and control stations. Moreover, this
approach fails to handle emergency situations or adapt to
complex user needs, such as unexpected resource usage,
temporary equipment failures, or the inclusion of emergency
tasks. Thus, the satellite task planning process must transition
from periodic ground control to an autonomous pattern, such
as onboard real-time response, which not only represents an
inevitable trend but also fulfills the demands of users.

The advancement of artificial intelligence and aerospace
technologies has enabled autonomous satellite task planning.
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Onboard autonomous task planning serves as a critical
core technology for the autonomous operation of remote-
sensing satellites, acting as the ‘‘brain’’ that controls task
execution. This application of onboard autonomous task plan-
ning enhances the intelligence of remote-sensing satellites,
enabling them to act not only as command executors but
also as task decision-makers [3]. Yan et al. [4] constructed
a performance index function considering formation error
cost and control input energy cost for the prescribed-time
formation control problem. By developing the RL algorithm
with ACI structure, an optimal prescribed-time control
approach was presented, which can minimize the constructed
performance index function. Chen et al. [5] propose an
adaptive-estimator-based sliding-mode control protocol to
solve the event-triggered connectivity-preserving consensus
problem for uncertain MELSs. Using the Lyapunov method,
they demonstrated the asymptotic stability of MELSs. How-
ever, current studies on applying artificial intelligence to
satellite task planning are still in the early stages. Usaha
and Barria [6] proposed a multi-agent planning method
for earth remote-sensing spacecraft swarms, and gave the
main constraints and evaluation criteria of spacecraft group
planning efficiency. Through ground training and in-orbit
application, satellites can efficiently complete autonomous
task planning. Tinker et al. [7] developed a case-learning-
based method for satellite observation task planning, using
historical datasets for unsupervised learning and predicting
task schedulability. Liu et al. [8] used the integrated BP
neural network method to design a componentized solu-
tion architecture composed of collaborative task assignment
component, task scheduling component, feature extraction
component and task schedulability prediction component to
predict the schedulability of observation tasks. Chen et al. [9]
proposed an end-to-end framework based on deep reinforce-
ment learning and built a neural network that introduced RNN
and attention mechanism. The model regarded the neural
network as a complex heuristic method and trained it using
Actor-critic algorithm. Huang [10] used graph clustering to
preprocess tasks for single-star task planning, regarded task
decision as a continuous process, and decided how long
visual time window to be divided into tasks. Finally, DDPG
algorithm was used for deep reinforcement learning train-
ing. Luo et al. [11] presented a multi-satellite emergency
observation mission planning method based on Transformer
hierarchical prediction. The solution process ofmulti-satellite
observation mission planning problem is decomposed into
task schedulability prediction, task allocation, and optimiza-
tion adjustment. Zhang et al. [12] proposed an online satellite
task schedulability prediction model based on Bi-LSTM. The
satellite offline task planning data were used as learning
samples to train the model, and the model prediction results
were of high accuracy.

Reinforcement learning has emerged as a prominent
research area in artificial intelligence, focusing on learn-
ing policies to maximize rewards or achieve specific goals
through agent–environment interaction [13]. Multi-agent

reinforcement learning (MARL) applies the principles and
algorithms of reinforcement learning to multi-agent systems.
Littman [14] introduced the MARL approach in the 1990s,
using Markov Decision Processes (MDP) as the framework
for environment modeling. MARL provides a mathemati-
cal framework for solving various reinforcement learning
problems and has become the foundation for subsequent
studies [15].
In this study, we integrate MARL with satellite task

planning to develop a Markov game-based model for multi-
satellite intelligent collaborative task planning. This model
represents the multi-satellite task planning problem as a
multi-agent MDP, transforming it from a distributed opti-
mization problem into a collaborative decision-making prob-
lem. By constructing a differential equation for the MDP
and employing the multi-agent proximal policy optimization
(MAPPO) algorithm, we propose a MARL-based distributed
online satellite scheduling algorithm to solve the model. This
method can solve the current problems and challenges well.
Firstly, the framework of off-line training on ground and
online execution on board can effectively meet the timeliness
requirements of observation information service. Secondly,
the Markov game model can be trained to solve the task
planning problem, so that it can be directly solved. Finally,
in the case of increasing emergency tasks, new tasks can be
directly added to the task sequence to be decided for direct
strategy solving.

The structure of this paper is as follows: In the first
part, we analyzed the background and necessity of this
research, sorted out the current research status, and finally
determined the research content of this paper. In the sec-
ond part, we first briefly introduce the principle of Markov
game, and then define the parameters, assumptions and con-
straints of multi-star task planning, so as to establish a task
planning model based on Markov game. Finally, we intro-
duce the framework and principle of multi-agent near-end
strategy optimization algorithm and give the basic flow of
model-based programming network algorithm based on the
system differential equation of Markov decision process.
In the third part of the paper, we verify the proposed model
and algorithm in different scales of task planning scenar-
ios through simulation experiments. Then we compare our
method with genetic algorithm and tabu search algorithm.
Then, in the fourth and fifth parts of this paper, we further
discuss the experimental results and the advantages of the
proposed method, and finally we give the conclusions and
future research directions of this paper.

II. MATERIALS AND METHOD
A. SATELLITE TASK PLANNING MODEL BASED ON
MARKOV GAME
When applying reinforcement learning to the multi-satellite
task planning problem, there exists a corresponding relation-
ship between the four elements of reinforcement learning and
the objects in the multi-satellite task planning problem. These
elements include:

135518 VOLUME 11, 2023



G. Zhang et al.: MARL-Based Multi-Satellite Intelligent Task Planning Method

FIGURE 1. Reinforced learning framework for multi-satellite task planning.

1) ‘‘State’’ refers to the attribute state of a satellite, includ-
ing visibility to targets, storage, electric quantity and
load type, load resolution, and posture;

2) ‘‘Action’’ means whether a satellite executes a task
within the visible time window after task planning;

3) ‘‘Reward’’ refers to the evaluation of the rewards
obtained after the system takes the above action;

4) ‘‘State transition’’ refers to the change of the satellite
state from that moment to the next moment after the
system takes an action at the moment.

Accordingly, FIGURE 1 shows the reinforced learning
framework for multi-satellite task planning.

The multi-satellite task planning process can be outlined
as follows: A set of ob-servation tasks, either sent from the
ground or autonomously generated by satellites, is received
by the multi-satellite system in chronological order. The
satellites make se-quential decisions to determine the next
task to be executed. This decision-making problem can be
represented as a Markov Decision Process (MDP), where
each satellite, upon completing the current task, not only
receives an immediate reward but also ex-periences a state
transition that influences subsequent rewards. Consequently,
the task planning problem is transformed into a multi-agent
policy optimization problem.

B. OVERVIEW OF MARKOV GAME
The MARL environment is an MDP-based stochastic game
framework [16]. A Markov game can be viewed as an exten-
sion of MDP, where multiple agents make multiple action
decisions in multiple states. Each agent, based on its own
state, strives to make optimal action decisions by observing
the environment and predicting the actions of other agents,
aiming to improve its value function.

In this study, we formally describe the Markov game
⟨N , S,A,R,P⟩ using a multivariate array [17]. Here,

N denotes the number of agents, S represents the state space
of the environment, A = a1×a2 × · · · × aN denotes the joint
action space of all agents, R = r1×r2 × · · · × rN represents
the joint reward space for all agents, and P

(
s, a, s′

)
denotes

the joint transition probability. The state transition process is
shown in FIGURE 2.

The agent obtains the state information of the environment
at time t through observation, and decides the current action
according to the state information. Through the information
interaction between each other, multiple agents output joint
action At , which makes the state of the environment transition
from St to St+1. Then the joint state transition function is as
follows.

P
(
S,A, S ′

)
: St × At × St+1 → [0, 1] (1)

[0, 1] in Eq. (1) represents the probability distribution of
the transition of the environment state from St to the next state
St+1 given the execution of the joint action At .

The policy adopted by an agent is a set or distribution of
probabilities, where the element π (a | s) = P[At = a|St = s]
signifies the probability of taking a specific action a given the
current state s. Importantly, the policy π is solely dependent
on the current state and not influenced by historical informa-
tion. π = [π1, π2, . . . , πN ] is the joint policy. Each agent
policy function πi can be expressed as:

πi (S, a) : St × ait → [0, 1] (2)

C. DEFINITION OF PARAMETERS AND DECISION
VARIABLES
In the satellite task planning process, the system focuses on
planning the current observation task independently of other
tasks in subsequent periods. It primarily needs to determine
whether the next task should be executed and which satellite
is best suited to carry it out optimally. To describe the system
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FIGURE 2. State transition process.

task planning problem, this study draws upon the sequential
decision model used in decision problems [18]. The detailed
process can be outlined as follows: A set of observation tasks,
either sent from the ground or generated autonomously by
satellites, is received by the multi-satellite system in chrono-
logical order. The satellites make sequential decisions until
they identify the next task to be executed. The related factors
in the problem are analyzed in the following section:

1) The observation task set is represented as Task =

{task1, task2, . . . , taski, . . . , taskM}. Upon receiving
tasks from the ground command center, other satel-
lites in the multi-satellite system, or autonomously
generating tasks, the intelligent imaging satellite per-
forms executability prediction. It generates a set of M
observation tasks that can be executed by the onboard
intelligent task planning system. These observation
tasks arrive sequentially at specific times denoted by
A = {A1,A2, . . . ,Ai, . . . ,AM }, where, Ai ∈ T =

[Ts,Te] represents the arrival time of task taski. Here,
Ts denotes the planned start time, and Te denotes
the planned end time. It is assumed that the set of
tasks is all completed within the planned period. Each
task ti is associated with relevant information defined
as taski = ⟨Pi,Powi,Di,WinSi,WinEi,Loadi,Resi⟩.
Here,Pi denotes the reward of taski,Powi represents the
power consumption during taski execution,Di indicates
the storage capacity occupied by the taski, WinSi sig-
nifies the start time of the taski’s time window, WinEi
represents the end time of the taski’s time window,
Load i indicates the type of satellite payload necessary
for observation taski and Resi represents the resolution
of the satellite payload necessary to observe taski.

2) The satellite set is denoted as S = {s1, s2, . . . , sj, . . . ,
sN }. The intelligent task planning system com-
prises N satellites, and each satellite’s attributes
can be represented as a binary group sj =

⟨Powmaxj ,Dmaxj,LOADj,RESj⟩. Here, Powmaxj

denotes the maximum power that satellite sj can utilize
for executing tasks within the planned period, Dmaxj
designifies the maximum storage capacity available for
satellite sj during task execution, LOADj represents
the type of payload carried by satellite sj and RESj
represents the resolution of the payload carried by
satellite sj.

3) Decision-making variable: The decision-making vari-
able xi,j (i ∈ M , j ∈ N ) for task planning indicates
whether task ti is planned to be executed by satellite
sj. If the task ti is assigned to satellite sj, xi,j = 1;
otherwise, xi,j = 0.

The following equation represents whether the satellite is
in the state of executing task taski at any time t:

xi,t (i ∈ M , t ∈ T ) =

{
1, WinSi < t < WinEi&xi,j = 1
0, else

(3)

D. BASIC HYPOTHESES
Compared with single-satellite task planning problem, multi-
satellite task planning problem is more difficult to solve
and needs to consider more constraints. It is also a NP-hard
problem. Therefore, in this study, in order to highlight the key
constraints in the problem, some reasonable simplification of
the research content is made. Reasonable assumptions and
simplifications made in this section are as follows:

1) In multi-satellite systems, satellites can communicate
with each other through inter-satellite communication
links or relay satellites to achieve low-delay state
communication, which can ensure that satellites can
observe the global state at the current time.

2) In the multi-satellite system, all satellites are imaging
satellites, and there are no communication satellites
or agile satellites. The payload carried by the satellite
can be either an optical camera or a SAR payload.
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In addition, the resolution of the payload is fixed, and
the observation mode and resolution required by the
observation target are fixed. Therefore, we need to con-
sider the satellite payload and resolution constraints.

3) In the multi-satellite system, the storage space of all
satellites is limited. In this paper, it is assumed that the
storage space occupied by the observation activity of
the satellite will not be released, so we should consider
the constraint of storage space consumption.

4) In the multi-satellite system, the power value of all
satellites is limited. In this paper, it is assumed that
during the replanning period of the satellite, the power
consumed by the satellite to perform the observa-
tion task is separate from that consumed by other
satellite activities. Therefore, when the total power is
fixed, we need to consider the constraint of power
consumption.

5) Within the given time period T = [Ts,Te], where
Ts denotes the planned start time and Te denotes the
planned end time, tasks arrive sequentially in the plan-
ning sequence without any temporary emergency tasks
interposed.

6) Considering non-periodic tasks, each task is considered
complete when it is executed within any time window.
Additionally, each task can only be executed once and
not repeatedly.

7) Each satellite can only perform one task at a time.
8) Different satellites have the capability to transmit

real-time data to each other. After the completion
of observation tasks within the visible time window
between satellites and ground stations, observation data
is transmitted to the ground stations, irrespective of data
transmission planning.

E. CONSTRAINT ANALYSIS
Based on the defined parameters, variables, and basic
hypotheses, the following constraints on satellites executing
observation tasks can be analyzed. These constraints include
task constraints, satellite constraints, ground station con-
straints, and environmental constraints. They are described
as follows:

1) Temporal constraint: Each satellite can only execute
one task at a time, and there should be no temporal
overlap between two consecutive tasks executed by
any satellite. This constraint can be represented by the
following equation:

WinSi+1 − WinEi ≥ 0 (4)

2) Task uniqueness constraint: Each task can be executed
by at most one satellite. The sum of decision variables
for a task across all satellites should be less than or
equal to 1. Mathematically, it can be expressed as
follows: ∑M

i=1
xi,j ≤ 1, j ∈ N (5)

3) Energy constraint: The total energy consumed by
a satellite to execute all tasks must not exceed its
maximum energy capacity. This constraint can be for-
mulated as follows:∑M

i=1
xi,j × Powi ≤ Powmaxj , j ∈ N (6)

4) Storage constraint: The storage space occupied by the
results of observation tasks should not exceed the max-
imum storage capacity of each satellite. This constraint
can be defined as follows:∑M

i=1
xi,j × Di ≤ Dmaxj , j ∈ N (7)

5) Payload constraint: The type of payload required for
the observation task must be the payload carried by the
satellite in order to perform the observation task. This
constraint can be expressed as:

Loadi = LOADj, i ∈ M , j ∈ N (8)

6) Payload resolution constraint: The resolution of the
payload required for the observation task must be
greater than that of the payload carried by the satellite.
Only in this way can the observation task be completed
if the imaging results of the observation target meet the
requirements. The expression for this constraint is as
follows:

Resi ≥ RESj, i ∈ M , j ∈ N (9)

F. TASK PLANNING MODEL BASED ON MARKOV GAME
For the intelligent task planning system comprising N satel-
lites, the Markov game model can be expressed as the
following tuple [19]:

MSMDP = ⟨s1, s2, . . . , sN , a1, a2, . . . , aN , r1, r2, . . . , rm,P⟩

(10)

where, s denotes the working state of an intelligent satellite.
The work state of the j-th satellite at the time t = Ai is defined
as sj = ⟨tfree,Powt ,Dt ,LOADt ,RESt ⟩.
tfree denotes whether at the time t = Ai, the satellite sj

is in idle state; Powt,j denotes the current available electric
quantity of the j-th satellite at the time t = Ai; Dt,j denotes
the current available storage capacity of the j-th satellite at
the time t = Ai.
a denotes the action of each intelligent satellite. In the

multi-satellite task planning process, the action denotes
whether the satellite executes the current incoming task.

ai = xi,j= π j (taski) =

{
1, task i accepted
0, task i rejected

(11)

πj (taski) denotes the planning policy when the j-th satellite
executes the task ti. The action decision of the entire system
is the set of the decisions made by the N-th satellite.

a =
[
a1, a2, . . . , aj, . . . , aN

]
(12)
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r denotes the reward of task execution under the policy
πj (ti). For the single satellite sj, the reward function is ri =

xi,j × Pi. Accordingly, the total expected reward function of
a single satellite is defined as follows:

Vπ (Ai) = xi,j × Pi + E
(∑TE

Ak∈A
xk,jPk

)
, Ak>Ai

(13)

In particular, when Ai = 0, the decision-making policy πj
is used across the entire decision-making period, to obtain the
expected reward:

Vπ (0) = E
(∑TE

Ai=0
xi,jPi

)
(14)

The total reward function of the entire system is defined as
follows:

Vi
(
s, π1, . . . , πj, . . . , πN

)
=

∑N

j=1
Vπ (0) (15)

In the Markov model, if the expected reward Vj
(
π∗

1 , . . . ,

π∗
j , . . . , π∗

N

)
of each agent meets the following condition

under the combined policy
(
π∗

1 , . . . , π∗
j , . . . , π∗

N

)
:

Vj
(
π∗

1 , . . . , π∗
j , . . . , π∗

N

)
≥ Vj

(
π∗

1 , . . . , πj, . . . , π
∗
N
)
,

∀πj ∈ 5j, j = 1, . . . ,N (16)

So we can say that under this strategy, the system reaches
Nash equilibrium [20].

G. STATE TRANSITION FUNCTION FOR SATELLITE
TASK PLANNING
The system state at time t = Ai is defined as s =

⟨s1, s2, . . . , sN ⟩. When the decision a = ⟨a1, a2, . . . , aN ⟩ =

π (taski) is implemented at the time t = Ai, the state-action
function of the MDP can be defined as follows:

Qπ (s, a) = R (s, a) + γ
∑

s′∈s
P

(
s, a, s′

)
V π (s) (17)

where, P
(
s, a, s′

)
denotes the state transition function of the

MDP.
For any satellite sj, the following functional relations exist

between the state s at time t = Ai, the action aij taken
according to the current policy, and state t = Ai+1 at the next
decision-making time s′:

t ′free =

{
aij, WinSi+1 − WinEi < 0

0, WinSi+1 − WinEi ≥ 0
(18)

Pow′ (t = Ai+1) = Pow′ (t = Ai) − aij × Powi (19)

D′ (t = Ai+1) = D′ (t = Ai) − aij × Di (20)

Therefore, the state transition function of the system at the
time t = Ai is as follows:

t ′free =

{
aij, WinSi+1 − WinEi < 0

0, WinSi+1 − WinEi ≥ 0,

Pow′ (t = Ai+1) = Pow′ (t = Ai) − aij × Powi

D′ (t = Ai+1) = D′ (t = Ai) − ai × Di

(21)

TABLE 1. Summary of symbols and meanings.

The satellite state transition function is a model that can
predict the next moment state of the real environment, using
the next moment state obtained by the transfer function as
a label and using stochastic gradient descent for supervised
learning. The input is the state information of the satellite
and the mission at the current moment and the joint action
space of the satellite. The output state information at the next
moment can replace the real environment information and
be put into the experiential return pool. Then, the reinforce-
ment learning model of task planning is trained by random
sampling.

Due to the difficulty in obtaining satellite operation data
and the small amount of simulation data, the state transition
function data enhancement strategy proposed in this paper
can solve these problems.

This section involves many parameters and symbols.
In order to facilitate readers’ reading, symbols and meanings
are summarized as shown in Table 1.

H. MARL-BASED ONLINE SATELLITE PLANNING
ALGORITHM
MAPPO [21] is a mature multi-agent reinforcement learning
algorithm, which solves the task planning problem through an
optimal learning policy. Compared with traditional reinforce-
ment learning algorithms, MAPPO can train multiple agents
simultaneously and address non-cooperative tasks (i.e., possi-
ble competition between different agents) in the task planning
problem. It is a parallel and distributed algorithm, which can
significantly improve learning efficiency throughmulti-agent
parallel training. Moreover, MAPPO incorporates the prox-
imal policy optimization technique, which reduces bias
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in policy optimization to optimize the learning policy
effectively.

MAPPO algorithm is a strategy gradient algorithm based
onAC framework, which uses random gradient ascent to opti-
mize the objective function.When the probability distribution
of action at is output under the state st , the policy network
outputs πθ as a probability distribution, and then samples
continuous actions based on this distribution. Therefore, the
output actions may be different even under the same state,
thus possessing the ability to explore the environment.

For the multi-satellite mission planning environment,
MAPPO algorithm enables the agent to learn a strategy to
maximize the return expectation. The algorithm improves the
acquisition of observation benefits by optimizing the strategic
network Actor. For any agent satellite sj, the actor network
can be represented as π

j
θ and π

j
θ (old), the Critic network

can be represented as V j
ω, and the objective function can be

represented as:

Ĵ (θ) = Êt

[
π
j
θ

π
j
θ (old)

Â (st , at)

]
= Êt

[
σ (θ) Â (st , at)

]
(22)

where σ (θ) is the ratio of the current policy to the old policy,
and Â (st , at) is the advantage function estimated using gener-
alized advantage. In order to improve the learning efficiency
and training stability, MAPPO adopts clip method to limit the
strategy update within the range of [1 − ε, 1 + ε]. Under this
method, the loss function of the agent is as follows:

Ĵ (θ) = Êt
[
min

(
σ (θ) Â (st , at) , clip (σ (θ) ,

1 − ε, 1 + ε) Â (st , at)
)]

(23)

Formula 23 is the update mode of the Actor network. For
the Critic network, to accurately evaluate the current policy,
the network updates the network parameters by minimiz-
ing the loss function. The loss function is as follows:

Ĵ (ω) = Êt

[(
Â (st , at) + V j

ω (old) − V j
ω

)2]
(24)

The algorithm is divided into two parts: distributed plan-
ning and centralized execution. The centralized execution
stage can be repeated on the star to reduce the training
time. In addition, the algorithm can provide real-time feed-
back to the satellite observation action, and after the total
return is obtained by accumulating the current return, the
decision-making strategy can be adjusted by evaluating the
cumulative return to optimize the overall return. In terms of
timeliness and profitability, the proposed algorithm is suitable
for multi-satellite mission planning.

FIGURE 3 shows the architecture of the MAPPO
algorithm:

The MAPPO algorithm employs an Actor-Critic archi-
tecture with N agents [22], representing the N satellites
considered in this study. Each agent consists of an Actor
network and a Critic network. The agents operate in a central

TABLE 2. Actor network parameters.

TABLE 3. Critic network parameters.

learning and distributed execution fashion. During training,
the Actor network takes the agent’s current state as input and
produces the corresponding action. The structure of the exe-
cution network is shown in FIGURE 4. The Critic network,
receiving the global state information and the actions of all
agents, evaluates the current policy and generates a value
function. This framework enables collaborative learning and
optimization of the system’s performance.

The Actor network consists of two full connection layers
and one output layer. Table 2 describes the network parame-
ters of each layer.

During the training process, the Critic network takes as
input the system’s state vector and the actions generated by
the Actor network. Its output is the evaluation function that
assesses the effectiveness of the current policy. Similar to
the Actor network, the Critic network consists of two full
connection layers and one output layer. Table 3 describes the
network parameters of each layer.

The basic procedure of the MAPPO algorithm is described
by the pseudocodes in Table 4:

III. RESULTS
A. SETTING AND TRAINING OF SIMULATION
ENVIRONMENT PARAMETERS
In the simulation experiment, the algorithm framework used
was TensorFlow 2.0 based on Python 3.11, with Anaconda
3.5.2 as the development environment. The hardware setup
consisted of an Intel Xeon®W-2102 CPU and 16 GB of
memory. Due to the unavailability of real data sets for
satellites and tasks, a scenario simulation program was devel-
oped using a combination of STK software and MATLAB
language. The simulation scenario involved a Walker con-
stellation observation satellite located at a 600 km altitude
in a sun-synchronous orbit. The observation targets were
randomly generated within a latitude range of −60◦ to 60◦.
Other scenario parameters are listed in Table 5.

Table 6 lists the hyper-parameters in the training process:

B. ANALYSIS OF TRAINING RESULTS
During the scenario simulation, 800 observation tasks,
along with their time windows and rewards, were randomly
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FIGURE 3. Basic architecture of the MAPPO algorithm.

FIGURE 4. Actor network structure.

TABLE 4. Pseudocodes of the MAPPO algorithm.

generated. FIGURE 5 shows the training result curve of the
MAPPO algorithm.

TABLE 5. Scenario parameters for task planning.

TABLE 6. Hyper-parameters in the training process.

The convergence of the algorithm was verified by analyz-
ing the reward punishment of uncompleted tasks during the
training process. As the number of training rounds increased,
the reward punishment gradually decreased and eventually
converged. This indicates that the total reward obtained by the
satellite increased and stabilized during the training process,
and the learned decision-making policy became more stable.

To evaluate the algorithm’s performance, the number of
observation tasks accepted within one planning period and
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FIGURE 5. Reward punishment of training.

FIGURE 6. Number of observation tasks accepted by decisions.

the average reward of the accepted observation tasks were
calculated.

As the training progressed, the number of accepted obser-
vation tasks increased and stabilized, as shown in FIGURE 6
and FIGURE 7. After 800 scenarios, the number of accepted
tasks reached 753, an increase of 23 compared to the initial
stage of training. The task execution rate improved by 3.15%.
The average reward of the accepted observation tasks also
tended to stabilize with an increasing number of training
rounds.

C. TRAINING RESULTS AT DIFFERENT SCALES
Furthermore, the MARL algorithm’s performance in task
planning was evaluated on different scales by consider-
ing multi-satellite task planning cases with 500, 1,000, and
2,000 observation tasks. The simulation results demonstrated
high convergence performance across different task scales,
as shown in FIGURE 8, FIGURE 9 and FIGURE 10. The
MARL algorithm was effective in multi-satellite intelligent
task planning, as it achieved high total rewards, accepted a

FIGURE 7. Average reward of observation tasks.

FIGURE 8. Reward punishment under different task scales.

FIGURE 9. Number of accepted observation tasks on different scales.

significant number of observation tasks, and maintained a
stable average reward.
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FIGURE 10. Average reward of observation tasks on different scales.

D. COMPARISON OF RESULTS
In order to further evaluate the performance of the pro-
posed method, we compare the performance of the proposed
algorithm with that of traditional multi-satellite task planning
optimization algorithms. Genetic algorithm and tabu search
algorithm are the most widely used optimization algorithms.
The experiments in this section are verified in two different
scenarios: 10 satellites with 800 observation missions and
10 satellites with 1000 observation missions. Satellite and
mission attribute Settings are the same. The main parameters
of genetic algorithm and tabu search algorithm are shown in
Table 7 and Table 8:

TABLE 7. Genetic algorithm parameters.

TABLE 8. Tabu search algorithm parameters.

We evaluated the performance of the compared algorithms
mainly from the total reward, the number of tasks completed,
the average revenue and the solving time. The experimental
comparison results are shown in Table 9 and Table 10:

TABLE 9. Performance comparison (10 satellites with 800 observation
tasks).

TABLE 10. Performance comparison (10 satellites with 1000 observation
tasks).

From the above comparison, it can be seen that compared
with traditional optimization algorithms, the reinforcement
learning algorithm proposed in this paper can enable the agent
to select the task with less resource consumption and high
observation return through multiple trial and error learning
training, so that a higher total task return can be obtained.
In addition, the algorithm proposed in this paper can be
trained several times in the early stage, and after network
training, the time used to complete a task planning will be
greatly shortened. Due to the large scale of solving, the
solving time of genetic algorithm and tabu search algorithm
will also be greatly increased, and it is easy to fall into local
optimal in the optimization process.

FIGURE 11 illustrates the task planning results of 10 satel-
lites with 800 observation tasks. The tasks corresponding to
the satellites numbered 0 represent the observation tasks that
were not performed due to constraint conflicts.

IV. DISCUSSION
Aiming at the problem of multi-satellite mission planning,
a multi-satellite task planning model based on Markov game
is established. Under the constraints of satellite resources,
task time window and satellite load, the total observation
reward of the mission is taken as the optimization objective,
and the MAPPO algorithm is used to solve the strategy.

Firstly, we conducted experiments to verify the proposed
method in different scale task planning scenarios. From the
experimental results, the algorithm can converge effectively
and quickly when dealing with the multi-satellite mission
planning problem of 10 satellites and 500, 800, 1000 and
2000 missions respectively. From the perspective of task
observation reward and average observation reward, the train-
ing of the algorithm will make the agent update the strategy
and select the observation task with less resource occupation
and higher reward, so that the maximum observation reward
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FIGURE 11. A planning results of 800 tasks by 10 satellites.

can be obtained while reducing resource consumption as
much as possible.

Then, in the comparison experiment with traditional
algorithms, we selected genetic algorithm and tabu search
algorithm, and verified and analyzed the three algorithms
in two different scale scenarios. From the four evaluation
indexes of total task observation income, number of accepted
tasks, average task observation income, and solving time, the
algorithm proposed in this paper is superior to the traditional
optimization algorithm.

From the perspective of the existing research and the real-
istic mission planning process of satellites, the solution of
multi-satellite mission planning problems is mostly to estab-
lish a simple constraint satisfaction model, solve the problem
by selecting a classical optimization algorithm, and obtain the
action command. The satellite ground control center sends the
action instructions corresponding to the observation task to
the satellite through the telemetry and remote control system,
so that the controlled object can perform a certain action to
complete the observation task. However, this method is slow,
inefficient and subject to various restrictions. The method
proposed in this paper can improve the autonomy of satellites
in the planning process and improve the efficiency of task
execution, aiming at the development trend of intelligent
planning. The differences and specific advantages between
the method and the traditional method are as follows:

1) The traditional algorithm is embedded in the ground
decision system, which has long solving time, slow
speed and large calculation scale, so it is difficult to
be built into the satellite to realize the satellite online
mission planning. The method proposed in this paper
is suitable for distributed satellite systems, where each
satellite is an agent with autonomy in decision-making
tasks.

2) The traditional algorithms only carry out a random
search after setting the constraint rules, and the setting
of the rules has a great influence on the results. The
method based on reinforcement learning proposed in
this paper is a process of trial and error learning, which
can be trained to obtain better strategies.

3) The method proposed in this paper needs to be trained
with a large amount of data in advance, which can be
completed off-line on the ground. After the training,
the single online decision solving time on board will
be greatly shortened.

V. CONCLUSION
By combining the multi-satellite intelligent task planning
problem with the MARL algorithm, this study presented
a Markov-game-based multi-satellite intelligent task plan-
ning model, transforming the satellite decision problem into
a Markov decision problem. The model-driven MAPPO
algorithm was utilized to effectively solve the problem.
Experimental results demonstrate that the MARL algorithm
provides high convergence speed, rewards, and training
efficiency for the task planning problem. It can be effec-
tively applied to task planning scenarios with different
scales, delivering excellent decision-making performance.
Thus, the MARL-based multi-satellite intelligent task plan-
ning method can effectively support onboard intelligent task
decision-making in multi-satellite systems.

In this study, some simplifications were made to account
for satellite constraints. Future research can focus on ana-
lyzing real satellite constraints and refining the satellite state
transition function in the task planning process, enabling
direct application to onboard task planning. Additionally,
investigating how the MARL-based multi-satellite intelligent
task planning method can dynamically adapt to changing
conditions, such as variations in satellite resources, envi-
ronmental constraints, and observation tasks, would further
enhance the capabilities and applicability of the proposed
method in real-world scenarios.
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