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ABSTRACT In this paper, we present a novel interface named GazeHand which is designed for distant object
interaction in virtual reality. The GazeHand interface translates the virtual hands near to a distant object that
the user is looking at and allows direct hand gesture interaction for manipulating an object. Either eye-gaze or
head-gaze can be applied to the GazeHand interface to decide the translated positions of the hands. In a user
study, we compared these two variants of the GazeHand interface, i.e., Eye-GazeHand and Head-GazeHand,
with a baseline condition of a modified Go-Go interface. The results showed that both GazeHand interfaces
support the high-level usability of the direct hand operation for distant object interaction while providing
the benefits of the gaze interaction: speed and reachability. The two variants of GazeHand interfaces showed
better performance than the modified Go-Go interface and the effects were more prominent as the difficulty
level of the task increased. The most preferred interface was the Head-GazeHand which took the benefit of a
stable head-gaze, while the Eye-GazeHand was less stable using eye-gaze. Meanwhile, the Eye-GazeHand
interface showed its advantage over the Head-GazeHand when the task required much gaze movement as it
used faster eye-gaze without requiring head movement.

INDEX TERMS Distant object interaction, pivot point, virtual hand, virtual reality.

I. INTRODUCTION for selecting a distant object and positioning the hands at it

Interacting with a virtual object at a distance has been one
of the common interests in 3D Virtual Reality (VR) inter-
face design [1], [2], [3], [4]. Among many prior works,
Go-Go [1] and HOMER [2] (Hand-centered Object Manip-
ulation Extending Ray-casting) interfaces are the most well-
known solutions, and they adopt hand gesture control because
itis natural and intuitive to interact with an object. The Go-Go
interface extends the virtual arm to reach the distant object
and the HOMER interface uses the ray casting technology
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for manipulation. However, the Go-Go interface is difficult
to control the length of the arm and has imprecision of hand
control with amplified movement in proportion to the ratio
of arm extension. Additionally, the HOMER interface has a
limitation in the hand movement range as the hand cannot
move outside the arm-reachable area after being placed at the
selected object.

Other researchers exploited the gaze technique [5] for
distant object interaction to overcome the limited range of
hand gesture. Since the object selection includes both indica-
tion and confirmation, gaze-based selection used the simple
looking activity for the indication and several confirmation
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FIGURE 1. A concept image for the GazeHand. A user's virtual hands are positioned near a distant object that the user is looking at, based on the pivot
and gaze points. The user can perform natural hand interaction with the distant object like in the real world: (a) schematics for translating virtual hand

at the distance based on gaze; (b) user’s view; (c) side view.

methods such as dwell time interaction [6], [7], [8], button
press [9], [10] and hand pinch [11], [12]. The dwell time
confirmation, however, usually hinders the task performance
with them requiring 0.3~1.3 seconds of gaze dwelling time,
and the button press interaction requires additional gadgets
such as a controller then reduces naturalness. Prior work
found the gaze indication with the hand pinch confirmation
was intuitive because hand pinch confirmation was easily
extended to hand object manipulation [11], [12]. However,
recent works on gaze and hand combinations still have
issues of limited hand operation area by abandoning gaze
interaction after distant-object selection [13] and reduced
usability of natural hand control by abandoning one-hand
object rotation [12].

In this paper, we introduce a novel interaction technique,
named GazeHand (see Fig. 1) in which the bare and direct
hand gestures are used for natural object interaction while
the gaze translates the virtual hands near to a distant object.
In this way, a user can perform natural hand-object interaction
as in the real world and still take the benefits of the gaze
interaction which supports fast movements and is able to
reach every part of the visible task space. Moreover, it sup-
ports a two-hand operation simultaneously and requires less
hand movement because major translation is done by the gaze
interaction.

In order to demonstrate and validate the benefit of the
GazeHand interface, we present the design and implementa-
tion details and also report on a user experiment evaluating the
proposed method. To the best of our knowledge, this research
is the first to introduce and evaluate the interface that uses the
gaze only for translating virtual hands and combines it with
natural hand gestures for object selection and manipulation.

Il. RELATED WORK

In this section, we describe previous works using gaze,
hand, and both for distant object interaction, to identify their
limitations.

A. GAZE SELECTION AND MANIPULATION
Gaze has the benefit of being faster than other selection
interfaces such as mouse and hand selection [14], [15], [16].
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It also allows people to select unreachable objects [17]
and express their point of interest to a system or other
people [18], [19], [20].

Despite the benefits, gaze selection has a limitation of the
Midas Touch Problem [3], [21] where users unintentionally
select objects by looking at them. To solve the problem,
several researchers [9], [12], [22] divided the gaze selection
into two steps of interactions: indication by looking at activity
and confirmation by several different methods. Dwell time
interaction [6], [7] is one of the famous confirmation methods
for gaze selection by calculating the time of gaze hovering at
an object and confirming the selection if the time is over the
threshold dwell time. Besides, eye blinking is also introduced
as another confirmation method for gaze selection [23], [24].

Others have used a controller or hand gesture for confir-
mation in selection. A well-known example of using a button
clicking for confirmation [25] is Microsoft HoloLens. A user
looks at an object for indication while wearing the Microsoft
HoloLens and clicks a button on the handheld controller for
confirmation. Pfeuffer et al. [12] introduced an interface that
confirmed a selection by hand pinch interaction that is also
supported on HoloLens.

Prior research also used gaze for object manipulation [6],
[26], [27] but their methods were alternative when a proper
hand manipulation is not available because hand manipula-
tion is more natural and effective than gaze manipulation.
Additionally, since the gaze interface provided only point
information, several researchers tried to extend its use by
splitting complex interaction into a sequence of multiple
steps (e.g., using dwell time interaction twice for object
manipulation [6]).

Some researchers reported the difficulty of using the
eye-gaze interaction with the accuracy level [28] and sug-
gested using the head-gaze as an alternative [29], [30]. The
head-gaze is defined with the head-mounted display (HMD)
forwarding direction with a center point of the HMD
view [31], [32]. Previous works [33], [34] reported that
head-gaze interaction is preferred to eye-gaze interaction
because it showed more stable performance than the eye-gaze
interaction. Some others reported that eye-gaze interaction
usually has less head movement than head-gaze [35].
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Some works combined eye-gaze and head-gaze for selec-
tion. One study [36] used the head-gaze and eye-gaze to
confirm selection when both gaze pointers are matched.
Another study [37] explored both head-gaze and eye-gaze to
predict a user’s desired target object.

B. HAND SELECTION AND MANIPULATION

Humans use hands for holding (selecting) and manipulating
objects in real life, so many researchers adopted hand gestures
for direct object manipulation [38], [39] to establish natural
interaction. However, it is difficult to interact with distant
objects out of reach.

To solve the issue, several works such as Go-Go [1] and
HOMER [2] brought hands to the target object by either
extending an arm or using ray-casting. However, they still
have limitations. Since the Go-Go interface [1] extends arms,
the hands at the end of the arm could move too much with
a small physical arm movement at the rate of the extension,
and it makes it difficult to conduct precise hand interaction.
Additionally, the arm extension is limited with their exten-
sion formula, so their hand interaction has limited operation
area. To overcome such limitation the HOMER interface [2]
uses the ray-casting for selection and then positions the
virtual hand to the target object for manipulation. It still
has the issue of the hand movement range being limited
to the arm-reachable area after being placed at the selected
object.

C. HAND INTERACTION WITH GAZE INPUT

Pfeuffer et al. [17], [40] developed a system allowing users to
perform the selection and manipulation anywhere in the 2D
screen. The position of the gaze point is the area that the user’s
hand screen interaction is applied to, so it could reduce hand
movement. Additionally, several researchers used hand and
gaze for menu selection [41], [42], [43], [44], text entry [45],
or 2D region selection [46].

Recently, researchers started to introduce interfaces that
combine hand and gaze interaction for 3D VR selection and
manipulation with an HMD. Pfeuffer et al. [12] introduced
the ‘Gaze+Pinch’ interface which allows users to select an
object by gaze indication and hand pinch confirmation. After
selection, the interface uses the relative position of the user’s
physical hand in interacting with objects. A user can start
hand translation at any hand position with a pinch gesture
and translate an object according to the relative position
of the current hand to the initial hand pinch pose. Addi-
tionally, the interface allows two hand gestures for scaling
and rotating objects. However, they exploited the relative
position of two hands for rotating objects (according to the
rotation of the line between the two hands) and it is not natu-
ral compared to real-world hand manipulation. Additionally,
the ‘Gaze+Pinch’ interaction applied a formula (Movement
Object = Movement yung * Distance opject_to_user) that ampli-
fies grabbing-hand movement at the rate of the distance to the
grabbed object, so precise manipulation of the distant object
might be difficult.
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Ryu et al. [13] adopted the hand and gaze selection for
a distant object in a dense environment with many objects.
The gaze refers to an area, and the objects in the gazed area
become candidates for selection. Among the candidates, the
user chooses one with a grasping gesture to indicate the width
of the target object by the distance between the thumb and
other fingers. After selection, users can manipulate it with
natural hand gesture. The range of the manipulation, however,
is still limited to the arm-reachable area. Additionally, there
is an ambiguity on which object to select if there are multiple
objects having the same width.

Yu et al. [9] introduced two interactions: ‘ImplicitGaze’
and ‘3DMagicGaze’ using gaze and hands for object selection
and manipulation. In the ‘3DMagicGaze’, a user indicates
an object with a gaze and confirms the selection with a
controller button press. Then, the system creates a spher-
ical area (with the radius at a tangent 10 degrees of the
length between the user and the selected object) where the
controller-hand object manipulation is supported. If the gaze
goes beyond the spherical area, the object snaps to the gaze
point direction (without changing its depth to the user) and
the system creates another spherical area at the following
gaze fixation then the snapped object can be manipulated by
the controller hand in the spherical area. The ‘ImplicitGaze’
interface is the same as the ‘3DMagicGaze’ interface but has
a dynamic spherical area that becomes larger when the user
keeps looking at it. As a result, Yu developed an interface
that uses both gaze and controller-based hand interactions
not only for selection but also for manipulation. They used
the spherical area as a solution for unstable gaze move-
ment and then allowed controller-hand manipulation in the
sphere.

D. LIMITATIONS OF PREVIOUS WORK

In previous studies, we found that the gaze interface pro-
vided point information and it can move fast and reach
any point regardless of the distance (as far as it is visible)
[14], [15]. However, interacting with objects solely relying on
the gaze-point information was too complex and may reduce
the intuitiveness and easiness for the use.

The hand interaction is the most natural method for object
selection (by grabbing) and manipulation because it is the
way people do in the real world. However, it had mainly
two issues for interacting with a distant object: limited hand
interaction area [2], [13] and difficulty in conducting precise
hand interaction with the amplified hand movement (such as
in the Go-Go interface [1]).

Several researchers [9], [12], [13] have tried to solve the
limitation of gaze and hand interactions by combining them
together, but their approaches reduced the usability of natural
hand manipulation (e.g., using relative position for object
interaction and one hand object rotation is not supported [12],
or using a controller rather than bare hand interaction [9]), and
still did not properly adopt the benefit of the gaze interaction
(e.g., hand-operation limited to arm reachable area [13]).
Additionally, while they used gaze for object indication in the
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process of object selection, our approach does not include any
gaze-object interaction.

Ill. THE GazeHand INTERFACE

In this section, we describe how we designed and developed
the GazeHand interface, how it operates, and its two variants:
Eye-GazeHand and Head-GazeHand.

A. ROLES OF GAZE AND HAND INTERACTION

Considering the pros and cons of the gaze and hand interac-
tion (described in the section I1.D), we combine them with the
roles of gaze and hand interaction for the GazeHand interface
as below:

o The hand interaction performs object selection and
manipulation because it is more natural than the gaze
interaction.

« The gaze interaction is used for translating hands to
accelerate hand movement, so it solves the issue of slow
movement of hands.

o The gaze translates the hands to every part of the visible
task space regardless of its distance for resolving the
issue of hand operation being limited to arm reachable
area.

With the roles, the GazeHand interface takes the benefits
of the natural and intuitive bare hand control for distant object
interaction but adopts the two major benefits of the gaze
interaction: fast-moving and being able to reach distant task
space. The virtual hands are synchronized with the real-world
hands at a one-to-one mapping rate, so their behavior is
natural and similar to the real world.

B. TRANSLATING HANDS BY GAZE

To implant the benefits of the gaze interaction onto the hands,
we translate the hands to the gaze point, so the GazeHand
interface can move fast and go every part in the given space
like the gaze point. However, translating hands simply to the
gaze point has an issue in using hands. In the real world,
there is a room between hands and an object when having
the hand interaction. Since the gaze point is the collision point
between the gaze ray and the object, there is no room for hand
interaction against the object.

This can be solved by generating a pivot point in front of
the collision gaze point and attaching the hands to it, so there
is a room where the hands can move around (see Fig. 1).
We position the pivot point on a gaze ray and the distance
between pivot point and gaze point is two-thirds of aver-
age arm length [47] (Female: 72.20cm, Male: 78.65cm) by
following Poupyrev’s Go-Go interaction (which reports this
as comfortable distance). We call this distance, an offset.
Additionally, we match the pivot point to the manubrium
(see Fig. 1) because the manubrium is placed at the top center
of the front side of a user’s body, and their arm’s height is
similar to the manubrium’s height.

C. STABILITY OF THE PIVOT POINT
During object manipulation, the depths of the gaze and
pivot points can change as the object is rotated (see Fig. 2).
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FIGURE 2. Issue of changing depths of gaze collision and pivot points
when the object is rotated.

Algorithm: The GazeHand Interface

// initialization of variables and constants

Set the offset as the two-thirds of the arm length from a user

Set the delta as (the position of the HMD - the position of the user’s
manubrium)

Set the max_depth as 10 // can be changed depending on the context

Set the initial last_collider as null

Set the initial last_manipulated object as null

Set the initial gaze point as the position of the user’s manubrium

Set the initial pivot_point as the position of the user’s manubrium

Set the initial hand_distance as 0

Set the initial depth as 0

1: while true do
// Calculate the pivot point
2:  Get ray information (origin and direction) from the HMD
according to the type of gazes
Generate a ray
Raycast along the ray
if the ray collides with any object then
if the object !=last_collider || the object !=
last_manipulated object then
7: Update the depth as the magnitude of
(position of collided object — origin)

AR

8: end if

9: Update the current gaze_point as (origin + depth *
direction)

10: if the object !=last_manipulated object then

11: Update the current pivot_point as (collision

point of collided object — offset * direction)

12: end if

13: Render the ray with its length set as depth

14:  else

15: Update the current gaze point as (origin + max_depth *
direction)

16: if last_manipulated object |=null then

17: Update the current pivot_point as (gaze_point

— offset * direction)

18: Render the ray with its length set as max_depth

19: endif

20: if the object !=null then

21: Update the last_collider as the object

22: endif

23: if a user is grabbing the object then

24: Update the last_manipulated_object as the object

25: endif

26: Render the pivot point and gaze point on the ray
// Position the virtual hand

27:  Set the hand_distance as max(0, depth — offset)

28: Set the position of hands at the distance as (the position of the
user’s hand + delta + hand_distance * direction)

FIGURE 3. The GazeHand Interface algorithm that creates and updates a
pivot point and moves the hand at the distant target object. Variables are
in italic type. Vectors or points are underlined. * indicates scalar
multiplication.
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(1) Exploration

(4) Manipulation

FIGURE 4. Continuous five steps of object manipulation in GazeHand. Black hands are a user’s actual hands, and blue hands are their virtual hands for
object manipulation. A green arrow indicates a user’s gaze ray, a red arrow shows the path the object follows, and two pink arrows describe hand
movement after releasing the hand. Each pink arrow has the same length. A red dot indicates a pivot point.

For example, if the object rotates and has a different depth
of gaze point as shown in Fig. 2, then the pivot point can
be moved back and forth. This unstable movement makes it
difficult to control the hand interaction. To solve the issue,
we make rules for calculating the depth of the pivot point.
The overall GazeHand algorithm, including pivot point cal-
culation, is described in Fig. 3.

« When grabbing an object, the system does not update
the depths of gaze and pivot points with the collision
between the grabbed object and the gaze ray.

With this rule, the hand interaction can be stable while
grabbing an object, but another issue occurs when contin-
uing the last manipulation with the same object once after
releasing it. The system updates the depths when releasing
the object even though a user tries to continue the next manip-
ulation in a series by the previous one. To solve it, we add the
following rule.

« If keeping the gaze on the last manipulated object, the

system does not update the depths.

This rule was inspired by the fact that a user keeps looking
at the manipulated object to check and continue the manipu-
lation. With these rules, the depth of the pivot point remains
unchanged until completing the manipulation of an object,
so would establish a high level of stability.

In other cases where there is a collision between the gaze
ray and another object that is not grabbed and not continuing
manipulation, the GazeHand interface calculates the pivot
point with the collision object, so the hands and grabbed
object move to nearby it. These may reduce the depth control
interaction by automatically moving the grabbed object to
a target object. Additionally, we implemented another mode
that does not update depth when grabbing objects.

D. GazeHand OPERATION

When a user puts down his/her hands, our interface only dis-
plays a gaze pointer. When hands are held up and in a tracked
area, the system displays a half-transparent gaze ray and a
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pivot point with virtual hands. When using the GazeHand,
there are five steps to interact with objects: exploration, object
indication, select confirmation, manipulation, and release.
More detailed explanations are described below and in Fig. 4.

« Exploration: The state when a user looks up the target
object. If the user holds her hand up, the virtual hands
appear near the position where she is looking at.

« Indication: The state when the user moves the virtual
hands, and they reach the target object and collide with
them.

o Confirmation: The state when a user grabs the target
after the indication. The target object is in the control
of hand and gaze interaction.

o Manipulation: The state when a user manipulates the
object with the hand and gaze interaction. The gaze
movement makes a fast and large translation of the hands
and the grabbed object, and the hand control makes
precise translation and orientation.

« Release: The state when a user releases the target object
with ungrabbing hand interaction.

E. TWO GAZE MODES
There are two types of gazes: Eye-gaze and head-gaze, and
our GazeHand interface has two variants with two gaze types.
Eye-GazeHand uses the eye-gaze ray and pointer with
tracking information. The eye tracker takes a live pupil image
and decides the direction of where the user is looking. With
the gaze direction, the system creates a gaze ray from the
pupil and finds a collision point with an object to place
the gaze pointer. With the gaze ray and the gaze pointer,
the system creates the pivot point as described in the previous
sections and positions the virtual hands at it, then forms the
Eye-GazeHand interface. It is controlled not only by the pupil
movement but also by the head movement because the head
movement is always applied to the pupil movement.
Head-GazeHand is similar to the Eye-GazeHand except it
does not include eye tracking information. To create a head-
gaze ray, it simply uses the front direction of the HMD that is
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mostly matched with the front head direction, and the starting
position of the ray is the center of the viewpoint as several
previous studies did [24], [25]. Thus, the Head-GazeHand is
controlled by the user’s head movement and orientation.

F. RESEARCH QUESTIONS

To evaluate our new combination of gaze and hand inter-
actions whether supports the high level of usability of the
hand-object interaction while adopting the benefits of the
gaze interaction, we defined following research questions:

e« RQI: Is the GazeHand interface effective for distant
object interaction with a high level of usability?

e« RQ2: Does the GazeHand accelerate the hand interac-
tion with the gaze operation, leading to improved task
performance?

Additionally, considering that some researchers [31], [32],
[33], [34] suggested using the head-gaze instead of the
eye-gaze because of the unintended gaze movement and eye
tracking accuracy, we have another question:

o RQ3: Does the Head-GazeHand have better perfor-
mance and usability than the Eye-GazeHand?

IV. USER STUDY

We conducted a within-subject user study and compared
three conditions (the modified Go-Go, Head-GazeHand, and
Eye-GazeHand) with three different task types (selection,
translation, and complex task). We did not directly compare
our Gaze-Hand interface with previous gaze-based inter-
faces [9], [12], [13] because the GazeHand interface does
not include any gaze-object interaction while they do, and
our study focuses on evaluating a new interface supporting
natural hand-distance object interaction while adopting the
benefits of gaze interaction: moving fast and being able to
reach every part of the task space regardless of the distance.
Thus, we compared our two GazeHand interfaces with the
one supporting natural hand interaction but having a different
method of positioning hands to a distant object, to evaluate
how well the GazeHand interface adopts the benefits of gaze
interaction.

A. CONDITIONS
We developed Eye-GazeHand and Head-GazeHand condi-
tions as described in the previous section and the modified
Go-Go condition based on the Go-Go [1]. We implemented
bare-hand and gaze interaction with dedicated hand and eye
tracking systems provided by HTC Vive Pro Eye VR HMD.
When a user holds up their hands, all three conditions
calculate the distance between the user’s head and hands.
If the distance is more than one-third of the average arm
length [47] (Female: 72.20cm, Male: 78.65cm), the system
starts operating the conditions. With the two GazeHand con-
ditions, the system calculates the pivot point and positions the
hands near the object that the user looks at. With the modified
Go-Go condition, the system starts moving the virtual hand
in the direction of the line from the shoulder (we manually
measure the relative position of the shoulder from the user’s
head before starting the user study with a tracker - controller)
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to the hand. This forward-moving virtual hand behavior is
the difference between it and the two GazeHand conditions.
We adjusted the modified Go-Go condition to let the virtual
hand reach the target object when the distance between the
shoulder and the hands is more than two-thirds of the average
arm length. This requires the same amount of arm stretch to
reach the target object among the three conditions because
the pivot point of the two GazeHand conditions is the same
distance away from the target object. If a user holds up their
real hand with the stretched arm having more than two-thirds
of the average arm length, there is no virtual-hand forwarding
animation, but the virtual hand is instantly positioned at the
target object identified with the collision point of the ray at the
direction of the line from the shoulder to the real hand (Fig. 5).
If there is no collision with the ray, the condition takes the
previous depth length. The modified Go-Go condition also
creates a pivot point according to the position of the previ-
ously animated hand, so the other hand’s interaction can start
near the already positioned hand with the pivot point.

o Eye-GazeHand: The user’s eye-gaze translates the vir-
tual hands by placing them near the object that the
eye-gaze points at and can grab and manipulate the
objects with the direct hand gesture interaction (Fig. 4).

« Head-GazeHand: Works as same as the Eye-GazeHand
except using the head-gaze to translate the virtual
hands (Fig. 4).

« Modified Go-Go: supporting direct hand-object interac-
tion like the two GazeHand interfaces but using hands
themselves to control the positioning of virtual hands
close to a distant object (Fig. 5).

B. HARDWARE AND SOFTWARE SETUP

The experimental system was developed with Unity game
engine 2021.3.8f1. The system runs on a PC (AMD Ryzen 7
5800X 8-Core Processor 3.80GHz CPU, 32 GB RAM, and
NVIDIA GeForce RTX 3060 graphics card) and the HMD
was HTC Vive Pro Eye embedded with a Tobii eye tracker.
To connect the HMD with the Unity engine, SteamVR Plu-
gin 2.7.3 was used. To get eye and hand tracking information,
Vive Eye & Facial Tracking SDK 1.3.3.0, Vive Hand Track-
ing SDK 1.0.0, and TobiiXR SDK 3.0.1 were used.

C. TASKS

We prepared three different tasks to have different difficulty
levels. All tasks are distant object selection and/or manipula-
tion (see Fig. 6). We prepared three types of tasks: selection,
translation, and complex task including orientation, and they
were designed according to Bowman’s taxonomy of inter-
action in VR environment [37]: selection, translation, and
orientation.

The goal of the selection task is to select ten cubes 4 meters
away from participants. There are five small cubes (in 20cm
width) and five large cubes (in 30cm width) that are placed
with an interval of one meter. Five of them are at the one-
meter height, and the others are at the two-meter height. Once
the task starts, one of the cubes will change its color to yellow
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FIGURE 5. Object selection with the modified Go-Go. If a user stretches
an arm more than two-thirds of the arm length, the virtual hand instantly
reaches at the target object at the direction of the line from the shoulder
to the hand.

and the participant should select it by grabbing interaction.
The system counts an error if the grabbing gesture is made
but does not hold the yellow cube. After selecting the cube,
it returns to white, and another cube will be in yellow. The
task continues until all ten cubes are properly selected and
the order of the yellow highlighted cube is random.

In the translation task, there are five planes in four cardinal
directions (east, west, south, and north) and at the center, and
the task is to translate a yellow cube (in 30cm width) from
the center white plane to one of the planes in four-directions.
All planes are 2 meters by 2 meters square and there is a
2 meters interval between the center and each directional
plane. The participant is 2 meters south from the south plane
and 3 meters above the floor. The participant should translate
the cube eight times as translation in each direction is required
twice. The instruction showing the direction to move is dis-
played with an arrow on a blackboard and is 5 meters above
the white plane. If dropping a cube or placing it at any wrong
plane, the cube returns to the initial position, and it is counted
as an error. The order of the directional translation is random.

The complex task includes precise translation and rotation
of a virtual object, a teddy bear. There are three teddy bears
on a table (Im x 2m x 0.6m) with a 60cm interval, and
each teddy bear is 35cm in width, 35c¢m in depth, and 50cm
in height. The goal of the task is to position and orientate
the three teddy bears to match the half-transparent targets on
a 4-meter front shelf. Two of them are rotated 90 degrees
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at each X and Y axis, and another one is facing toward
the participant. We set thresholds as 20cm for position and
40 degrees for orientation (sum of difference at three axes) for
success. There are three indicators above the shelf to indicate
the success of three trials by changing its color from red to
yellow.

D. PROCEDURE & DATA COLLECTION

On arrival, we explained the purpose and procedure of the
study to the participants. Once they agreed with the study,
they filled out a consent form and demographic questionnaire
asking about gender, age, and VR experience. The participant
then wore the HTC Vive Pro Eye HMD and calibrated their
eye-gaze, and the experimenter measured the relative position
of both shoulders to the head using the tracked controller, for
the use of the modified Go-Go interface.

Before the experiment, the participants had time to practice
with the interfaces of three conditions and got acquainted
with the object interaction task with seven white cubes
(in 20cm width) and two tables. During the practice, the
experimenter verbally gave an instruction on using three
interfaces and asked them to perform object selection, trans-
lation, and rotation until they felt familiar with it.

After the practice, the participant performed three tasks (in
the order of selection, translation, and complex tasks) with
the interface of the given condition. The order of three con-
ditions was counter-balanced with a Balanced Latin square
design. While experimenting, we collected some data to
answer our RQ1 (usability) and RQ2 (task performance).
After completing the tasks with each condition, the par-
ticipants answered the subjective questionnaires: System
Usability Scale (SUS) [48], [49], Subjective Mental Effort
Questionnaire (SMEQ) [50], and NASA Task Load Index
(NASA-TLX) [51], [52]. During the experiment, the exper-
imenter collected system logs of the five data types: task
completion time, grab time (sum of time taken for grabbing an
object), hand movement (sum of hand movement in meters),
head rotation (sum of head rotation in degrees), and error
count (as described in the previous section) within the given
task and condition. After experiencing all three conditions,
we asked the participant to rank the three conditions as 1st
(Most preferred), 2nd (Normal), and 3rd (Least preferred).

After completing tasks with a given condition, the experi-
menter conducted an interview asking the pros and cons of the
three conditions and suggestions to improve the GazeHand
interface. The overall experiment took about 70 minutes per
participant. They received a gift certificate worth ten dollars
as a reward.

We summarized data collection to answer our research
questions in Table 1.

E. PARTICIPANTS

We initially recruited 24 participants who were local under-
graduate and graduate students, and office staffs, but three
of them could not complete the user study. Two of them wore
thick and dark glasses which made the eye tracker fail to track.
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FIGURE 6. Three tasks from our user study. Left: the selection task. Center: the translation task. Right: the complex task.

TABLE 1. Data collection to answer the research questions.

Research Question Measurements

RQI. Is the GazeHand interface effective
for distant object interaction with a high
level of usability?

SUS, SMEQ, and Raw
NASA-TLX

Task Completion Time,
Hand Movement, Head
Rotation, Grab Time,
and Error Count

RQ2. Does the GazeHand accelerate the
hand interaction with the gaze operation,
leading to improved task performance?

RQ3. Does the Head-GazeHand have
better performance and usability than the
Eye-GazeHand?

All measurements above

Another participant withdrew due to poor eye tracking qual-
ity. Eventually, 21 participants completed the study and their
ages ranged from 19 to 28 years with an average of 23.05
(SD = 2.96). They were 9 males and 12 females, and nine of
them wore glasses. Most of them had little experience in using
VR interfaces (less than once a month: n = 12; never: n = 9).

V. RESULTS
We present the results of the user study with objective
data, subjective data, and user feedback. According to
Shapiro-Wilk test results, our objective data (task comple-
tion time, grab time, hand movement, head rotation, and
error count) are not normally distributed for each condition,
and subjective questionnaire data (SUS, SMEQ, NASA-
TLX, and preference) are in ordinal scales. We thus ran the
Friedman test (¢ = .05), and for those results showing a
significant difference between the three conditions, we con-
ducted pairwise comparisons for further investigation. Given
the measures being nonparametric, and the study design in
within-subject design, we used Wilcoxon signed-rank tests
for pairwise comparisons while adjusting the alpha level with
Bonferroni correction (o = .0167). Given there are three pair-
wise comparisons, we divided the significance level by 3
(i.e., .05 /3 = .0167) according to the Bonferroni correction.
In this section, we use the abbreviations: GH, head-
GH, eye-GH, and Go-Go, for the GazeHand, Head-
GazeHand, Eye-GazeHand, and modified Go-Go conditions,
respectively.

133710

A. OBJECTIVE DATA

Results from objective data are summarized in Fig. 7.
Friedman tests found significant differences between the
three conditions in all measurements with three task types
(all p-values are less than .001 except the error count with
the selection task, which is .019).

1) TASK COMPLETION TIME

In the selection task, both head and eye GHs completed
the task significantly faster than the Go-Go (Z = —4.015,
p < .001; Z = —3.180, p = .001, respectively). There
was no significant difference between the eye and head
GHs (Z= —1.408, p = .159). Similar results were shown
in the translation task. The head and eye GHs completed
the task significantly faster than the Go-Go (Z = —3.806,
p < .001; Z= —3.980, p < .001, respectively), but there was
no significant difference between the two GHs (Z = —0.226,
p = .821). In the complex task, the two GHs were also faster
than the Go-Go (head-GH: Z = —3.945, p < .001; eye-GH:
Z = -3.319, p = .001). Interestingly, there was a significant
difference between the two GHs (Z = —2.416, p = .0157) as
the head-GH (M = 64.31 seconds, SD = 23.89) was faster
than the eye-GH (M = 87.95 seconds, SD = 49.80).

2) HAND MOVEMENT

In the selection task, the two GHs showed less amount of
hand movement than the Go-Go (head-GH: Z = —4.015,
p < .001; eye-GH: Z = —4.015, p < .001). This trend was
also present in both translation (head-GH: Z = —3.980,
p < .001; eye-GH: Z = —4.015, p < .001) and com-
plex tasks (head-GH: Z = —4.015, p < .001; eye-GH:
Z = —3.841, p < .001). Interestingly, we found that the eye-
GH (M = 4.62m, SD = 3.00) required less amount of hand
movement than the head-GH (M = 7.55m, SD = 4.52) in the
translation task (Z = —2.833, p = .005), but no significant
difference between them on the other tasks (selection task:
Z = —1.755, p = .079; complex task: Z= —0.747, p = .455).

3) HEAD ROTATION
In the selection task, both head-GH (Z = —3.180, p = .001)
and eye-GH (Z = —-3.945, p < .001) required less
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FIGURE 7. Results of objective data: task completion time, grab time, amount of the hand movement, head rotation, and error counts (G: modified
Go-Go, H: Head-GazeHand, E: Eye-GazeHand, X: mean, o: outliers, * = p < .05 for Friedman test and p < .0167 for Wilcoxon signed rank test with

Bonferroni Correction, ** = p <.005, and *** = p <.001).

amount of head rotation than the Go-Go. Also, the eye-GH
M = 177.64°, SD = 102.00) required less amount of the
head rotation (Z = —3.945, p < .001) than the head-GH
(M = 346.87°, SD = 43.27). However, the translation task
showed different results. There was no difference between
the Go-Go and head-GH (Z = —1.651, p = .099), but com-
parisons between the eye-GH and the Go-Go (Z = —3.945,
p < .001) and between the eye-GH and the head-GH
(Z = —-3.736, p < .001) showed significant differences.

Interestingly, the results with the complex task showed a
different trend compared to the one with the translation task.
There was a significant difference between the Go-Go and
the head-GH (Z = —3.771, p < .001). Meanwhile, no sig-
nificant difference was found between eye-GH and Go-Go
(Z= -2.207, p = .027) and between eye-GH and head-GH
(Z=-0.713, p = .476).

4) GRAB TIME

We did not measure the time of grabbing an object with
the selection task, as we compared three conditions in grab
time only for translation and complex tasks. In the trans-
lation task, the participants took significantly more time
to grab objects with the Go-Go than with the head-GH
(Z=-3.424, p=.001) and the eye-GH (Z = —3.841,
p < .001). There was no significant difference between the
two GHs (Z = —0.295, p = .768). In the complex task, the
participants took significantly more time to grab objects with
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the Go-Go than with the head-GH (Z = —3.806, p < .001)
and the eye-GH (Z = —2.694, p = .007). However, the head-
GH (M = 39.90 seconds, SD = 22.20) spent less grab time
(Z=—-2.555,p = .011) than the eye-GH (M = 57.06 seconds,
SD = 31.51).

5) ERROR COUNT

We counted errors in the selection and translation tasks
because all trials for the complex task were completed
without errors but took more time than other tasks.
Interestingly, the participants made more errors with the
eye-GH than both Go-Go (Z = —2.873, p = .004) and
head-GH (Z= —2.440, p =.015) in the selection task.
There was no significant difference between Go-Go
and head-GH (Z = -0.498, p=.619). Meanwhile,
with the translation task, the participants had a greater
number of errors with the Go-Go than the head-GH
(Z=-3.691, p < .001) and the eye-GH (Z = —3.774,
p < .001). There was no significant difference between the
two GHs (Z = —0.416, p = .677).

B. SUBJECTIVE DATA

Overall questionnaire results with statistical values are
described in Table 2 and 3. All questionnaire results from the
Friedman test showed significance among three conditions
(all p-values are less than .001 except the SUS usability test
with the selection task, which is .006).
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TABLE 2. Subjective results of the study.

Mean and standard deviation: M (SD) . Wilcoxon signed-rank test: Z (p)
Measurement Task Friedman test:
’ ] y 22 @) Go-Go VS. Go-Go VS. eye-GH VS.
Go-Go head-GH eye-GH head-GH eye-GH head-GH
Selection 72.857 84.643 73.452 10.243 -2.964 -0.187 -2.854
(22.154) (9.024) (16.535) (.006%*) (.003*%*) (.852) (.0047%%*)
SUS Translation 58.690 82.262 77.857 16.683 -3.550 -3.225 -0.733
(21.471) (11.723) (16.494) (<.007 #sk) (<.001 *3k%) (<.001%*%%*) (.463)
Complex 55.476 83.810 70.238 26.000 -3.725 -2.094 -3.712
P (26.500) (11.198) (17.228) (<.0071#%%) (<.001 #%%) (.036) (<.001 #%%)
Selection 31.984 15.238 29.762 18.099 -3.099 -0.825 -3.528
(19.928) (10.779) (18.873) (<.0071%#%*) (.0027%%) (.409) (<.001 #3#%)
Raw Translation 45.000 19.921 18.810 15.537 -3.715 -3.216 -0.336
NASA-TLX (23.256) (10.833) (16.391) (<.001 *sk) (<.001 *3k) (.001%*) (.737)
Complex 51.190 17.460 32.222 29.810 -4.015 -2.920 -3.859
P (21.208) (13.214) (15.806) (<.001 #sk) (<.001 *3k) (.003%:) (<.001#%%)
Selection 19.190 8.190 21.667 20.027 -2.978 -0.332 -3.848
(16.345) (7.393) (15.104) (<.001 #sk) (.003%:) (.740) (<.001#%%)
SMEQ Translation 36.238 13.476 15.143 13.169 -3.180 -2.839 -0.202
(24.962) (11.418) (13.868) (.001°%%*) (.001%*%*) (.005%*) (.840)
Complex 51.571 13.190 27.333 23.455 -3.885 -2.679 -3.661
P (30.938) (14.236) (16.286) (<.0071%#%*) (<.001 #7#%) (.007%*) (<.001 #%%)

The table shows SUS, SMEQ, and raw NASA-TLX results of the three tasks with the three conditions (Go-Go: modified Go-Go condition, head-GH: the
Head-GazeHand condition, eye-GH: the Eye-GazeHand condition). SUS and raw NASA-TLX range from O to 100. Significant results are in gray with the
annotation (* = p < .05 for the Friedman test and p < .0167 for the Wilcoxon signed-rank test with Bonferroni correction, ** = p < .005, and *** = p < .001).

1) SUS (USABILITY)

In the selection task, the head-GH showed the highest usabil-
ity level, which is significantly higher than the usability
levels of the Go-Go (Z = —2.964, p = .003) and the eye-GH
(Z = —2.854, p = .004). No significant difference between
the Go-Go and eye-GH (Z = —0.187, p = .852) was shown.
In the translation task, there was no significant difference
between the two GHs (Z = —0.733, p = .463), but the Go-Go
showed a significantly lower level of usability than both
head-GH (Z = —3.550, p < .001) and eye-GH (Z = —3.225,
p < .001). Surprisingly, the results of the complex task
showed a similar trend to the results of the selection task
rather than those of the translation task. Thus, the head-GH
showed a higher usability level than the Go-Go (Z = —3.725,
p < .001) and eye-GH (Z = —3.712, p < .001). There was
no significant difference between the Go-Go and eye-GH
(Z=-2.094, p = .036).

2) NASA-TLX (TASK LOAD) AND SMEQ (MENTAL EFFORT)

The results of the task load and the required mental effort
showed the same trend, and it was similar to the results of the
usability. In the selection task, using the head-GH required
significantly lower task load and mental effort than when
using the Go-Go (task load: Z = —3.099, p = .002; mental
effort: Z = —2.978, p = .003) and the eye-GH (task load:
Z = —3.528, p < .001; mental effort: Z= —3.848, p < .001).
There was no significant difference between the Go-Go and
the eye-GH (task load: Z = —0.825, p = .409; mental effort:
Z = —0.332, p = .740). In the translation task, however, the
Go-Go required a significantly higher level of task load and
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mental effort compared to not only the head-GH (task load:
Z = -3.715, p < .001; mental effort: Z = —3.180, p = .001)
but also the eye-GH (task load: Z = —3.216, p = .001; mental
effort: Z= —2.839, p = .005). There was no significant differ-
ence between the two GHs (task load: Z = —0.336, p = .737;
mental effort: Z = —0.202, p = .840). In the complex task,
using the Go-Go needed a higher level of task load and mental
effort than using both head-GH (task load: Z = —4.015,
p < .001; mental effort: Z = —3.885, p < .001) and eye-GH
(task load: Z = —2.920, p = .003; mental effort: Z = —2.679,
p = .007). Interestingly, the participants felt that they spent
more task load and mental effort when using the eye-GH than
when using the head-GH (task load: Z = —3.859, p < .001;
mental effort: Z = —3.661, p < .001).

3) PREFERENCE

The participants ranked the conditions according to their
preferences. The results of the user preference (see Table 3)
showed the same trend with the one of the usability, which
implies that participants preferred conditions that have high
usability.

In the selection task, participants chose the head-GH as
the best-preferred condition than the eye-GH (Z = —2.901,
p = .004) and the Go-Go (Z = —3.334, p = .001). No sig-
nificant difference was found between the eye-GH and the
Go-Go (Z = —0.037, p = .971). In the translation task,
the participants preferred both GH conditions compared
to the Go-Go condition (eye-GH: Z = —2.776, p = .006;
head-GH: Z = —3.620, p < .001). In the complex task, the
head-GH was significantly preferred more than the Go-Go
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TABLE 3. Preference results of the study.

Task Preference Fried Wilcoxon signed-rank test
as riedman test
Rank G H G-H G-E H-E
I 2 15 1(2) 14.000 VA -3.334 -0.037 -2.901
Selection 2nd 10 5
- 9 . il )/, .001%#* )/ .001#* 971 .004#*
™ 1 9 11 1(2) 14.100 VA -3.620 -2.776 -0.423
Translation 2nd 5 11 5
P .001%* )/ <.0071 #sk* .006%* .673
3rd 15 1 5
™ 18 3 1(2) 26.570 VA -4.144 -2.201 -3.334
Complex 2nd 6 3 12
) P <.0071 ##* )/ <.001 #%* .028 .001**
3 15 0 6

The table shows user preference among the three conditions in the three task types (G: the modified Go-Go, H: the Head-GazeHand, E: the Eye-GazeHand).
The numbers in the preference columns are the number of participants choosing the condition. Significant results are in gray with annotation (* = p < .05 for
the Friedman test and p < .0167 for the Wilcoxon signed-rank test with Bonferroni correction, ** = p <.005, and *** = p < .001).

(Z = —4.144, p < .001) and the eye-GH (Z = —3.334,
p =.001). There was no significant difference between
Go-Go and eye-GH (Z = —2.201, p = .028).

C. INTERVIEW

Three participants (Participants 5 — PS5 afterward, P10,
and P19) reported arm fatigue when holding the hand up with
the Go-Go. Other participants commented on the difficulty
of controlling virtual hands. P21 stated, “When I released
an object, my hand trembled and the position of the object
(that I released) was unintentionally changed.” This issue
of releasing an object with the Go-Go may result in a large
number of errors in the translation task while it does not affect
the error count in the selection task because the selection task
does not include releasing object activity.

Some participants compared the two GHs. Eight par-
ticipants stated that eye-GH required less physical motion
than head-GH. P5 said, “The head-gaze condition required
head movement, while it can be done simple and fast eye
movement with the eye-gaze condition”. Many participants,
however, felt some inconvenience in using the eye-GH with
its drawbacks. Three participants felt that eye-GH distracted
looking-around activity because the grabbed object always
followed their gaze. P19 stated, “The eye-gaze point dis-
tracted me while glancing at another place.”

Four participants also mentioned instability of eye-GH
(“the hands sometimes unintentionally moved with the eye
condition”). As a solution to the issues, three participants
(P2, P15, and P20) thought that users may need practice to
use eye-GH and need time to be familiar with it. Additionally,
P4 reported an optimal usage of the two GHs (““The eye one
is fast while doing simple task, and the head one is nice for
the task which requires preciseness.”).

Additionally, P12 suggested a function for helping limited
hand rotation capacity (“keep rotating object when a user
keeps the pose of completely rotated hand after the rotating
object interaction, so reduce the number of same rotating
interaction until completing it”).
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D. OBSERVATION

There were five interesting findings from our observation.
First, the participants tried to hold their virtual hand in the line
of the gaze ray, trying to establish an easy combination of the
gaze and hand interaction. Second, the participants performed
the grabbing-object hand interaction almost together with the
gaze fixation at the final position in the selection task for
the fast task completion time. Third, they translated objects
more with eye movement rather than with head movement
when playing the easy selection and translation tasks, but it
was not obvious with the complex tasks. Thus, as revealed in
head rotation data collection, there was less difference in the
amount of head rotation between the eye and head GHs for
the complex task than for the selection and translation tasks.
Fourth, there was some small unintended hand movement
when releasing an object and it affected the use of the Go-Go
because the small unintended hand movement resulted in a
big change of the distant virtual hand and grabbed object
positions.

VI. DISCUSSION

A. BENEFITS OF GazeHand

The two GHs generally had a better usability level with
lower levels of task load and mental effort compared to the
Go-Go (see Table 2). Therefore, we can answer RQ1 (Is the
GazeHand interface effective for distant object interaction
with a high level of usability?) as ‘yes’. This may be because
the two GHs kept the high-level usability of the direct hand
gesture interaction with easy gaze interaction translating the
hands to a distant object, while the Go-Go did not as users’
hand gesture was not only for hand-object interaction but also
for moving virtual hands to a distant object, suffering with the
issues described in the previous section.

Interestingly, the benefits of the eye-GH compared to the
Go-Go are revealed only with the translation and complex
tasks but not with the selection task in the questionnaire
results. Regarding this result, we contemplate the number
of errors with the conditions (see Fig. 7 — error count).

133713



IEEE Access

J. Jeong et al.: GazeHand: A Gaze-Driven Virtual Hand Interface

The Go-Go mostly had an issue when releasing an object, so it
had fewer errors with the selection task that did not include
releasing interaction. The participants tried quick and instant
motion for the selection task, and this behavior was not in
harmony with the eye-GH that requires time for eye tracking
results to be stable, otherwise making errors.

Both GHs required less task completion time and less
amount of hand movement and grab time compared to when
using the Go-Go (see Table 2), because of the help of the
fast gaze operation for moving hands near the target object.
Therefore, the answer for the RQ2 (Does the GazeHand
accelerate the hand interaction with the gaze operation, lead-
ing to improved task performance?) can be agreeable.

B. Head-GazeHand VS Eye-GazeHand

There was a noticeable difference between the two GHs while
both kept the benefit of gaze and hand operations as described
in the previous section. The main differences were stability
and using eye movement or not. The results showed that the
eye-GH had the issue of stability because of the gaze tracking
accuracy while the head-GH did not. Hence, it led to lower
usability and more errors compared to the head-GH in the
selection and complex tasks (see Table 2 and Fig. 7). Inter-
estingly, this trend was not obvious with the translation task
because the translation task did not require precise eye control
when placing a cube on the large target plane (2m x 2m).
In short, the eye-GH had lower usability and more error for
the tasks requiring precise operation because of the issue of
gaze tracking accuracy, but it might be less affected with the
task requiring less precise operation (i.e., translation task in
our user study).

One another interesting point is that the benefit of the
quick gaze movement was revealed with the task requiring
less precise operation (i.e., translation task) because of the
reduced effect from the issue of eye tracking accuracy. In the
translation task, the user view at a proper angle could cover
all task space without moving the head, and simple eye move-
ment was enough to complete the cube translation task with
the large target plane (see the center figure of Fig. 6). This
reduced the head rotation with the eye-GH while the head-
GH required many head rotation movement to bring the cube
to the large plane.

Therefore, the answer for the RQ3 (Does the Head-
GazeHand have better performance and usability than the
Eye-GazeHand?) is not verified, but we report that the
head-GH is better for the complex task requiring precise
interaction and the eye-GH is better for simple translation if
the task does not require heavy head and hand movement.

C. INTERACTION WITH RELATIVE AND

ABSOLUTE POSITION

The ‘Gaze + Pinch’ interface [12] exploits relative position in
interacting with objects. Thus, a user can grab an object and
start hand translation at any hand position with a pinch gesture
and translate an object according to the relative position of
the current hand to the hand position when pinching pose.
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This may help users do convenient hand positioning but is less
realistic. One of the big issues in using relative position for
hand-object interaction occurs when rotating an object. The
Gaze + Pinch uses a relative position of two hands for object
rotation by mapping the rotation of the line between two
hands to the object. This may require a high level of physical
effort when many rotations are required. Our GHs facilitate
the absolute position, so a participant should position the hand
at the proper location for interacting with an object. Thus,
a user may have inconveniences with hand pose compared to
the relative-position-based hand-object interaction. However,
it is more realistic, and a user can perform rotation with one
hand rather than using two hands.

D. LIMITATIONS

Limited depth control is a major limitation of our GH. Our
GH, however, still supports depth control within arm length
and supports positioning objects with a depth of gaze point on
another object. Since the majority of objects in the real world
and virtual world are on another object (e.g., a vase on a desk),
so limitation of the depth control may not be significant in the
VR environment imitating the real world. Besides, the depth
of a grabbed object is automatically calculated when placed
on another object, so it reduces the user’s effort to control
depth.

We also note that the quality of eye tracking [28] could
affect user experiences as shown in our results: lower usabil-
ity with the eye-GH and head-GH. Since eye movement is
faster than head movement, the results comparing eye-GH
and head-GH would be different with ours if the stable
eye-tracking system is supported.

Our user study did not investigate close object interaction,
nor other general dependent factors in VR such as presence
and embodiment. Additionally, the participants in our study
cannot represent diverse VR users. They were under 30 years
old and most of them did not have much VR experience.
However, we believe that our user study results are generally
accepted and can be applied to other VR applications because
its design is as simple as using gaze to move hands to a
distance object and hands to interact with objects.

VII. CONCLUSION AND FUTURE WORK

In this paper, we introduced a novel interface, named Gaze-
Hand which combines the gaze and hand interactions for
distant object selection and manipulation. The GazeHand
interface enables a user to position the virtual hands near
the distant object that he/she is looking at, so the direct
hand gesture interaction can be used for the selection and
manipulation of objects even at a distance. The GazeHand
interface can use either eye- or head-gaze, so we implemented
both variants of the GazeHands interface and compared them
to the modified Go-Go interface in a user study. Since both
GazeHand interfaces adopt the fast gaze movement, they
completed the selection and manipulation tasks faster than
the modified Go-Go interface with a higher level of usability
and a lower level of mental and task load. The participants
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preferred the Head-GazeHand most because of its benefits
of using a fast and stable head-gaze while the advantage of
the Eye-GazeHand interface was prominent when the task
required many gaze movements.

Although this study explored the benefits of combining
gaze and hand, we did not compare our GazeHand with
interfaces which use gaze-based selection [9], [12], [13].
To further explore our interfaces, we have a plan to conduct
another comparison study with other gaze- and hand-based
interfaces in the future. We will also extend our study for
multi-user remote collaboration; we can explore how the visi-
bility of virtual hands influences the communication between
the collaborators under a large task space (i.e., a factory with a
digital twin system), which requires distant object interaction,
by comparing our interfaces with indirect object manipulation
interfaces.
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