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ABSTRACT Multiuser gigantic-multiple-input multiple-output (MU-gMIMO) and nonorthogonal multiple
access (NOMA) are jointly seen as important enabling technologies for sixth generation (6G) networks.
They have many benefits, such as spatial multiplexing, spatial diversity, massive connectivity, and spectral
efficiency (SE). However, gMIMO-NOMA suffers frommany inherent challenges. In this paper, we propose
an MU-gMIMO-hybrid multiple-access (HMA) heterogeneous network architecture to address the ‘nearly
same channel gain’ issue. Then, an iterative minimal mean squared error (IMMSE) scheme is applied along
with quadrature amplitude modulation (QAM) for maximal ratio transmission in the proposed transceiver
design to address the ‘residual error’ caused by imperfect successive interference cancellation (ISIC). Finally,
to assess the performance of the proposed architecture for the ‘time offsets’ issue, we investigate the
asynchronous mode with an MMSE detector matrix following imperfect channel state information (ICSI) to
provide a new analysis for HMA transmission and formulate an optimization problem for energy efficiency
(EE).

INDEX TERMS Gigantic-multiple-input multiple-output (gMIMO), hybrid multiple access (HMA),
asynchronous transmission, quadrature amplitude modulation (QAM), iterative interference cancellation
(IIC), spectral efficiency (SE), energy efficiency (EE), sixth-generation (6G).

I. INTRODUCTION
Different orthogonal multiple access (OMA) techniques,
such as frequency-division multiple access (FDMA), time-
division multiple access (TDMA), code-division multiple
access (CDMA), and orthogonal frequency-division multiple
access (OFDMA), have given each generation of wireless
networks—from the first generation (1G) to the fourth
generation (4G)—distinctive features. In the early stages
of beyond 4G research, non-orthogonal multiple access
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(NOMA) is acknowledged as having more potential than
OMA. But since 5G also uses OFDMA, NOMA techniques
haven’t completely taken over from the fourth to the fifth
generation. The sixth generation (6G) of mobile networks
will require a cutting-edge technology that enables the IMT-
2030 vision to be achieved [1]. To create new research
opportunities over the following few decades, it is now
especially important to identify the operational features of
5G networks, including customer demands, key drive options,
open issues, and future challenges.

Users are permitted to use resources in an orthogonal
manner under classic orthogonal multiple access (OMA),
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which causes severe congestion when numerous users
attempt to access a resource at once. In this context,
nonorthogonal multiple access (NOMA) provides the perfect
complement to OMA [2]. In NOMA, it is feasible for users
to access the channel nonorthogonally. OMA allows one
user equipment (UE) per subcarrier, whereas NOMA permits
many UEs to access the same subcarrier, which in turn
produces multi-UE interference; it has been shown that this
can be suppressed with appropriate interference cancellation
(IC) and, as a consequence, this increases capacity [3]. All
these factors certainly increase the potential of NOMA as a
complementary technology to OMA in terms of accessing
resources and supporting gigantic multiple-input multiple-
output (gMIMO) connectivity [4], [5].
Since NOMA is a multiple-access scheme that achieved

improved capacity for multiaccess channels, it has received
much research attention as end-user computing power
has grown [6]. [7] developed an optimum MIMO-NOMA
power distribution scheme with user clustering to find a
low-complexity solution to capacity restrictions. It has been
demonstrated that in relation to energy efficiency (EE) and
the quantity of consumers it can accommodate, the suggested
method outperforms OMA and NOMA. [8] examined the
effectiveness of NOMA and OMA in cellular networks using
relevant theories and real-world problems. The Performance
findings demonstrated that NOMAcanmake the performance
for cell edge users much better than OMA can, which
supports the use of NOMA in practice. [9] examined field
tests on a NOMA microchip for a smartphone intended to
improve spectral efficiency (SE). Terminals with a NOMA
processor and single-user MIMO (SU-MIMO) were used for
the trial. In comparison to using SU-MIMO in OMA mode,
testing has shown that using NOMA with three terminals can
increase the SE and data rate by up to 2.3 times.

Due to the potential benefits offered by NOMA and OMA,
a hybrid multiple- access (HMA) scheme that focuses on
these two principles to address future traffic demand was
introduced in [10]. By adapting the hybrid NOMA/OMA
scheme to the channel condition, [11] and [12] demonstrated
the flexibility of the scheme and showed how it outperformed
NOMA in terms of fairness when the strong user’s channel
gain was worse than a threshold set by the weak user’s
fixed target rate. In this context, a coalition-based user
grouping approach was considered by the authors of [13] for
resource allocation (RA) and the accommodation of a large
number of Internet of Things (IoT) devices in an ultradense
network. The scant research on RA in hybrid NOMA to
date, including [11] and [13], has primarily examined channel
allocation while attempting to optimize the throughput.
However, only one antenna at the base station (BS) was
considered in [12]. Given that modern BSs are typically
equipped with multiple antennas [14], it is anticipated that
maximum-ratio transmission (MRT) will demonstrate the
usefulness of the hybrid multiple-access scheme. Overall,
MIMO-HMA in conjunctionwith a small cell architecture is a
strong candidate for next-generation network (NGN) success.

Perhaps the greatest challenge for gMIMO antenna real-
ization under a particular specification or standard is EE.
The application of the mechanism to perform a series of
cluster-based HMA operations on the user distribution calls
for enormous developments in design, connectivity services,
and EE [15]. [16], [17], [18] developed joint optimization
techniques for downlink (DL) and uplink (UL) transmissions
to improve the way channels are assigned and the amount
of power given to HMA users who use multiple utility
functions, such as user fairness, capacity, EE, and quality of
service (QoS) restrictions; however, they ignored the aspects
of beamforming, channel state information (CSI), and mean
squared error (MSE).

Multidirectional beamforming with each radio frequency
(RF) chain interacts with power allocation and user pairing,
as introduced in [19], in contrast to both analog beamforming
and hybrid beamforming. Imperfect CSI was used in [20]
and [21] to discuss how to build a beamforming method,
which performs well but does not allow maximal-ratio
transmission. [22] and [23] exploited spatial beamforming in
MIMO to mitigate the intra- and interchannel/cluster interfer-
ence brought by HMA but did not consider a heterogeneous
network (HetNet) scenario in which both macrocells and
small cells coexist. Using a lens antenna array, the method
described in [24] aims to produce a narrow beam while
maintaining fast channel tracking by underestimating the
difficulties associated with nonorthogonal resource sharing.
CSI, MIMO, and residual intersymbol interference (ISI) were
not taken into account in [25], which proposed a hybrid
beamforming approach for high-dimensional multiuser com-
munication.

[26], [27] investigated a massive MIMO-HMA system by
assuming perfect successive interference cancellation (SIC),
which is almost impossible in practice. Issues with classical
SIC were discussed in [28] and [29]. Two of these issues
were accurate channel state information (CSI) estimation
and hardware degradation. [30] identified various hardware
and time-varying channel impairment concerns, and [31]
described a general MIMO-NOMA method accounting
for in-phase and quadrature-phase imbalance, as well as
imperfect SIC where residual error is considered a complex
Gaussian random variable. Unlike the above works, [32]
introduced a joint design problem in which imperfect
decoding and imperfect SIC were considered, but challenges
of nonconvexity and nonlinearity remained. The NOMA
scheme was studied by [33], utilizing an iterative interference
cancellation (IIC) approach and turbo-coding single carrier
(SC) MIMO. To mitigate residual ISI, the authors introduced
iterative joint transmit/receive minimum MSE (MMSE)
filtering but did not focus on EE optimization for hybrid
resource access.

The requirement of joint iterative detection and decoding
(JIDD) for soft IC was discussed in early works [34]
and [35], in which the authors showed that JIDD could obtain
better performance with soft IC using the MMSE technique
than with maximum likelihood detection but ignored the
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significance of digital modulation and detection. To estimate
soft symbols, an MMSE-based joint iterative detection
and decoding (JIDD) scheme was discussed that exploited
gray-mapped quadrature amplitude modulation (QAM) and
phase shift keying (PSK) in [36] and 8-PSK in [37]. In [38]
and [39], the authors considered the MMSE model and
investigated iterative IC (IIC) and channel estimation in
which users do not have the choice of utilizing the same
shared resource, either orthogonally or nonorthogonally
depending on the channel condition. [40] converted the
kZ code bits of a cooperative and recursive MUD-MMSE
scheme into a series of Z complex symbols using 2k -
PSK modulation and examined how well this method
performed over a quasistatic fading channel. To address RF
impairment, [41] usedM-QAM for multicarrier transmission,
and [42] considered 64-QAM for wireless personal area
networks, showing a reduction in phase noise (PN). The
finite alphabet simplicity (FAS) algorithm and M-QAM with
M > 4 were considered in [43], and it was claimed that
this method achieved both a lower error rate and a lower
complexity load.

The MSE-based transceiver was extensively studied in [5],
[44], [45], [46], [47]. In [44] and [45], transceivers based on
interference alignment (IA) were introduced to reduce the
maximum MSE per stream. To fulfil the demand for high
speed, EE, and SE in 5G, [46] presented a receiver design
based on MMSE equalizers and a likelihood ratio test with
an international telecommunication union (ITU) channel,
where nonorthogonal resource utilization was disregarded.
It was found that minimizing residual cross-symbol and
cross-antenna interference results in improved efficiency.
To improve convergence speed, an adaptive MMSE receiver
with recursive least squares algorithms was proposed in [47]
without QAM. Quadrature PSK (QPSK) and 16-QAM
considered in [48] for an iterative multiuser detection (MUD)
transceiver to decrease the block error rate (BLER). The
authors of [49] stated that the best way to obtain the highest
transmission rate is to use adaptive M-ary QAM and power
adaptation. Additionally, [50] avoided considering time
offsets and digital modulation to achieve a good transmission
rate and added a new type of IC concept—different from
SIC and parallel interference cancellation (PIC)—to the
MMSE unit. They also provided a performance analysis in
which the same shared resource was not used for either
orthogonal and nonorthogonal transmission. However, none
of the aforementioned studies combined the HMA approach
and asynchronous transmission.

[51] and [52] examined asynchronous transmissions for
HMA, where a technique called ‘‘oversampling’’ was used to
ensure that symbols from different users arrived at different
times. In terms of total throughput, the authors showed that
asynchronous NOMA with a sufficiently long frame length
outperformed synchronous NOMA. [53] proposed an IC
technique for multiuser asynchronous NOMA transmissions.
The paper’s simulation and numerical findings demonstrate
how significantly iterative IC can improve MA performance.

The number of iterations relies on the transmission’s
detection strategy and modulation. A transceiver design for
asynchronous NOMA transmissions without MRT or beam-
forming was reported in [54]. The asynchronism and MMSE
scheme for HMA in the HetNet scenario, however, were
not taken into account in the work mentioned above to suit
consumer preferences.

A. MOTIVATION AND KEY CONTRIBUTIONS
The key limitations of the existing HMA architecture are as
follows. First, none of the aforementioned studies considered
the impact of digital modulation and detection on transceivers
in the field of HMA. In fact, no attention has been given
to HMA for the HetNet, where femto base stations (FBSs)
coexist under the network coverage of a macro base station
(MBS). Therefore, a gMIMO-HMA architecture integrating
small cells and QAM is suggested as a consolidated solution
to reduce the outage probability (OP) and increase the SE
and EE, respectively. Second, prior works mostly focused on
perfect SIC, which suffers from imperfect CSI, residual noise,
and higher complexity. To overcome these disadvantages,
a new IC scheme is suggested. Third, because users are
typically dispersed geographically, the signals they send to
the BS will arrive at the BS with time offsets due to the
routes they took to get there. As a result, asynchronous
transmissions for HMA are crucial, but they have not yet been
thoroughly researched for the proposed iterative MMSE-IC-
based transceiver.

Based on the discussion above, our significant contribu-
tions are summarized as follows:
• We propose a new HMA HetNet architecture that
consists of small cells,MIMO, clustering, beamforming,
M-QAM, and MMSE units where the existing users
utilize the same shared resource either orthogonally or
nonorthogonally.

• To overcome the major setbacks of traditional SIC
(T-SIC), a novel transceiver that follows the principle
of iterative MMSE-IC is proposed. The proposed
transceiver accounts for both residual interference
variance at the outer loop and PIC at the MMSE unit.
An algorithm is also proposed for iterative mechanisms
at the receiver. The closed-form formulas of normalized
MSE and the best estimation coefficient for M-QAM
in a noiseless environment are obtained according
to Proposition 1, which is stated and demonstrated.
In addition, for the problem formulation of the Outage
Probability (OP) optimization subject to the given
constraints, we first formulate the SINR expression
under imperfect CSI.

• For a certain sum-rate of asynchronous transmission,
a novel closed-form expression for the EE is derived,
in which the Lagrange multiplier is considered to
ensure that the optimization problem becomes a concave
function of DL and UL time intervals. In addition,
from the perspective of optimization, the necessary and
sufficient conditions are given to maximize the EE.
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TABLE 1. Notation of the main network parameters.

Proposition 2 is used to determine the two solutions of
the quadratic equation, and proposition 3 is provided to
find the optimal sum-rate expression for asynchronous
mode.

• To the best of our knowledge, a comparative study
with exemplary results for two modes within the
framework of the proposed architecture is presented
first in this paper. Furthermore, the use cases for
hardware impairments in bridging the research gap to
achieve standardization have been discussed but not yet
investigated in the literature.

B. ORGANIZATION
The structure of this paper is as follows: Section II describes
the proposed gMIMO-HMA architecture and various related
technological enablers. We study the asynchronous mode of
operation in Section III based on the discussion provided

in Section II-D. Regarding the OP, SE, EE, and hardware
impairment parameters, Section IV gives the simulation find-
ings for four different approaches. The paper’s conclusion
is presented in Section V. Table 1 includes the parameter
notation and descriptions that are considered in the paper.

II. PROPOSED ARCHITECTURE
Figure 1 and Figure 2 show an HMA beamformer-based
architecture with cluster-based user associations for UL and
DL transmissions. We explore the proposed architecture with
beamforming, multiple antenna configurations, HMA, and
MIMO to fulfil various user requirements such as QoS
demands, massive UE connectivity, and interference.

A. HYBRID MULTIPLE ACCESS (HMA) SCHEME
The HMA scheme employs maximal-ratio transmission,
which is based on the principles of both NOMA and
OMA. It enables both of them to operate concurrently on
the same shared resource and adaptively selects the best
multiple-access approach based on the channel condition and
user needs. To avoid the issue of having nearly the same
channel gain within a cluster, cluster formation is determined
by considering different SINR threshold values. A cluster
consists of a number of users located in close proximity.
There are two types of clusters based on strong users and
weak users. It is noteworthy that there may be multiple clus-
ters of each type. By taking into account a SINR threshold,
a large number of users are divided into the two types.

A cluster can be created by taking into account users whose
SINRs are higher than the threshold value, and a different
cluster can be created by taking into account users whose
SINRs are lower than the threshold value. One cluster (user’s
SINR>threshold) can be made even stronger by raising the
threshold value; however, doing so would result in a sharp
decline in the cluster’s user population. However, in another
cluster where the user SINRs are below the cutoff, the number
of users will rise. The random selection of users from each
cluster is followed by HMA clustering. The key idea is that
the clusters may have different sizes; a small number of users
might not be a part of any cluster, in which case OMA can be
used. If a user receives network service from the closest FBS
or MBS, the related BS, regardless of type, can adaptively
switch between NOMA and OMA depending on whether it
is paired or unpaired. The scheme offers greater SE and EE
as well as more user connections because it is more dynamic
than previous schemes. However, the signaling overhead of
the HMA scheme increases in contrast to the scheme in
which the shared resource is exploited either orthogonally or
nonorthogonally.

B. KEY FUNCTIONAL MODULES
The deployment of femtocells, a type of small cell, in the
macrocell infrastructure known as HetNets, which offers
better coverage, higher SE, increased EE, and higher QoS,
is necessary to meet the constantly growing customer
demand for future mobile communication networks. For
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FIGURE 1. MIMO-HMA architecture: small-cells-integrated HetNets with a beamformer.

FIGURE 2. MIMO-HMA architecture: proposed transceiver architecture.

macrocells and femtocells, signal propagation and network
coverage are very different. Small cells offer high-frequency

coverage for approximately 100 meters, while macrocells
offer low-frequency coverage over kilometers. Femtocells

VOLUME 11, 2023 135613



J. Ghosh et al.: Novel Transceiver and an Asynchronous Mode for the HMA HetNet Architecture

can operate in licensed and unlicensed spectra, but they have
a line of sight (LOS) problem.

Based on the most effective method of communication
between source and destination, the mechanism of a coop-
erative cellular network architecture can be classified into
three categories: i) DL transmission, where the source and
UE communicate one-to-many; ii) UL transmission, where
the source and UE communicate many-to-one; and iii) two-
way transmission assisted architecture, where the source and
UE communicate one-to-one. On the one hand, HMA is
a challenging technique to use in UL communication due
to the different channel conditions produced by different
mobile users. Reduced limitations on signal synchronization
at the transmitter and receiver sides, enhanced attainable
sum rate, and decreased OP should be the goals of an
effective UL-HMA network architecture framework. It has
been demonstrated that better throughputs may be attained
and that UEs experience less interference with increasing
power differences between NOMA UEs in UL transmission.

In UL-HMA, several UEs emit signals in the form of waves
across radio resource blocks with different regulated transmit
powers allocated by the MA scheme. The signals that arrive
at the small-cell BS are taken into account as the desired
signal, even if they lead to unwanted interference with each
other. At the small-cell base station (SBS), the SIC scheme
can be used to decode a piece of information from a UE
while preventing interference from other UEs. The signal of
a UE in SIC operations is the received signal that is combined
with the user’s communication. Typically, a UE’s channel
gain can be used to estimate its signal intensity. Thus, in a
general SIC setup, the message of a cluster’s strongest UE
is first decoded by canceling out the rest of the UE signals,
and then the cluster’s next strongest UE is decoded, and
so on.

In DL-HMA, a small-cell BS transmits different signals
across radio resource blocks1 for the number of UE devices
by using the multiuser transmission scheme of superposition
coding. The desired signals, along with the severe inter-
ference produced due to other UE radiated signals, arrive
at the recipient. To access the signal it requires, each UE
with an SIC receiver decodes the signals in the composite
signal. A UE with a significantly stronger channel gain is
allocated a higher transmit power. Therefore, the message of
the strongest UE in the cluster can be read, and the messages
of weak UEs are removed one by one from the layered
signal.

A synchronous mechanism is a type of full-duplex
transmission method that uses the same clock pulse to let
both the sender and the receiver talk at the same time.
In contrast to the synchronous mechanism, which needs a
common clock pulse from the outside, the asynchronous
mechanism is a half-duplex type of communication in which
the transmitter and receiver have their own internal clocks.

1Radio resource blocks are described as a series of adjacent subcarriers in
the frequency domain.

In synchronous transfer, data are sent in frames. On the
other hand, asynchronous transfer sends one byte of data at
a time. The interval between two succeeding transmissions is
constant in synchronous operation. Asynchronous operation
results in a random delay between two subsequent messages.
With the synchronous approach, much information can be
transferred quickly. In comparison, asynchronous transfer has
a slow data transfer rate.

Even though asynchronous transfer has many drawbacks,
such as timing error, bit reversal due to noise, and additional
overhead due to the inclusion of extra bits to start and stop the
transmission, it has the following benefits over synchronous
transfer: the receiver and transmitter do not need to be
synchronized, users can transmit signals at different bit rates,
and after one data byte transmission is finished, a user can
start another one without waiting to obtain a response from
the server.

C. HMA BEAMFORMER WITH A MULTIANTENNA
CONFIGURATION
Beamforming is a subset of gMIMO. In general, beam-
forming uses multiple antennas to control the direction of
a wave front by appropriately weighting the magnitude and
phase of individual antenna signals in an array of multiple
antennas. This gMIMO-HMA system model is based on the
cochannel deployment of a macrocell with massive antenna
arrays and femtocells with multiple antennas each. Despite
possible transceiver hardware impairments, it has been shown
that massive antenna arrays at BSs can significantly enhance
spatial resolution and array gain, which in turn improve
SE. Additionally, massive antenna arrays cause channel
decorrelation between users, which can result in a better
signal gain with nominal interuser interference. The use of
HMA benefits from this kind of channel characteristic. When
beamforming is used with gMIMO transmissions, it opens up
new possibilities that could greatly increase the total network
throughput. To completely mitigate interbeam interference,
it is sufficient to have more antennas at the transmitter or
at least the same antenna counts at the receiver. On the
other hand, HMA forbids cobeam interference. Although
underprivileged users of a cluster typically encounter a
significant quantity of strong cross-cluster interference and
a minimal amount of cocluster interference, this typically
causes the signal-to-interference plus noise ratio (SINR) to
decrease.

The combined scenario of gMIMO-HMA beamform-
ing can allow virtually interference-free communications
regardless of the spatial distribution. UEs distributed over
a large spatial domain can benefit from beamforming for
interference-free communications, and UEs located in a
small spatial domain can benefit from using HMA IIC to
suppress interference. The use of numerous antennas and
spatial multiplexing at the transceivers aid in achieving
capacity gain while mitigating the significant route loss of
high- frequency signals. Although gMIMO provides many
advantages, it makes fully digital beamforming costly as each

135614 VOLUME 11, 2023



J. Ghosh et al.: Novel Transceiver and an Asynchronous Mode for the HMA HetNet Architecture

antenna needs an individual RF chain for signal processing.
This problem can be fixed in part by combining digital and
analog precoding in the design [25]. This not only improves
EE but also decreases the number of RF chains that are
needed. With the beam design, it can be very helpful to
put a few IoT devices close together to form a cluster.
However, clustering is achievable with NOMA with fewer
RF chains, whereas with OMA, each device requires its
own RF chain, which increases the cost and size of the
design.

D. PROPOSED TRANSCEIVER ARCHITECTURE
Illustrations of gMIMO-HMA transmitter2 and receiver [55]
architectures are also shown in Figure 2, where v, r, {s0 · · · sr },
{Y0 · · · Yv}, {X0 · · ·Xv},E,A are defined as in Table 1.
On the transmitter side, the QAM and HMA are the two
crucial signal processing stages for optimum transmitter
performance. These stages need to work in harmony with the
IC for HMA and the digital demodulator stage at the receiver
side to ensure a reliable and high-capacity transmission.
A precoder at the transmitter is used to transmit a coded
data stream to the receiver to acquire prior knowledge of
the channel. Baseband signals are first routed through a
low-dimensional digital precoder to ensure performance and
then through an analog precoder to improve EE and reduce
hardware complexity.

Currently, the NGN model uses QAM to modulate
the amplitudes of two orthogonal carrier waves using
amplitude-shift keying (ASK) to convey two digital bit
streams simultaneously. The exploitation of QAM helps to
achieve high SE. Depending upon the demand, multilevel
detection may take place, where the size and center point
of the constellation map for each level may need to be
changed.

IMMSE is the CSI technique used here to estimate the
known statistical characteristic of a channel. IMMSE both
reduces residual error and shortens the training sequence.
During the training process, a known signal (known as a
pilot) is sent from the transmitting side, and the receiving
side uses the combined knowledge of the transmitted and
received signals to estimate the channel matrix Kχ

~ . This
a priori information can be used to reduce estimation errors if
the channel and noise distribution are known. To avoid MSE
degradation, accurate knowledge of the channel correlation
matrix and noise correlation matrix should be available.
To equalize the received signal, the receiver makes use of
the estimated channel characteristics. Prior to decoding the
transmitted signal, the distortion brought by the wireless
channel is eliminated by the equalization process. At each
iteration in the MMSE unit, the equalizer coefficient is
computed to determine each channel. One codeword is
made up of Lp parallel filters and Lm modulated symbols

2v = 2r , r = log2 v, Y0 = Es̄r · · · s̄1 s̄0A, Y1 = Es̄r · · · s̄1s0A, · · · ,

Yn = Esr · · · s1s0A for E = 1.A = s̄r · · · s̄1 s̄0Y0 + s̄r · · · s̄1s0Y1 + · · · +
sr · · · s1s0Y1
A = s̄r · · · s̄1 s̄0Y0 + s̄r · · · s̄1s0Y1 + · · · + sr · · · s1s0Y1.

for a codeword length of LpLmϱ bits. For all antennas,
coded bitmapping is performed on an M-QAM constellation
with a cardinality of 2ϱ. Each channel uses a portion
of the source data, consisting of log2M bits, which are
mapped to an M-ary symbol in the M-QAM modulation
scheme and subsequently released from the RF chain
to transmit information. To mitigate the impact of burst
error, deinterleaving and interleaving are performed at the
MIMO decoder stage. If erroneous bit streams are detected,
the forward error correction (FEC) detector’s role is to
continue storing a priori statistics such as the mean and
variance. The hypothesis tests (HTs) are generated based
on a priori statistics and soft demapping from the equalizer.
The output of the HT is important for the interleaver and
demodulator.

We extend the investigation of the MMSE unit, presented
in [55], by considering its application for the proposed
transceiver as a part of the design. The considerations of
the MIMO decoder and multistage iterations improve the
effectiveness of the MMSE unit compared to that in [55].
In comparison to [55], derivations, propositions, and an
iterative MMSE-IC algorithm are added to the analytical part
of the MMSE unit. Aside from the transceiver, the signal
processing at the receiver goes through the following steps
sequentially: first, interference estimation and normalization
are used to account for residual errors caused by imperfect
SIC; next, the MMSE unit is used to correct the errors;
and finally, QAM demodulation and multiplexing are used
to reconstruct the signal before it is received at the final
stage.

Let the modulating signal vector be given by

s = Kχ
~ Fω + n0, (1)

where Kχ
~ ,F, ω, n0 denote the channel matrix, precoding

matrix, transmitted symbol vector, and independent iden-
tically distributed (i.i.d.) additive white Gaussian noise
(AWGN) with zero mean and σ 2

1 variance. In a HetNet
environment, a user is said to receive network service from an
MBS if χ = m, while a user is said to be receiving network
service from an FBS if χ = f . In addition to the HMA
strategy, if the base station chooses OMA, then ~ indicates
OMA, and if it chooses NOMA, then ~ indicates NOMA.
They can further be defined as follows:

E
[
FFH

]
= I , (2)

E
[
ωωH

]
= Int , (3)

E
[
n0nH0

]
= σ 2

1 Inr . (4)

Kχ
OMA =


g1
√
p 0 0 0 0

0 g2
√
p 0 0 0

0 0
. . . 0 0

0 0 0 gnc−1
√
p 0

0 0 0 0 gnc
√
p

 ,

(5)
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Kχ
NOMA

=


g1
√
p1 0 0 0 0

0 g2
√
p2 0 0 0

0 0
. . . 0 0

0 0 0 gnc−1
√
pnc−1 0

0 0 0 0 gnc
√
pnc

 ,

(6)

where {g1, g2, · · · , gnc} denote channel gain; I , Int , and Inr
denote identity matrices. If ξi and ϱj,i denote the fading
coefficient and average received power per antenna element,
respectively, the power associated with the jth IoT device is
given by

pj =
∑
i

ξiϱj,i =
∑
i

ϱj,iξi, (7)

and (7) may also be redefined as follows:
p1
p2
...

pnc−1
pnc



=


ϱ1,1 ϱ1,2 . . . ϱ1,nr−1 ϱ1,nr
ϱ2,1 ϱ2,2 . . . ϱ2,nr−1 ϱ2,nr

...
...

...
...

...

ϱnc−1,1 ϱnc−1,2 . . . ϱnc−1,nr−1 ϱnc−1,nr
ϱnc,1 ϱnc,2 . . . ϱnc,nr−1 ϱnc,nr



×


ξ1
ξ2
...

ξnr−1
ξnr

 . (8)

The residual error variance can be expressed as

K̃ = E
[
(Kχ

~ − K̂
χ
~ )2

]
, (9)

where K̂χ
~ denotes the estimation of interference. If Ẑ denotes

an nt × nr detector matrix at an MMSE unit, then it can be
expressed by incorporating imperfect CSI as

ẐMMSE = E
[
(K̃ K̃H

+ Inr )
−1K̃

]
, (10)

whereH is Hermitian Transpose. After linear detection at the
MMSE unit, (1) can further be expressed as

S = ẐHMMSEK
χ
~ Fω + ẐHMMSEn0. (11)

Furthermore, the estimated output at the MMSE unit can
be represented by

ω̃ =
[
[Kχ

~ ]HWH (S − Kχ
~ Fω̂

)
+ diag(δ2)ω̂

]
× diag(δ1), (12)

where δ1 and δ2 denote equalizer coefficients, E[(s− µ)(s−
µ)H ] and µ indicate the covariance matrix and mean of

Algorithm 1 Iterative MMSE-IC Algorithm
1: Initialization: F = Int , Q = Inr , iteration index (i) = 1,

maximum iteration = nI
2: while i < nI do
3: Compute: E[(Kχ

~ − K̂χ
~ )2]; \\ variance of residual

interference
4: Compute: E[(s − µ)(s − µ)H ]; \\ variance belongs

to MMSE unit
5: Determine SINR by (16)
6: Normalize F and Q to satisfy the optimization

constraints
7: Check the subset of erroneous bit streams: 9e
8: if |9e| = 0 then
9: break
10: else
11: Perform PIC
12: {F, β∗} ← argminE(||ω − β∗−1ω̃||2)
13: i = i+ 1
14: end if
15: end while

the signal after PIC, respectively, and W stands for the
equalization matrix as follows:

W =
[
(K̃ − E[(s− µ)(s− µ)H ])Kχ

~ [Kχ
~ ]H + σ 2

1 Inr
]−1

.

(13)

Proposition 1: For PIC efficiency

ηIC = [1− (normalized interference)],

the normalized MSE for a noiseless environment is

ϵ = E

[
|Kχ

~ F − K̂
χ
~ F̂ |2

|Kχ
~ FM |2

]
, (14)

and the optimal estimation coefficient for M-QAM is

ζ ∗ =
E
[
Re{ω̂M}

]
E
[
|ω̂|2

] [
1+M2ϵ

] . (15)

Proof: APPENDIX A shows the proof. □
For the iterative mechanism at the receiver, an iterative

MMSE-IC algorithm is proposed, as shown below.

E. PROBLEM FORMULATION
The SINR of the jth IoT device can be expressed by

γj =
ẐHMMSE,jK

χ
~,jFj∑nc

a=1,
a̸=j

ẐHMMSE,aK
χ
~,aFa + σ 2

1 Ẑ
H
MMSE,a

. (16)

Let nc be the number of devices located in close proximity
forming a cluster, if the total number of clusters belonging
to narrow beam coverage is m, then the SINR maximization
problem can be given by

max
P,F,Kχ

~

m∑
i=1

nc∑
j=1

γi,j, (17)
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Algorithm 2 Threshold Optimization Algorithm
1: Initialization: ϵ = 0.01, ξconst = 0.2, γconst = 0.1,

Poutmin = 0.5
2: while doξi ≤ 0.6
3: set γth,i = γconst
4: while γth ≤

ξconst
1−ξconst

do
5: Compute ϵ by (14)
6: if ϵ ≤ ϵconst then
7: Determine Poutj by (20)
8: if Poutj ≤ Poutmin then
9: ξ∗i = ξconst , γ ∗th,i = γth,i
10: Poutmin = Poutj
11: end if
12: end if
13: γth,i = γth,i + γconst
14: end while
15: ξi = ξi + ξconst
16: end while
17: Return ξ∗i , γ ∗th

subject to: tr(FFH ) ≤ Pmax , (18)

tr(Q(Kχ
~ FF

H [Kχ
~ ]H+σ 2

1 Inr )Q
H )≤ξiϱj,i. (19)

We consider that an outage event3 occurs in the HMA
scheme if any user within a cluster is unable to decode another
user belonging to the same cluster. The OP of the jth IoT
device in a cluster can be expressed by

Poutj = 1− Pr
{ j⋂
i=1

γ ij ≥ γth,j

}
, 1 ≤ j ≤ nc, (20)

where γth,j indicates the threshold SINR to successfully
decode the jth user. For a given ξiϱj,i associated with the
ith antenna element and the jth user, the OP minimization
problem can be written as

[ξ∗i , γ ∗th,j] = argmin
ξi,γth,j

Poutj , (21)

subject to: γth,i ≥ 0, (22)

ξ∗i+1 > ξ∗i γ ∗th,j, (23)

ϵ ≤ ϵconst . (24)

To achieve the best performance from (21), we apply the
threshold optimization algorithm, as shown in Algorithm 2.

III. ASYNCHRONOUS MODE OF OPERATION
By following [56], the achievable sum-rate in an asyn-
chronous mode of operation can be expressed as

Rasync =
1

ϕ + δ0
log2

∣∣∣∣ I2ϕ + Kχ
~ FẐMMSE

QFH [Kχ
~ ]H ẐHMMSE

∣∣∣∣ , (25)

where ϕ represents the symbol frame length, δ0 (0 ≤ δ0 ≤

1) denotes the timing offsets as users’ signals drift apart,
I2ϕ ∈ C2ϕ×2ϕ indicates an identity matrix, (.)H denotes the

3An outage refers to an underprivileged user.

Hermitian transpose, and Q is defined by (26).

Q=



1 1− δ0 0 . . . . . . 0
1− δ0 1 δ0 0 . . . 0

0 δ0 1 1− δ0 . . . 0
...

. . .
. . .

. . .
. . .

...

0 . . . 0 δ0 1 1− δ0
0 . . . . . . 0 1− δ0 1


.

(26)

It is worth noting that (25) holds true for a finite value of
ϕ. However, we can re-express (25) for ϕ→∞ as

Rasync =
1

ϕ(1+ δ0
ϕ
)
log2

∣∣∣∣ I2ϕ + Kχ
~ FẐMMSE

QFH [Kχ
~ ]H ẐHMMSE

∣∣∣∣
∼=

1
ϕ
log2 0, (27)

where 0 is defined as

0 =

∣∣∣∣ I2ϕ + β∗Kχ
~ FẐMMSE

QFH [Kχ
~ ]H ẐHMMSE

∣∣∣∣. (28)

Here, (27) is similar to the expression associated with
synchronous mode.4 Most importantly, considering δ0 as a
wholemakes designing a practical system evenmore feasible.
Hence (27) becomes

Rasync =
1

ϕ + 1
log2 0. (29)

Therefore, the minimum rate can be maximized to provide
equality among the UEs, and the following can be obtained
from (25) with the inclusion of the optimal power coefficient:

R∗async =
1

ϕ + δ0
log2 0, (30)

where ĝmin = min{ĝ1, ĝ2, · · · , ĝnc} in which we quantize5

the channel gain g1, g2, and gnc as ĝ1 = q|g1|2, ĝ2 = q|g2|2,
and ĝnc = q|gnc |

2, respectively, applying a scalar quantizer
denoted by q; β∗ is defined as

β∗ =
2ĝmin[√

(ĝ1 + ĝ2 + · · · + ĝnc )
2
+ 4pĝ1ĝ2ĝmin

+ĝ1 + ĝ2 + · · · + ĝnc

] . (31)

By following this property,6 the term 0 from (30) can be
further reexpressed as

0 =

∣∣∣β∗Kχ
~ FẐMMSE [K

χ
~ ]HFH ẐHMMSE

∣∣∣
×

∣∣∣(β∗Kχ
~ FẐMMSE [K

χ
~ ]HFH ẐHMMSE )

−1
+ Q

∣∣∣
4The achievable sum-rate for synchronous operation is given by Rsync =

1
ϕ log2

∣∣∣I2ϕ + Kχ
~ FẐMMSEQFH [Kχ

~ ]H
∣∣∣ as the peaks of all the NOMA

users’ signals are perfectly aligned.
5Quantization is performed by considering y = 2e levels such as
{q0, q1, · · · , qx }, where e denotes the number of bits in the quantization
codeword.

6For any invertible m×mmatrix, Z : |Z +AB| = det(Z )det(I +AZ−1B),
where thematrix is composed of four submatrices Z ,A,B, and I of dimension
m× m, m× n, n× m and n× n, respectively.
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= (β∗p1g21)
ϕ(β∗p2g22)

ϕ
· · · (β∗pncg

2
nc )

ϕ
|3| . (32)

where 3 is defined as

3 = (β∗Kχ
~ FẐMMSEF

H [Kχ
~ ]H ẐHMMSE )

−1
+ Q (33)

Proposition 2: If Du,v denotes the submatrix of a matrix
((β∗Kχ

~ FẐMMSEFH [K
χ
~ ]H ẐHMMSE )

−1
+Q), the two solutions

of the associated quadratic equation are given in (35) and (36),
as shown at the bottom of the next page.

Proof: APPENDIX B shows the proof. □
Proposition 3: For (30), (32) and the 2ϕ × 2ϕ matrix 3

given in (33), R∗async is given by

R∗async

=
1

ϕ+δ0

{
ϕ log2(a1a2)+log2

[
(k1+k2)2−k1k2(1+a

−1
1 )
]}

.

(38)

Proof: APPENDIX C shows the proof. □
Therefore, EE analysis can be expressed as shown below

in an asynchronous mode of operation (37), as shown at
the bottom of the next page, where ti = [t1, t2, · · · , tN ]
and pDL and pUL represent power usage during DL and UL
wireless power transfer, respectively. Thus, the following is
an expression of the optimization problem:

max
t0,ti

φEE , (39)

subject to:
ϕ∑
i=1

ti < 1− t0, (40)

Ri ≥ Rimin, (41)

where Ri is defined as

Ri =
ϕ∑
i=1

1
ϕ + δ0

{
ϕlog2(a1a2)

+ log2

[
(k1 + k2)2 − k1k2(1+ a

−1
1 )
]}

. (42)

The Lagrangian of (42) can be given by [(30) in 83]

L(t0, ti) = Ri − λ1

[
pDL(t0 +

ϕ−1∑
i=1

ti)+ pUL

ϕ∑
i=1

ti

]
,

where λ1 denotes the nonnegative Lagrange multiplier.
According to (42), Ri is a concave function of ti, and the
optimization problem (39) can further extend to a concave
function of DL and UL temporal periods, i.e., t0 and ti,
as follows:

min
ti∈S,λ1

{
max
t0,ti

L(t0, ti)
}
,

subject to: (40) and (41), (43)

where S is a set of ti that satisfy (40) and (41).
By following the inequality constraints, the Karush–

Kuhn–Tucker (KKT) method can provide the necessary and
sufficient conditions as follows

∂ζ

∂to
= 0 at t0 = t∗0 ,

∂ζ

∂ti
= 0 at ti = t∗i , (44)

TABLE 2. Simulation configuration.

λ∗2(Ri − R
i
min) = 0, ∀i = S, (45)

λ∗3

(
1−

L∑
i=0

ti

)
= 0, (46)

where ζ = L(t0, ti)−
∑L

i=1 λi2(Ri−R
i
min)−λ3(1−

∑L
i=0 ti).

IV. SIMULATION RESULTS
In this part of the work, a single macrocell-based network
architecture for gigantic MIMO-HMA communication that
uses the MMSE-IC scheme is considered. Table 2 gives
the details of the simulation configuration. The small-scale
fading of the channels is considered Rayleigh fading for
predicting the OP of the user’s SINR for a given threshold
of 0.2. Because UEs are dispersed at random by a Poisson
point process throughout the simulation region, it is possible
to compile an average over fast fading with a noise
variance of 0.01 for each UE. The beamforming vector is
developed based on the consideration of imperfect CSI, as the
transmitters in DL do not carry the CSI due to the uncertainty
of the channel vector.

A point worth noting is that the need for CSI increases
with multiple antennas, and the process of CSI estimation
and acquisition may deteriorate reliability. To preserve QoS
for users, the error covariance matrix threshold is set to
0.006. The findings from numerous random channels are
averaged to provide the performance evaluation statistics
below. We compare the asynchronous mode (async mode)
and the synchronous mode (sync mode) of signal processing
for the reception of signals in the HMA. In sync mode, the
peaks of all the HMA users’ signals are perfectly aligned.
In async mode, the peaks of the HMA users’ signals drift
apart, which creates timing offsets between the signals and
can significantly deteriorate the received signal if it is not
appropriately processed.
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FIGURE 3. OP versus FBS density per square meter.

Figure 3 depicts the OP performance of the user’s SINR
versus FBS density for the proposed IIC (P-IIC) async,
IIC async [55], T-SIC async, and T-SIC sync schemes.
Notably, the OPs of all the schemes are high when the FBS
density is between 1 and 2.5, except P-IIC async. The figure
shows that when the correct signal processing is performed,
OP decreases as FBS density increases, and the response
is more favorable for asynchronism than for synchronism.
As the FBS density increases, the OPs of all the schemes
related to the asyncmode rapidly decline. Although the T-SIC

FIGURE 4. SE versus UE transmit power.

async strategy surpasses the T-SIC sync method and IIC-
async [55] once again outperforms the T-SIC async strategy,
the P-IIC async strategy exhibits a substantial performance
gap compared to the other three strategies, validating the
viability of the suggested strategy. The key cause of the
reduced performance in the other two T-SIC-based schemes
is increased residual interference in the different stages
of the SIC mechanism. On the other hand, the P-IIC
async scheme can effectively reduce residual interference,
which in turn produces better OP than other schemes, even

(β∗Kχ
~ FẐMMSE [K

χ
~ ]HFH ẐHMMSE )

−1
+ Q

=



1+ (β∗p1g21)
−1 1− δ0 0 . . . . . . 0

1− δ0 1+ (β∗p2g22)
−1 δ0 0 . . . 0

...
. . .

. . .
. . .

. . .
...

0 . . . 1− δ0 1+ (β∗p2g22)
−1 δ0 0

0 . . . 0 δ0 1+ (β∗pnc−1g
2
nc−1

)−1 1− δ0

0 . . . . . . 0 1− δ0 1+ (β∗pncg
2
nc )
−1


. (34)

k1 =
a−11 + a

−1
2 + a

−1
1 a−12 + δ0(2− δ0)+

√
(a−11 + a2

−1 + a1−1a2−1 + δ0(2− δ0))2 − 4δ20(1+ a
−1
2 )

2
, (35)

k2 =
a−11 + a

−1
2 + a

−1
1 a−12 + δ0(2− δ0)−

√
(a−11 + a2

−1 + a1−1a2−1 + δ0(2− δ0))2 − 4δ20(1+ a
−1
2 )

2
. (36)

φEE =

ϕ∑
i=1

1
ϕ+δ0

{
ϕlog2(a1a2)+ log2

[
(k1 + k2)2 − k1k2(1+ a

−1
1 )
]}

pDL

(
t0 +

ϕ−1∑
i=1

ti

)
+ pUL

ϕ∑
i=1

ti

. (37)
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FIGURE 5. SE versus FBS density per square meter.

IIC async [55]. The proposed scheme iteratively decreases
residual interference at the receiver by considering both
residual interference variance at the outer loop and PIC at
the MMSE unit. A high data rate is also made possible by
the transceiver design’s incorporation ofM-QAM,which also
yields a significant improvement in the proposed scheme’s
overall performance.

Figure 4 shows the SE performance versus UE transmit
power (Multi-User Equipment - MUE in dBm) for the
P-IIC async, IIC async [55], T-SIC async, and T-SIC sync
schemes. While the performance of the scheme in [55] is
only marginally improved when SISO is employed, both the
P-IIC and T-SIC schemes perform noticeably better when
asynchronism is taken into consideration than when it is
ignored. For the async mode, the performance increases
as the UE transmission power increases up to 40 dBm,
and then there is a slight decrease in performance as the
UE transmission power increases further. This is because,
after 40 dBm transmission power is reached, residual
co-user interference overpowers noise and becomes the main
performance-limiting issue. Async provides a higher sum
rate than the sync mode of operation, according to [57]
and [53]. Therefore, SE is much higher in the SIC-async
scheme compared to SIC-sync due to the higher achievable
sum rate in the async mode than in the sync mode. Due to
P-IIC’s ability to handle the effective variance of the channel,
it performs even better than T-SIC async. The ability for
users to access the same shared resource opportunistically
by using orthogonal or nonorthogonal methods as they
find appropriate boosts SE, which is another benefit of the
proposed system for the async mode.

Figure 5 shows the SE performance versus the distributed
FBS density for the P-IIC async, IIC async [55], T-SIC async,
and T-SIC sync schemes. The picture shows that when FBS
density increases in async mode signal processing, especially

for the IMMSE types, SE increases quickly, regardless of
whether it is in the lower or upper regime. This is because
interference and residual error have been removed to a
large degree. Thus, the sum rate increases, resulting in
better SE. The SE response for both T-SIC sync mode and
T-SIC async signal processing is very poor because residual
interference increases with the increased received signal
power of interfering HMA users; however, they produce a
significantly good response in the upper regime as higher FBS
deployment surpasses these negative effects. The proposed
MMSE-IIC scheme, along with M-QAM modulation and
HMA, works better than the other three schemes, regardless
of whether it is applied in the lower or upper regime. This
is because it lowers residual noise variance outside the
MMSE unit and fixes erroneous bit streams iteratively at
the MMSE unit by PIC. The proposed approach also applies
to HetNets, where the macrocell-allocated spectrum has not
been successfully used and may result in spectrum holes that
can be effectively filled by the deployment of femtocells.
It is important to note that HetNet allows the implantation
of femtocells in both licensed and unlicensed spectra. This
contributes significantly to raising the SE of the proposed
scheme as well. However, in the upper FBS density regime,
the IIC async approach [55] performs slightly better than the
T-SIC sync and T-SIC async approaches, as it cannot handle
residual error properly. However, the use of SISO in place of
MIMO does not help the IIC async approach [55] greatly in
reaching a higher SE.

The optimum user count and performance of communica-
tion networks are significantly impacted by changes to the
MA strategy. Figure 6(a) depicts the EE performance in the
P-IIC async mode of signal processing versus various BS
antennas and UEs. To enhance the EE of the model, it is
important to increase the counts of both antennas and UEs.
The figure demonstrates that for a certain number of UE
devices, the optimal EE can only be reached with a certain
number of antennas, and adding more antennas will not make
a large difference in performance.

Figure 6(b) shows the trade-off between power con-
sumption and the hardware-impairment design parameters
of different transceiver circuits. The hardware-impairment
design parameters are on the x-axis, and the percentage
of power consumption is on the y-axis. The performance
characteristics of the async and sync modes can be obtained
from studying their power consumption maps. The elements,
namely, leakage power (C0), electronic circuit power (C1),
electric circuit power (C2), finite-impulse-response (FIR)
filter coefficient (C3), and beta coefficient (C4), are the set of
hardware-impairing parameters associated with the mapping
to improve EE. Leakage power comprises subthreshold
and leakage current. Power distribution across the chip is
accomplished by an interconnect, which introduces its own
transient behavior and is not an ideal conductor. Variations
in space and time also cause changes in the activity across
the chip, which in turn cause variations in the current that the
power supply network is required to supply.
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FIGURE 6. An optimized EE for P-IIC’s asynchronous scheme in terms of the numbers of both BS antennas and scheduled UEs (Figure 6a); power
consumption vs. hardware impairment parameters (Figure 6b).

The transistors’ subthreshold leakage varies with the power
supply voltage applied at each location on the chip. The tran-
sistor causes leakage current when it does not shut off entirely.
While power dissipation in electric circuits is dependent on
impedance mismatches, electronic circuit power is dependent
on RF chains. The FIR filter coefficient’s power loss is caused
bymultipliers and switching activities. In relation to radiation
loss, the beta coefficient depends on various factors, such
as wavelength, substrate thickness, and effective dielectric
constant. The proposed scheme outperforms other schemes
for all hardware-impairing parameters, which is critical for
transceiver circuits in ensuring energy-efficient architecture
design, as shown in Figure 6(b). Inexpensive and low-power
transceiver circuit designs are essential to making future
gMIMO-NOMA communications economically feasible.
The power consumption of the IIC-Async mode [55] is less
than that of the T-SIC async/sync modes for C0 and C3,
whereas both the T-SIC async scheme and the scheme in [55]
perform equally well in terms of power consumption for C1.
For C2 and C4, the T-SIC async scheme performs better than
the IIC-Async scheme [55] and the T-SIC sync scheme in the
context of power consumption.

Power consumption is also related to EE; therefore, less
power consumption will raise the possibility of increasing
EE. There is no doubt that the proposed scheme is more
energy efficient than the rest of the schemes for two
reasons: one is the lower power consumption, as seen from
Figure 6(b), and the second is the high data rate due to the
consideration of HMA, gMIMO, and the transceiver with
QAM. Even though the scheme given in [55] consumes
less power for most of the hardware-impairment design
parameters compared to T-SIC async/sync schemes, it may
not be more energy efficient compared to them, as it
cannot provide a higher data rate due to the use of SISO.

The use of gMIMO provides a much higher SINR than
SISO, which in turn significantly improves the data rate.
Gigantic MIMO networks, especially on mobile devices, are
using increasing numbers of antennas and other circuitry,
so energy-efficient architecture is becoming increasingly
important.

V. CONCLUSION
The key ideas of this paper include MMSE-IC-based
transceivers and suitable asynchronous signal processing
for the gMIMO-HMA HetNet architecture. Because it can
handle the asynchronous nature of received signals, eliminate
residual interference, adaptively employ shared resources
orthogonally or nonorthogonally, and take into consideration
small cells in HetNet and M-QAM in the transceiver,
the suggested architecture performs better than traditional
approaches. The results of the performance investigation for
OP, SE, EE, and power consumption caused by hardware
impairment are presented.

APPENDIX A
PROOF OF PROPOSITION 1
For a noiseless environment, (1) can be written as

s = Kχ
~ Fω, (47)

where the estimation of s can be given by

ŝ = K̂χ
~ F̂ω̂. (48)

Furthermore, the PIC efficiency can be defined by

ηIC = 1− E
[
|s− ζ ŝ|2

|s|2

]
, (49)

where ζ is used to denote the estimation coefficient. Now,
by substituting (47) and (48) into (49) and assuming that
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ω = M as each channel uses a portion of the source data,
consisting of log2M bits, which is mapped to an M-ary
symbol and subsequently released from the RF chain to
transmit information, we obtain:

ηIC = 1− E

[
|Kχ

~ FM − ζ K̂χ
~ F̂ω̂|2

|Kχ
~ FM |2

]

= 1− E


|Kχ

~ FM − ζKχ
~ Fω̂

+ζKχ
~ Fω̂ − ζ K̂χ

~ F̂ω̂|2

|Kχ
~ FM |2



= 1− E



(Kχ
~ FM − ζKχ

~ Fω̂)2

+(ζKχ
~ Fω̂ − ζ K̂χ

~ F̂ω̂)2

+2ζKχ
~ F(M − ζ ω̂)(Kχ

~ F − K̂
χ
~ F̂)ω̂

|Kχ
~ FM |2


.

(50)

(50) can be rewritten with certain mathematical operations as

ηIC = 1− E
[
|M − ζ ω̂|2

|M |2

]
− ζ 2E

[
|ω̂|2

]
E
[
|Kχ

~ F − K̂
χ
~ F̂ |2

|Kχ
~ FM |2

]
− E

[
2ζRe{(M − ζ ω̂)(Kχ

~ F − K̂
χ
~ F̂)ω̂}

|Kχ
~ FM |2

]
(V )
= 1− E

[
|M − ζ ω̂|2

|M |2

]
− ζ 2E

[
|ω̂|2

]
E
[
|Kχ

~ F − K̂
χ
~ F̂ |2

|Kχ
~ FM |2

]

≃ 1−
[M2

− 2ζE
[
Re{ω̂M}

]
+ ζ 2E

[
|ω̂|2

]
|M |2

]
− ζ 2E

[
|ω̂|2

]
ϵ, (51)

where (V) indicates that the last term is neglected, assuming
that the normalized MSE (NMSE) is uncorrelated to the
channel estimation value and ϵ denotes NMSE as

ϵ = E
[
|Kχ

~ F − K̂
χ
~ F̂ |2

|Kχ
~ FM |2

]
. (52)

After differentiating ηIC with respect to ζ , we obtain

dηIC

dζ
=

2E
[
Re{ω̂M}

]
|M |2

−

2ζE
[
|ω̂|2

]
|M |2

− 2ζE
[
|ω̂|2

]
ϵ.

In an ideal case, ηIC = 0, which can be achieved if ζ =

0, but the value of ζ is not equal to zero in a practical case.
Therefore, to find the optimal value of ζ , we use

dηIC

dζ

∣∣∣∣
ζ=ζ ∗

= 0. (53)

Hence, we obtain ζ ∗ as

ζ ∗ =

E
[
Re{ω̂M}

]
E
[
|ω̂|2

][
1+M2ϵ

] . (54)

APPENDIX B
PROOF OF PROPOSITION 2
If Du,v can be determined by eliminating the uth row and vth

column, then in accordance with [58], the determinant of D
with dimension 2ϕ × 2ϕ can be written as

|D|2ϕ = det(D2ϕ×2ϕ)

=

2ϕ∑
v=1

(−1)2ϕ+vd2ϕ,vdet(D2ϕ,v)

= (−1)2ϕ+2ϕd2ϕ,2ϕdet(D2ϕ,2ϕ)

+ (−1)2ϕ+(2ϕ−1)d2ϕ,(2ϕ−1)det(D2ϕ,(2ϕ−1))

= (−1)2ϕ+2ϕ(1+ a−12 )|D|(2ϕ−1)×(2ϕ−1)
+ (−1)2ϕ+(2ϕ−1)(1− δ0)|D|(2ϕ−1)×(2ϕ−1)

= (1+ a−12 )|D|(2ϕ−1)×(2ϕ−1)
− (1− δ0)(−1)2ϕ+(2ϕ−2)(1− δ0)|D|(2ϕ−2)×(2ϕ−2)

= (1+ a−12 )|D|(2ϕ−1)×(2ϕ−1)
− (1− δ0)2|D|(2ϕ−2)×(2ϕ−2)

= (1+ a−12 )|D|(2ϕ−1) − (1− δ0)2|D|(2ϕ−2), (55)

where d2ϕ,v stands for the grid component at the 2ϕth row
and vth column of ((β∗Kχ

~ FẐMMSEFH [K
χ
~ ]H ẐHMMSE )

−1
+Q),

a1 = β∗p1g21 and a2 = β∗p2g22. Likewise the recursive
expression, i.e., the (2ϕ − 1)th term of a Fibonacci Sequence
of |D|(2ϕ−1), can be given by

|D|(2ϕ−1) = (1+ a−11 )|D|(2ϕ−2) − δ20 |D|(2ϕ−3). (56)

By substituting (56) into (55), we obtain

|D|2ϕ = (1+ a−12 )
{
(1+ a−11 )|D|(2ϕ−2) − δ20 |D|(2ϕ−3)

}
− (1− δ0)2|D|(2ϕ−2)

= (1+ a−12 )(1+ a−11 )|D|(2ϕ−2)

− δ20(1+ a
−1
2 )|D|(2ϕ−3) − (1− δ0)2|D|(2ϕ−2)

=

{
(1+ a−12 )(1+ a−11 )− (1− δ0)2

}
|D|(2ϕ−2)

− δ20(1+ a
−1
2 )|D|(2ϕ−3)

=

{
a−11 + a

−1
2 + a1

−1a−12 + δ0(2− δ0)
}
|D|(2ϕ−2)

− δ20(1+ a
−1
2 )|D|(2ϕ−3)

= (k1 + k2)|D|(2ϕ−2) − k1k2|D|(2ϕ−3), (57)

where k1 + k2 and k1k2 are calculated as

k1 + k2 = a−11 + a
−1
2 + a

−1
1 a−12 + δ0(2− δ0), (58)

k1k2 = δ20(1+ a
−1
2 ). (59)
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Furthermore, by substituting (59) into (58), we obtain the
following7:

k21 − a
−1
1 + a2

−1
+ a−11 a−12 + δ0(2− δ0)k1

+ δ20(1+ a
−1
2 ) = 0. (60)

Hence, the roots of the above equation can be found as
stated in proposition 2.

APPENDIX C
PROOF OF PROPOSITION 3
If ϕ = 2, then (57) becomes

|D| = (k1 + k2)|D|2 − k1k2|D|1, (61)

where |D|1 and |D|2 can be written as

|D|1 =
(
1+ a−11

)
, (62)

|D|2 =
[
1+ a−11 1− δ0

1− δ0 1+ a−12

]
= (1+ a−11 )(1+ a−12 )− (1− δ0)2

= k1 + k2. (63)

By substituting (62) and (63) into (61), we obtain

|D| = (k1 + k2)2 − k1k2(1+ a
−1
1 ). (64)

From (30), (32), and (64), we get

R∗async =
ϕ

ϕ + δ0
log2(a1a2)+

1
ϕ + δ0

log2 |D|

=
ϕ

ϕ + δ0
log2(a1a2)

+
1

ϕ + δ0
log2

{
(k1 + k2)2 − k1k2(1+ a

−1
1 )
}
.

(65)

This proves proposition 3.
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